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Abstract. GMap is an alternative probabilistic scheme for ontology matching,
which combines the sum-product network and the noisy-or model. More pre-
cisely, we employ the sum-product network to encode the similarities based on
individuals and disjointness axioms. The noisy-or model is utilized to encode the
probabilistic matching rules, which describe the influences among entity pairs
across ontologies. In this paper, we briefly introduce GMap and its results of
four tracks (i.e.,.Benchmark, Conference, Anatomy and Ontology Alignment for
Query Answering) on OAEI 2015.

1 Presentation of the system

1.1 State, purpose, general statement

The state of the art approaches have utilized probabilistic graphical models [5] for on-
tology matching such as OMEN [7], iMatch [1] and CODI [8]. However, few of them
can keep inference tractable and ensure no loss in inference accuracy. In this paper, we
propose an alternative probabilistic scheme, called GMap, combining the sum-product
network (SPN) and the noisy-or model [6]. Except for the tractable inference, these
two graphical models have some inherent advantages for ontology matching. For SP-
N, even if the knowledge such as individuals or disjointness axioms is missing, SPN
can also calculate their contributions by the maximum a posterior (MAP) inference.
For the noisy-or model, it is a reasonable approximation for incorporating probabilistic
matching rules to describe the influences among entity pairs.

Figure 1 shows the sketch of GMap. Given two ontologies O; and O3, we calculate
the lexical similarity based on edit-distance, external lexicons and TFIDF [3] with the
max strategy. Then, we employ SPN to encode the similarities based on individuals
and disjointness axioms and calculate the contribution through MAP inference. After
that, we utilize the noisy-or model to encode the probabilistic matching rules and the
value calculated by SPN. With one-to-one constraint and crisscross strategy in the refine
module, GMap obtains initial matches. The whole matching procedure is iterative. If
there is no additional matches identified, the matching is terminated.

1.2 Specific techniques used

The similarities based on individuals and disjointness axioms In open world as-
sumption, individuals or disjointness axioms are missing at times. Therefore, we define
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Fig. 1: Matching process in GMap

a special assignment—"Unknown” of the similarities based on these individuals and
disjointness axioms.

For individuals, we employ the string equivalent to judge the equality of them. When
we calculate the similarity of concepts based on individuals across ontologies, we re-
gard individuals of each concept as a set and use Ochiai coefficient' to measure the
value. We use a boundary ¢ to divide the value into three assignments (i.e., 1, 0 and
Unknown). Assignment 1 (or 0) means that the pair matches (or mismatches). If the
value ranges between 0 and ¢ or the individuals of one concept are missing, the assign-
ment is Unknown.

For disjointness axioms, we utilize these axioms and subsumption relations within
ontologies and define some rules to determine assignments of similarity. For example,
x1, y1 and x5 are concepts that come from O; and Os. If 1 matches x5 and x4 is dis-
joint with y, then y; is disjoint with x5 as well as their descendants. The similarity also
have three assignments. Assignment 1 (or 0) means the pair mismatches (or overlaps).
If all the rules are not satisfied, the assignment is Unknown.

Using SPN to encode the simialrities based on individuals and disjointness axioms
Sum-Product Network is a directed acyclic graph with weighted edges, where variables
are leaves and internal nodes are sums and products [9]. As shown in Figure 2, we de-
signed a sum-product network S to encode above similarities and calculate the contribu-
tions. All the leaves, called indicators, are binary-value. M represents the contribution
of individuals and disjointness axioms and indicators My, My, M3 comprise the assign-
ments of it. M7 = 1 (or M> = 1) means that the contribution is positive (or negative).
If M5 = 1, the contribution is Unknown. Similarly, Indicators Dy, D1, I1, I, I3 cor-
respond to assignments of the similarities based on individuals and disjointness axioms.
The concrete assignment metrics are listed in Table 1-2 and the assignment metric of
M is similar to the metric of similarity D.

Table 1: Metric for Similarity D Table 2: Metric for Similarity

Assignments Indicators Assignments Indicators
D=1 Dy=0,D; =1 I=1 L=11,=0,I3=0
D=0 Dy=1,D; =0 I1=0 IL1=0,I,=1,I3=0

D = Unknown|Dy=1,D, =1| |I =Unknown|l; =0,I,=0,I3=1

! https://en.wikipedia.org/wiki/Cosine_similarity
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Fig. 2: The designed SPN : When Dy = 1, D; = 0, it means that the distribution of M depends
on the distribution of I; When Do = 0, D1 = 1, the distributions of M and I are independent.

With the MAP inference in SPN [9], we can obtain the indicators’ value of contribu-
tion M. The MAP inference has three steps. Firstly, replace sum nodes with max nodes.
Secondly, with the bottom-up method, each max node can get a maximum weighted
value. Finally, the downward pass starts from the root node and recursively selects the
highest-value child of each max node, then the indicators’ value of M are obtained.
Moreover, even if individuals or disjointness axioms are missing at times, We can also
calculate the contribution M by MAP inference. Assumed I = 1, D = Unknown for
one pair, then we can obtain I; = 1,15 = 0,13 = 0,D¢ = 1,D; = 1 with defined
similarities and assignment metrics of SPN. As contribution M is not given, so we need
toset My = 1, My = 1, M3 = 1. After MAP inference, we observe M; = 1 which
means that the contribution is positive. Moreover, it is able to infer Dy = 1, which
means the pair overlaps.

As the network S is complete and decomposable, the inference in S can be comput-
ed in time linear in the number of edges [4]. So MAP inference is tractable.

Combining the lexical similarity and the contribution calculated by SPN Consider-
ing the range of lexical similarity, we define a scaling factor « to limit the contribution
of lexical similarity. It can help us to analyze the sources from different contributions.
The SPN-based similarity (Sp) is defined in Eqs 1, which is calculated according to the
indicators’ value of M and D.

0 My=1,D; =1
axlexSim(xy,x0)+ A My =1,Dg=1
axlexSim(xi,x2) — A My=1,Dy=1
axlexSim(xy,x9) Ms=1,Dy=1

M

So(z1,22) =

where ) is a contribution factor that represents the contribution based on disjointness
axioms and individuals. If contribution is positive (negative) and pair overlaps, the SPN-
based similarity is equal to the scaled lexical similarity adding (subtracting) A. If the
contribution is Unknown and pair overlaps, the SPN-based similarity is equal to the s-



caled lexical similarity. If the pair mismatches, then the inferred contribution is negative
and the SPN-based similarity is equal to O.

Using Noisy-Or model to encode probabilistic matching rules As listed in Table
3, we utilize probabilistic matching rules to describe the influences among the related
pairs across ontologies.

Table 3: The probabilistic matching rules between entity pairs

ID |Category Probabilistic matching rules

R: Class |two classes probably match if their fathers match

R2 Class |two classes probably match if their children match

R3 Class [two classes probably match if their siblings match

R, Class two classes about domain probably match if related objectprop-

erties match and range of these property match

two classes about range probably match if related objectproper-
ties match and domain of these properties match

two classes about domain probably match if related dataproper-
ties match and value of these properties match

R5 Class

Rg Class

Considering the matching probability of one pair, we observe that the condition
of each rule has two value (i.e., T or F) and all the matching rules are independent
of each other approximately. Moreover, all of them benefit to improving the matching
probability of this pair. Therefore, we utilize the noisy-or model [5] to encode them.

6
P(S=0[S0,Ry,...,Rg) = (1 —dg) H(1 —5)fen
=1

P(S =1/So, Ry,...,Rg) = 1 — P(S = 0[Sy, Ry, ..., Rg)

Fig. 3: The network structure of noisy-or model designed in GMap

Figure 3 shows the designed noisy-or model applied in concept pairs and the exten-
sion to property pairs is straight-forward, where R; corresponds to the ith rule and .S;
is the conditional probability depended on the condition of R;. Sy represents the SPN-
based similarity which is a leak probability [5]. We can easily calculate the matching
probability of each pair, P(S = 1|Sp, Ry, ..., Rg), according to the formulas listed in
this figure, where ¢; is the count of satisfied R; and sigmoid function f(c¢;) is used to
limit the upper bound of contribution of R;.

As the inference in the noisy-or model can be computed in time linear in size of
nodes [5], so GMap can keep inference tractable in the whole matching process.



1.3 Adaptations made for the evaluation

There are two kinds of parameters that need be set. one mainly comes from network-
s and it is set manually based on some considerations [2]. The others are adapted by
I3CON data set® such as scaling factor (), contribution factor ()\) in Eqs 1 and thresh-
old (). Nevertheless, we do not make any specific adaptation for OAEI 2015 evaluation
campaign and all parameters are the same for different tracks.

1.4 Link to the system and parameters file

The latest version of GMap can be seen on https://github.com/liweizhuo001/GMap1.1.

1.5 Link to the set of provided alignments

The results of GMap can be seen on https://github.com/liweizhuo001/GMap1.1.

2 Results

In this section, we present the results of GMap achieved on OAEI 2015. Our system
mainly focuses on Benchmark, Anatomy, Conference. Adding to that, we also present
the results of the test Ontology Alignment for Query Answering which not follow the
classical ontology alignment evaluation on the SEALS platform.

2.1 Benchmark

The goal of Benchmark is to evaluate the matching systems in scenarios where the input
ontologies lack important information. Table 4 summarizes the average results® of it.

Table 4: Results for Benchmark track

Test |Precision|Recall|F-Measure
biblio | 0.93 0.53 0.68
energy| 0.32 0.02 0.11

GMap had a good performance in biblio, ranking third in F-measure, because it
makes use of the string resource such as identifiers, labels and comments. Specially in
ontologies 201-210 of biblio, as the mapping concepts have the same group of indi-
viduals but different names, SPN can play a role in improving the alignment quality of
GMap.

2 http://www.atl.external.Imco.com/projects/ontology/i3con.htm]
3 The new test set about energy exists some troubles.



2.2 Anatomy

The Anatomy track consists of finding an alignment between the Adult Mouse Anatomy
(2744 classes) and a part of the NCI Thesaurus (3304 classes) describing the human
anatomy. The results are shown in Table 5.

Table 5: Results for Anatomy track

Matcher |Runtime (s)\ Size \Precision F—Measure\Recall\RecalH\Coherent‘

AML 40 1477) 0.956 0.944 |0.931| 0.82 v
XMAP 50 1414 0.928 0.896 |0.865| 0.647 Vv
LogMapBio 895 1549| 0.882 0.891 |0.901| 0.738 Vv
LogMap 24 1397| 0.918 0.88 0.846| 0.593 v
GMap 2362 1344 0.916 0.861 |0.812| 0.534 -

GMap ranked fifth in Anatomy track. We analyze that GMap does not concentrate
on language techniques such as the abbreviations and emphasizes one-to-one constrain-
t. Both of them may cause a low recall. In addition, these top-ranked systems employ
alignment debugging techniques, which is helpful to improve alignment quality. How-
ever, we do not employ these techniques in the current version.

2.3 Conference

Conference track contains sixteen ontologies from the conference organization domain.
There are two versions of reference alignment. The original reference alignment is la-
beled as RA1, and the new reference alignment, generated as a transitive closure com-
puted on the original reference alignment, is labeled as RA2. Table 6 shows the results
of our system in this track.

Table 6: Results for Conference track

Precision|Recall |[F-Measure
RA1| 0.66 0.65 0.65
RA2| 0.63 0.59 0.61

For Conference track, GMap ranked sixth of the 14 participants, which outperforms
others in recall except AML but its precision is lower than them. There are mainly two
reasons. One is the lexical similarity which combines the similarities based on edit-
distance, external lexicons and TFIDF with the max strategy. The other is the noisy-or
model which is hard to describe the negative effect on pairs matching [5]. Both of them
would retain some false positive matches after matching finished. Specially in property
pairs, even though their domains and ranges mismatch, GMap can not describe this neg-
ative impact. Therefore, employing alignment debugging techniques are comparatively
ideal method solutions to deal with this problem.



2.4 Ontology Alignment for Query Answering (OA4QA)

The aims of OA4QA are investigating the effects of logical violations affecting com-
puted alignments and evaluating the effectiveness of repair strategies employed by the
matchers. In the OAEI 2015 the ontologies and reference alignment (RA1) are based
on the conference track. RARI is a repaired version of RA1 different from RA2 in the
conference track. The table 7 presents the results for the whole set of queries.

Table 7: Results for OA4QA track

Matcher|Answered queries 3 [RI?II . 5 [RAI;RII -
[GMap | O/18 _ [0.324]0.389]0.343]0.303]0.389]0.330]

Since GMap did not consider mapping repair techniques, it was only able to answer
half of queries, which influenced the obtained precision and recall at last.

3 General comments

3.1 Comments on the results

GMap achieved qualified results in its first participation in OAEI, which is competitive
with other systems in some tracks such as Benchmark, Conference, Anatomy. Both of
the employed graphical models are able to improve the quality of alignment in terms
of the defined lexical similarity [6]. Most improvements are attributed to the noisy-or
model because it makes use of rich relations specified in ontologies such as in Anatomy
track. If there are some individuals and disjointness axioms declared in ontologies, SPN
will work such as biblio (201-210) in Benchmark track. More importantly, Combining
SPN and the noisy-or model is able to increase precision and recall further.

However, some weaknesses still remain. For example, the alignment incoherence
of GMap is unsolved, which influences the performance of GMap. In addition, it is
important for us to consider the efficiency of GMap such as running time and memory
usage for large-scale mapping problems.

3.2 Discussions on the way to improve the proposed system

GMap still has a lot of room for improvement. Employing alignment debugging tech-
niques are able to solve the alignment incoherent and reduce some false positive match-
es in alignment such as the pair {Conference: has_members, edas: hasMember} in Con-
ference track. In addition, seeking available data sets to learn parameters of the sum-
product network and the noisy-or model is also one direction of our future works.



4 Conclusion

In this paper, we have presented GMap and its results of four tracks (i.e.,Benchmark,
Conference, Anatomy and Ontology Alignment for Query Answering) on OAEI 2015.
The results show that GMap is competitive with the top-ranked systems in some tracks
by means of combining some special graphical models (i.e.,SPN, Noisy-or model). On
the other hand, for those disadvantages exposed, we discuss the possible solutions. In
the future, we would like to participate in more tracks and hope to efficiently solve the
instance matching and large biomedical ontologies matching challenges.
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