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Abstract  
Depression has been seen as a global crisis, with hundreds of millions of people around the 

world suffering from it. By analyzing people's writings on social media, a system has the 

opportunity to detect depression and can alert the person to seek medical help. Our team 

participated the CELF 2022 eRisk Task 2: Early Detection of Depression, a mission designed 

to detect people early for depression tendencies. Our research methodology focuses on 

improving the pre-training model RoBERTa. We ran a total of five experiments this year. The 

first one is regarded as a baseline using the pre-trained language model. Experiment two is to 

extract the output of hidden layers as a new representation. Experiment three is to obtain 

keyword features by extracting two categories of single word features. Experiment four is to 

train two models for the title and text separately, and integrate the results to make predictions. 

Experiment five is to integrate the methods of experiment two and experiment four. According 

to the results of the task evaluation, the method of experiment two is indeed better than using 

the pre-trained model. Experiments 4 and 5 performed well on the Task's Ranking-based 

evaluation after testing 1000 writings. 
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1. Introduction 

Depression is a popular disease of civilization in the 21st century, and according to data published 

on the website of the World Health Organization (WHO), 264 million people worldwide is suffered 

from depression in 2020. Nowadays, people are accustomed to sharing their living through social media, 

and analyzing these posts can observe the depression tendencies of the authors. In 2018, Eichstaedt, 

J.C., Smith, R.J., Merchant, R.M et al. used messages in Facebook posts to predict depression in their 

medical records [1]. In 2017, Reece, A.G., Reagan, A.J., Lix, K.L.M et al. used Twitter data to predict 

the onset and course of mental illness [2]. The eRisk organizers have organized related tasks in the 

CLEF lab. Last year's CLEF eRisk Task 3: Measuring the severity of the sign of depression [3] was 

also used posted writings on social media to predict the user’s severity of depression. We have also 

participated in this lab in 2021 [10], using the social media corpus to train BERT [11, 12] and RoBERTa 

[7], and weighted the predictions of each post to calculate the degree of depression of the authors. From 

the overview of eRisk at CLEF 2021 results report [13], we learned that our approach performed well, 

and we found that each team has its own methodology. Alhuzali et al. team ran three different pre-

trained language models to observe the practicality and strengths of each model, and it was learned 

from their experiments that the pre-trained model was trained for sentiment analysis, which helped to 

strengthen the model's judgment of the degree of depression [14]. Inkpen et al. team proposed two main 

approaches, the first approach is using of pre-trained models, and by analyzing the relevance of all posts 
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and BDI answers, they believed it should be noted that not all categories were discussed in posts [15]. 

The second approach is to classify posts in different topics, and find the most relevant topics through 

the word vectors with the corpus. Bucur et al. team and Spartalis et al. team also used the pre-trained 

model approach [16,17], the difference being that one was trained to analyze post similarities and the 

other was to analyze feature-based transfer learning. 

To analyze people's psychological conditions through a wide range of information in social media 

is widely appreciated. CLEF eRisk also gave three different tasks this year [4], namely Task 1: Early 

Detection of Signs of Pathological Gambling, Task 2: Early Detection of Depression, Task 3: 

Measuring the severity of the signs of Eating Disorders. Our team is involved in Task 2, a task designed 

to detect people for depression tendencies. The eRisk server iteratively provides user writing to the 

participating teams by releasing data step by step. How to diagnose the tendency to depression early 

through some data is part of the evaluation indicator, that is, the evaluation not only considers the 

correctness of the system output, but also considers the time point at which its decision is published. 

2. Data and Pre-processing 

The data used in this paper is the dataset provided at eRisk 2022 Task 2: Early Detection of 

Depression [5][18]. The data contains text from multiple users, each of whom typically provides a large 

amount of written text in the XML format as in Figure 1. ID: Contains the anonymous ID of the user, 

title: the title of the post (keep blank for comments), INFO: the source of the post, TEXT: the content 

of the post or comment. 

 

 
 

Figure 1: The XML format of each post in the dataset [5], where ID is the anonymous user ID, 
TITLE is the post title, INFO is the source, and TEXT is the content of the post 

 

The Early Detection of Depression datasets are listed in Figure 2. There are datasets in 2018 and 

2017 respectively, each is collected social media posts of that year, and are divided into two categories: 

depression (pos) and non-depression (neg). This paper uses 2018 data set for model training, and the 

2017 data set for verification. 

 

<INDIVIDUAL> 
<ID> … </ID> 
<WRITING> 
<TITLE> …  </TITLE> 
<DATE>  … </DATE> 
<INFO>   … </INFO> 
<TEXT>  …  </TEXT> 
</WRITING> 
<WRITING> 
<TITLE> …  </TITLE> 
<DATE>  … </DATE> 
<INFO>   … </INFO> 
<TEXT>  …  </TEXT> 
</WRITING> 
…… 
</INDIVIDUAL> 

 



 
Figure 2: Data sets provided by the eRisk organizers [5]. We use the data in year 2018 as the training 

set and the data in year 2017 as the validation set during system developing.  
 

Since the dataset was collected from the forum and has not been processed, it contains paths, URLs, 

some special characters, and so on. Therefore, we use regular expression do the preprocessing on the 

title and text of each document as shown in Figure 3. Special characters, paths, URLs, parentheses, and 

punctuation are removed. The number of training and verification after preprocessing is as shown in 

Table 1. 

 
Figure 3: Data set normalization 

 

Table 1 
Number of training and validation 

 Pos(People) Neg(People) Pos(posts) Neg(posts) 

Training Set 79 741 40,385 498,004 
Test set 52 349 17,431 157,433 

 

 

The training materials came from a total of 820 people, of which the majority (741 people) were 

non-depression, which shows that the data is extremely unbalanced. The situation is often encountered 

in real world problems, how to effectively filter the post is an important issue, and it is also the main 

consideration of our research. According to the previous observation [6], there is a difference between 

the length and amount of words used. We show them in Figure 4 and Figure 5, respectively, for the 

length of the text and the number of words. Blue represents the post of non-depression ones, red 

represents post written by depression users, and the X axis is the total number of posts 538,389. The Y-

axis indicates the length of the post and the number of words, respectively, and statistically there are 

indeed some posts that show that the posts by non-depression users have a longer length and more 

words than the posts by depression users. Therefore, according to this data, we removed the posts with 
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length more than 1000 and the number of words over 500. But this distinction is still limited, and most 

of the posts are still similar in length to the number of words. 

 

 
Figure 4: Statistics on the length of each post (text_n: number of posts, text_len: length of post). 

 

 
Figure 5: Statistics of the number of words in each post (text_n: number of posts, text_len: number of 
words) 
 

3. Our Approach 

We describe our system settings in sub-section 3.1 and how we evaluate our system in sub-section 

3.2. The experiment settings of our 5 runs is shown in the following 5 sections. 

3.1. Operating environment and model parameter settings 

Model is trained on Google Colab Pro, the training data is listed in Table 1, the data is divided into 

80% for training, 20% verification, tokenizer and model are roberta-base. The hyper parameters settings 



are: max length is set to 128, batch size is set to 100, hidden size is set to 768, learning rate is set to 1e-

5, weight decay is set to 1e-2, and epoch of fine-tuning is set to 2. 

3.2. Evaluation model method 

Evaluation processes is shown in Figure 6, there are two evaluation modules. One is to predict the 

outcome of each data's depression tendency, and the other is to predict whether the statistical prediction 

results are for the corresponding person to determine whether there is a depression tendency. The 

process is to give test set data to the experimental model to predict whether it is a tendency to be 

depressed, and calculate the model Precision, Recall, and F1-score scores. And the data results are 

statistically judged by the corresponding person, adjusted from 1% to 99% of the symptomatic data, 

and calculate the Precision, Recall and F1-score scores under different proportions to find the best F1-

score score. 

 
Figure 6: Evaluation process 

 

3.3. Experiment 1: RoBERTa 

The pre-trained RoBERTa model [7] was used as a baseline model for evaluating model score 

changes against subsequent comparisons. The flowchart of experiment one is shown in Figure 7, the 

only preprocessing is focus on the data imbalance issue. The treatment is to reduce the number of posts 

extracted from the documents of the non-depression people in the training set (up to 500 posts per 

person). The total training posts are 268,866 and use the TEXT part for model training. 

 

 
Figure 7: Experiment 1 process 
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The main idea of experiment 2 is to change the embedding representation of an input sentence in the 

RoBERTa model. The first tokens of each of the last four hidden layers are extracted from the model 

for improvement [8]. This token represents the corresponding output vector of each layer, which means 

that this token is the result of the model's representations in each hidden layer. In this experiment, the 

results given by the last layer vector will be used for linear classification (see Figure 8). We want to 

know if the model prediction can be improved by extracting multiple output vectors. 

 
Figure 8: Extracts the output vector from the last four layers of the model’s hidden layer and joins the 
four output vectors as the input vector of the linear classifier. 

 

3.5. Experiment 3: Building feature dictionary + RoBERTa 

The experiment 3 setting is not to unconditionally discard the non-depression data, but to filter the 

data by creating a feature dictionary (to retain the information that can be matched by the dictionary). 

From the progressive reference [9], when people’s thoughts and emotional reactions are different the 

usage of words will be different too, that is why the negative emotion dictionary has been used in the 

past. However, since that it is easy to publish posts using social media, new buzzwords or lists may be 

generated at any time. Therefore; we try to extract a new dictionary of features by comparing the posts 

from depression users and non-depression users. 

3.5.1. Build feature dictionary 

The extraction process is shown in Figure 9, the frequency of words in training data from depression 

and non-depression users are counted separately. Some words only appear a few times, such as: personal 

names, place names, song names, etc., so two threshold values (5, 16) are set for the frequency of 

occurrence of words with depression and non-depression users. Two feature dictionaries are extracted, 

and the number of words in the characteristics of the non-depression is 19,214, and the number of words 

with the depression is 1,106. 
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Figure 9: Building feature dictionary 

 

3.5.2. Experiment process 

The flow chart of experiment 3 is shown in Figure 10, training data are screened by matching with 

a feature dictionary. After screening, a total of 129,544 non-depression data were screened, and the 

depression data was also screened for the purpose of strengthening the training of these data, a total of 

902 cases. The processed training data contained all posts from depression users (40,353 posts) and 

more characteristic posts (129,544+902 posts) after screening, with a total of 170,799 posts. The 

training data is used to fine-tune the RoBERTa model. 
 

 

 
Figure 10: Experiment 3 process 
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3.6. Experiment 4: Combining Title and Text Prediction Models 

Experiment 4 is to train two models for the title and for the text separately. According to the 

observation of the dataset, some of the data is only containing the title and no text, and this experiment 

design is to deal this situation. Experimental process is shown in Figure 11, the system extracts the title 

and body of each post from the training data, and the title and body each haw a separate RoBERTa 

model for training, and the results are integrated to make judgments by a linear classifier. 

 

 
Figure 11: Experiment 4 process 

3.7. Experiment 5: Combining experiments 2 and 4 

We observed from the validation evaluation results of experiment 2 (Table 2) that the method of 

extracting information from the hidden layer is effective, so we improved the process of experiment 4 

according to the method of experiment 2 for experiment 5. 

4. Results and Discussion on System Development and eRisk task 2 

The result of our five experimental processes according to the Section 3.2 evaluation methodology. 

Verify using the 2017 dataset test data. The first assessment is to determine whether there is a depression 

tendency result is shown in Table 2, which is the result of the 401 users. According to the data results, 

we find that the decision proportion of depression posts is predicted to be different on whether the user 

has a tendency to be depressed. Figure 12, Table 3 are the metrics for all experiments at the proportion 

of the best F1-score score. 

 

Table 2 
The evaluation experiment judges the results of each data 

Run Precision Recall F1-score 

Experiment 1 30.94% 12.62% 17.93% 
Experiment 2 32.55% 13.38% 18.97% 
Experiment 3 10.54% 60.92% 17.98% 
Experiment 4 30.21% 12.27% 17.46% 
Experiment 5 26.77% 9.77% 14.32% 
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Figure 12: Changes in F1-score under different proportions of Pos. Where y-axis is the F1-score, and 
the x-axis is the proportions of posts that the system predicts as Pos. This figure shows that our model 
performs well when it finds that about 15% of a user’s post is depression. 

 

Table 3 
The best results of an evaluation experiment for predicting people's tendency to depression 

Run Pos Percentage Precision Recall F1-score 

Experiment 1 11% 53.12% 65.38% 58.62% 
Experiment 2 13% 60.78% 59.61% 60.19% 
Experiment 3 68% 28.81% 32.69% 30.63% 
Experiment 4 11% 53.96% 65.38% 59.13% 
Experiment 5 6% 39.60% 76.92% 52.28% 

 

4.1. Experiment 2: Discussion 

The evaluation results show that extracting multiple output vectors can effectively improve the 

performance, which is more accurate than using only the last layer to predict the results. The result of 

experiment 2 in Table 2 is more outstanding than experiment 1 in most evaluation matrices. From Figure 

12, it can be seen that the best result of F1-Score is 60.19% when the proportion of depression in this 

experimental model is 13%. In the comparison of Table 3 evaluation results, the F1-score of Experiment 

2 is 2% better than that of Experiment 1. 

4.2. Experiment 3: Discussion 

The results of the assessment did not succeed in improving the prediction. The sharp increase in 

Recall was accompanied by a sharp decline in precision, which made it easy to make mistakes in judging 

the tendency to predict depression. As shown in Table 3, accuracy, recall, and F1-score were among 

the worst of all experimental evaluations. The main reason for this situation is that the data is over-

screened. In the establishment of feature dictionaries, too extreme methods are taken, and only words 

that appear in one of the categories are retained, which also leads to excessive exclusion of training 

materials. This in turn leads to insufficient model training. From Figure 12, it can be observed that the 

training model effect is very poor, when the proportion of symptoms is greater than 68%, the F1-score 

is greatly reduced. This is abnormal, it means that the model tends to predict that there is depression 

tendency result, but in fact, the number of people with non-depression tendency is much greater than 

the number of people with depression tendencies. This condition, as mentioned earlier, is due to over-

excluding the results of the training data. And because the number of depression data is too rare after 
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matching, and all the data on depression tendency are put back to the training data, this also leads to the 

training of the model to have a bias toward predicting depression. 

4.3. Experiment 4: Discussion 

The evaluation results have not improved significantly, and it can be observed from Table 2 that the 

evaluation results of experiment 4 and experiment 1 are not much different, and only about 0.5% are 

improved in judging whether people have a depression tendency. This is slightly helpful, but the effect 

is not as effective as experiment 2. However, compared with the previous experiments, this model can 

predict the results of the title without the text, so it has different applications similar to the previous 

experimental models. 

4.4. Experiment 5: Discussion 

The results showed that instead of improving, they deteriorated, such as the results of experiment 4 

in Figure 12, which were better than the evaluation results of experiment 5. And the reason for this 

might be too much different information, and finally the model is difficult to converge and make wrong 

judgments. From experiment 5 we found that the effect of this approach is limited, the vector size of 

RoBERTa hidden layer is 768, so the last four hidden layers a total of 6144 dimension vectors will be 

used. However, it might cause difficult to converge the results for a linear classification, so the model 

judgment ability is reduced. 

 

Table 4 
Decision-based evaluation 

Run P R F1 ERDE5 ERDE50 

Experiment 1 0.165 0.918 0.280 0.053 0.032 
Experiment 2 0.162 0.898 0.274 0.053 0.032 
Experiment 3 0.106 0.867 0.189 0.056 0.047 
Experiment 4 0.149 0.878 0.255 0.075 0.040 
Experiment 5 0.142 0.918 0.245 0.082 0.041 

 
Table 5 
Presents the ranking-based results[18] 
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1 0.50 0.49 0.37 0.50 0.52 0.54 0.60 0.59 0.58 0.70 0.72 0.61 
2 0.70 0.77 0.37 0.60 0.72 0.58 0.60 0.72 0.61 0.70 0.80 0.62 
3 0.00 0.00 0.16 0.10 0.07 0.25 0.10 0.19 0.31 0.10 0.12 0.29 
4 0.10 0.07 0.12 0.70 0.70 0.57 0.70 0.72 0.59 0.80 0.74 0.60 
5 0.10 0.06 0.12 0.60 0.68 0.55 0.60 0.69 0.59 0.80 0.84 0.61 

 

4.5. Formal Results in eRisk 2022 Task 2 

We ran the above five experimental models on this Task 2, processing a total of 2000 iterations of 

user writing, which took 7 days and 12 hours to complete. The Decision-based evaluation results were 

not particularly pronounced (Table 4), and the Recall was on the high side of each experimental model. 



We believe that the reasons for this result are due to the different way of evaluation. During the system 

development phase, all of the writing are given at once. While the task is to give each user a writing 

post at a time in an iterative way, and predict the data the user's depression tendencies early. However, 

we have a good performance in the ranking-based results, and from Table 5, we can observe that the 

more information our model gets, the evaluation score continues to rise, and P@10 the best performance 

out of 1000. 

 

5. Conclusions 

During the system developing phase, we use all of the user's writing training to train the model, 

which is different from task 2, which is to give one post at a time in an iterative manner. Therefore, our 

model is weaker in early detection of user depression, but has a good performance in the ranking-based 

results. Compared with the baseline of our experiment one, the results of experiment three are not as 

expected. We learned from it that the statistical common word count ratio as a classification feature 

might be overfitting. Extracting the output vector in the hidden layers in Experiment 2 as a new 

representation has indeed been effectively improved, and it is more accurate to predict the result than 

experiment 1 directly using a pre-trained model. In the design of experiment four, we combined the 

model trained on the body text with the model that trained on the titles. Although this method has not 

significantly improved in the evaluation effect, but compared to only the body text, the combined model 

can handle special cases that title is missing or body text is missing.  
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