ECas

Patras

18th European
Conference on
Artificial
Intelligence

=
0
3
r
0
T
0
o
—
.|
0
n
n
]
Q.
3
@
0

Uncovering Plagiarism, Authorship
and Social Software Misuse - PAN'08

Benno Stein  Efstathios Stamatatos  Moshe Koppel

ISSN 2613-0073 Vol 377
http://ceur-ws.org/Vol-377
CEUR-WS.org

University of Patras



ECAI 2008 Workshop PAN



ECAI 2008 Workshop PAN

Preface

Plagiarism analysis is a collective term for computer-based methods to identify a plagiarism
offense. In connection with text documents we distinguish between corpus-based and intrinsic
analysis: the former compares suspicious documents against a set of potential original docu-
ments, the latter identifies potentially plagiarized passages by analyzing the suspicious document
with respect to changes in writing style.

Authorship identification divides into so-called attribution and verification problems. In the
authorship attribution problem, one is given examples of the writing of a number of authors
and is asked to determine which of them authored given anonymous texts. In the authorship
verification problem, one is given examples of the writing of a single author and is asked to
determine if given texts were or were not written by this author. As a categorization problem,
verification is significantly more difficult than attribution. Authorship verification and intrinsic
plagiarism analysis represent two sides of the same coin.

Social software such as Web logs, sharing sites for photos and videos, wikis and on-line forums
contribute up to one third of new Web content. "Social Software Misuse" is a collective
term for anti-social behavior in online communities; an example is the distribution of spam via
the e-mail infrastructure. Interestingly, spam is one of the few misuses for which detection
technology is developed at all, though various forms of misuse exist that threaten the different
online communities. Our workshop shall close this gap and invites contributions concerned with
all kinds of social software misuse.

The workshop shall bring together experts and researchers around the exciting and future-
oriented topics of plagiarism analysis, authorship identification, and the detection of social
software misuse. The development of new solutions for these problems can benefit from the
combination of existing technologies, and in this sense the workshop provides a platform that
spans different views and approaches.

Benno Stein
Efstathios Stamatatos
Moshe Koppel
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On Cross-lingual Plagiarism Analysis
using a Statistical Model

Alberto Barr 6n-Ceddio and Paolo Rosso and David Pinto and Alfons Juan?

Abstract.
has acquired relevance in the Information Retrieval arehiahe-
comes more complex when the plagiarism is made in a multihg
panorama, where the original and suspicious texts areewnritt dif-
ferent languages. From a cross-lingual perspective, dreent in
one language is considered a plagiarism of a text in ancdingulage
if their contents are considered semantically similar natendahey
are written in different languages and the corresponditagion or
credit is not included.

Our current experiments on cross-lingual plagiarism asislgre
based on the exploitation of a statistical bilingual dictoy. This
dictionary is created on the basis of a parallel corpus wbasttains
original fragments written in one language and plagiarigadions
of these fragments written in another language.

The process for the automatic plagiarism analysis baseloosta-
tistical bilingual dictionary has shown good results in gutomatic
cross-lingual plagiarism analysis and we consider thabitiad be
useful for the cross-lingual near-duplicate detectiok.tas

1 INTRODUCTION

The automatic detection of plagiarism is a task thatsome methods for the automatic acquisition of translatell pegjes

[9], based on the search of hyperlinks containing stringhetkind
“Spanish version” in order to download all the language io&rs of
a given page. Although these cases cannot be considereadrsay
the method could be useful in order to retrieve some instafuzeghe
training phase when dealing with cross language plagizaisatysis.

In [8] it has been proposed a method based on a thesaurus. In or
der to search document translations they have used the &ifde-
sauru$ to decide whether a document is near to another one in a dif-
ferent language or not. As the authors point out, this amreauld
be useful in the plagiarism analysis, of course if a goodahess is
available.

The automatic plagiarism analysis may be classified intorham
approaches: one with a reference corpus [10, 3] and one wtitho
which is also known as intrinsic plagiarism analysis [5,.1fh]the
first case, the idea is to compare fragment3 6f a suspicious doc-
ument (O;) with fragmentsy, of documents in a reference corpus
(C) which is composed by original documents, in order to findého
similar fragments that could be considered plagiarisedhénother
case the objective is the same, but the idea is to look foatiaris
through the text of the suspicious documebt ) -like syntax, gram-

Nowadays people enjoy an easy access to a wide range of imformmatical categories use and content complexity-, and do xuibi

tion in multiple languages via the World Wide Web. Unfortteig,
this “free access” to the information has caused a big tetiopta
the plagiarism, also from one language to another one. Ireseay,
cross-lingual plagiarism analysis is related to crosgtlal informa-
tion retrieval [6, 4]. In fact, the aim is to retrieve thosagments that
have been plagiarised in a language with respect to the dgiealty
employed.

In this paper we present an approach to the task of crossding

plagiarism analysis based on the exploitation of a staskhilingual
dictionary, commonly used in the automatic machine traiwsiand
cross-language infomation retrieval tasks [1, 4, 6].

The rest of the paper is organised as follows. Section 2 ithescr
some of the current work in the task of cross-lingual plagraranal-
ysis. Section 3 introduces the definition and estimatiocgsse of the
model used in order to create the statistical bilingualidinztry. Sec-
tion 4 gives a description of the preliminary experimentsied out.
Finally, Section 5 includes discussion and future work.

2 PRELIMINARY APPROACH(ES) IN
CROSS-LINGUAL PLAGIARISM ANALYSIS

Some efforts have been made in other research directionsdahkl

any reference corpus.

The state of the art in automatic plagiarism analysis allme-
tect word by word plagiarism, even if fragments have beenimod
fied. However, to our knowledg€ross-Lingual Plagiarism Analysis
(CLiPA) nearly has been explored in the litherature.

The authors of [7] propose a method based on three main steps.
Given a suspicious documethtand a reference corpis in a differ-
ent language, the first step consists in retrieving a sulisstalidate
documents fronC' which could be sources of the plagiarised frag-
ments of the document Then a semantic analysis is done between
the sections ofl and each:; € C. Finally, the similar sections are
analysed in order to filter those cases where a proper citéids
been made. Authors are currently working on the improvenoént
the analysis step.

3 THE STATISTICAL MODEL

In this section we describe the statistical model (Subize& 1) and
the Expectation Maximisation method for the estimatiorhefprob-
abilities of the bilingual dictionary (Sub-section 3.2hi3 bilingual

be useful for this task. There have been developed, for ebeamp dictionary is the core of the CLiPA system used in this reseaork.

1 Dpto. Sistemas Informaticos y Computacion, Universidaditécnica de
Valencia, Spain, emaiflbarron, prosso, dpinto, ajup@dsic.upv.es

2 http://europa.eu/eurovoc/
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3.1 Model definition the order of the words in the suspicious fragment is not irgmr
Therefore, each position in a original fragment is equakgly to
be connected to each position in the suspicious one. Althadlig
assumption is unrealistic in machine translation, wendbactually
perform any translation and we consider that the IBM-1 maslel
well-suited for approaching cross-lingual plagiarismlgsia.

Letz1,z2, - - - xv be fragments conforming a suspicious téxin a
certain language, and let, y2, - - - , yw be a collection of¥ orig-
inal fragments in a different language (the reference rdLet X’
and) be their associated vocabularies, respectively.

Given the suspicious fragment € V, our objective is to find
the most similar original fragmenyf, € W. The obtained relations,

could be the original and plagiarised pairs. In order to ds, tive 3.2 Maximum Likelihood Estimation
have followed a probabilistic approach in which the mostilsim

original fragment is computed as the most probable givgre., It is not difficult to derive an Expectation-MaximisationNE algo-
rithm to perform maximum likelihood estimation of the stéigal

y; (x) = argmax p(y|z) @) dictionary with respect to a collection of training sample§ Y) =

Y=V YW {(z1,y1),.-., (x~,yn~)}. The(incomplete)og-likelihood function

In this work, p(y | z) is modelled by using the well-known IBM is:
alignment model 1 (IBM-1) for statistical machine translat[1, 2].

This model assumes that each word in the reference segypest N

connected to exactly one worlthe suspicious fragment;. Also, it L(®) = Z log Z P(Yn, anlan) ©
is assumed thaj;, has an initial “null” word to link it to those words n=t an

in z; with no direct connexion. with

Formally, a hidden variable = aiaz---a, is introduced in
order to reveal, for each positiahin y;, the suspicious fragment

word positiona; € {0,1, ..., |z|} to which it is connected. Thus, 1 lynlzn] -
(s anlen) = gy T oo )™ 0)
plylz)= > ply.alz) &) =ha=o
a€A(w,y)

where, for convenience, the alignment variable,, €
where A(z,y) denotes the set of all possible alignments between{0, 1, ..., |z, |}, has been rewritten as an indicator vectar; =

x andy. Thealignment-completegrobabilityp(y, a | z) can be de-  (anio,. . - ,Gnijz, (), With 1 in the suspicious fragment position to

composed in terms of individua};, position-dependent probabilities which it is connected, and zeros elsewhere.

as: The so-calleccompleteversion of the log-likelihood function (9)
assumes that the hidden (missing) alignments .., an are also
vl known:
py,alz) =] pi,ailai " vt x) ©) N
o L(®) = logp(yn, an|zn) (11)
Yy n=1

=[Iplailar ™ vi " 2)pyiai, i 2)  (4) o o , ,
=1 An initial estimate for®, ©( | is required for the EM algorithm
to start. This can be done by assuming that the translatiaiveyili-

In the case of the IBM-1 model, it is assumed thats uniformly ties are uniformly distributed:; i.e.

distributed
1
el -1 oy L P(w|U)(O) =5 WweXwe)y (12)
p(al|a1 » Y1 7:8) - |$‘ +1 (5) D}‘
and thaty; only depends on the query word to which it is con- After this |n|t|aI|sat|or1, the EM algorlthm mMaximises (g_)?'a'
nected tively, through the application of two basic steps in eaehaition:
the E(xpectation) step and the M(aximisation) step. Afaiien &,
i | ai7y§_l7x) = p(yi | 7a;) 6) the E step computes the expected value of (11) given the aaser

(incomplete) data(X,Y’), and a current estimation of the parame-
By substitution of (5) and (6) in (4); and thereafter (4) in,(@e  ters,©™*). This reduces to the computation of the expected value of
may write the IBM-1 model as follows by some straightforward-

Anij:
nipulations:
) (k)
(k) p(y”” ‘ xn])
Unig = 13)
lyl 1 J Zj/ P(yni | xnj’)(k)
= T 1) i a; 7 . ) o
Pl aeAZ(I )E (|| + 1)p(y @) % Then, the M step finds a new estimate@f© **+1) by maximis-
* 9l |zl ing (11), using (13) instead of the missiag;;. This results in:
1 A
= Gere o LI pi12) ® o
o P(w‘v)(kJrl) _ 2on Ly:ni‘ ZLJ::"O' i3 0(Yni, ) 6 (T, v)
Note that this model is governed only bystatistical dictionary DN Ziyznl\ leazbl a;’z; (Y 0') 8(n, v)
©={p(w|v), forallv € X andw € Y}. The model assumes that (14)

10
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) p(w [v)*)
" ZJ/ p(w ]| 957LJ/)(k)

‘yn‘
i=1
2 078 i ) 00|

(15)
forallv € X andw € Y; whered(a,b) is the Kronecker delta
function; i.e.,d(a,b) = 1if a = b; 0 otherwise.

‘]T:ﬂo‘ 6(2-/"77 ’LU) 6(xnj7 U)

p(w’ | v)F)

Zwl Zn Z]/ p(w’ | mn]/)(k)

4 Preliminary experiments

We have carried out some preliminary experiments by selgdive
document fragments from one author of the information eedaii
area. The aim of this experiment was to obtain a personatidied
gual statistical dictionary which may be used to perform athar-
focused CLiPA. The five original fragments,...sy are the follow-
ing:

y1 Plagiarism analysis is a collective term for computed-lgshsesth-
ods to identify a plagiarism offence. In connection witht toc-
uments we distinguish between corpus-based and intrinst a
ysis: the former compares suspicious documents against @f se
potential original documents, the latter identifies potaity pla-
giarised passages by analysing the suspicious documemtrevit
spect to changes in writing style.

Plagiarism is the practice of claiming, or implying, origihau-
thorship of someone elses written or creative work, in wholi@
part, into ones own without adequate acknowledgement.

Y2

Y3
tionalizes a strategy to generate a clustering C. Informathated,
the overall objective of a cluster algorithm is to maximike in-
nercluster similarity and to minimise the intra-clustemslarity.

ya Near-duplicate detection is mainly a problem of the Worldi&Vi

Table 1. Jaccard distance/§) for human plagiarisedh(;) and machine
translation ¢;) fragments fory;

‘ h1 ho h3 ha hs he h7 hg ho
t1 | 050 058 058 050 052 074 058 044 037
to | 054 059 048 045 052 073 052 041 041
t3 | 051 0.60 060 054 051 075 061 045 043
ty | 056 064 060 056 054 076 063 0.48 0.43
ts | 067 074 073 070 066 0.78 067 0.65 0.63

Table 2. Jaccard distance/§) for human plagiarisedh(;) and machine
translation ¢;) fragments fory3

h1 ho h3 ha hs he h7 hg ho
t1 | 047 070 059 055 048 069 056 049 0.53
to | 046 064 056 051 053 068 057 048 055
t3 | 049 0.72 058 054 056 071 060 054 0.58
t4 | 049 069 056 051 056 071 060 051 055
ts | 064 081 067 066 062 084 070 0.66 0.61

In general, the complete corpus is made up of the following te
fragments:

i Five original fragments written in English by a unique autho
ii Nine human simulated plagiarisms for each original fragmen

iii Five automatic machine translations for each originalrfragt
iv Fourty six unplagiarised (independent) fragments abaoaitpia-

giarism topic originally written in Spanish language

A cluster algorithm takes a set D of objects as input and opera We have splitted the complete corpus into two datasetsuingi

and test. The training dataset, which is used to constrecsttisti-
cal bilingual dictionary, is made up of 50 pairs composedrigioal
fragments and their corresponding plagiarised versiohs. plagia-
rised versions were those obtained by 3 MT and 7 HS plagiarism

Web: duplicate Web pages increase the index storage space f the test dataset, we employed 46 Unplagiarised Text Featsn
search engines, slow down result serving, and decreaseethe r (UT'F) distributed as follows: 20 text fragments obtained by rewr

trieval precision

Intrinsic plagiarism analysis deals with the detection ¢digia-
rised sections within a document d, without comparing d toaex
neous sources

For each original text fragment, we have constructed piagid
cases based on two approaches: Machine Translation (MTHand
man Simulated (HS). In the former approach, we have useddipe p
ular on-line translatofs

, Whereas for the latter nine different people have “plaget”
each original fragment written in English to fragments iragigh.

In order to show the similarity between the plagiarised rinagts
based on the human process and on automatic machine tramslat
we show the Jaccard distance of the MT and HS pairs of plagiari
fragments in Tables 1 and 2, corresponding to the origiagirfrents
y1 andys, respectively.

In both tables we can see that there is an important differbee
tween MT and HS plagiarisms. Additionally, consideringyonhe

row, t; from Table 1 for example, we can see that there are signifi

cant differences between the HS plagiarisms simply corisigi¢he
Jaccard distance with respecttcor any of the other MT plagiarised
fragments. The same behaviour fact can be appreciatedddviih
plagiarisms fixing one HS column.

3 Freetranslationwww. freetranslation.com)
Google www.google.com/language_tools)
Worldlingo (www.worldlingo.com)

Systran (vww.systransoft.com)
Reverso pww.reverso.net)

11

ing the same original concept, but mostly with other woild§ ¢ ),
and 26 text fragments without any relation with the one ofdtigi-
nal text fragmentsi{1 F»)*.

In order to verify the similarity among the text fragmentstioé
test dataset, we have represented each text by using tler spece
model and, thereafter, we calculated the cosine of the aiityil
among them. We were particularly interested in observimgsim-
ilarity arithmetic mean obtained only among the Plagiati3ext
Fragments (PTF), of the same original fragment. This in iotde
confirm that those texts are similar enough and, at the same ti
they are different enough to be considered as a challengeedver,
we also calculated the arithmetic mean of the similarityMeetn the
plagiarised vs. unplagiarised text fragments. The obthiasults are
shown in Table 3. We may observe that the plagiarised doctamen
obtained an average 6f44 which we consider to be good for the
purposes of this preliminary investigation. The unplaged docu-
ments obtained instead, very low average of similarity.

We compute the probability(y|z) of each original text fragment

‘given a suspicious one of the test subcorpus, on the bade cta-

tistical bilingual dictionary that we have obtained durthg training
phase (Section 3). The entire process of the experimentssrited
in Figure 1.

We have conducted experiments in order to define the number of
necessary iterations of the EM algorithm. We have calcdlatkn-
gual dictionaries withk = {10, 20, - - - , 100} wherek is the number

4 The CLiPA corpus is freely available at

www.dsic.upv.es/grupos/nle/downloads.html
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unplagiarised

machine | translated fragments |
translators (Spanish) i fragments
(Spanish)
original fra.gments statistical training statlst_lca_ll bilingual > test - candldate

(English) dictionary y pairs
A A
human plagiarised fragments
plagiarisers | (Spanish)

Figure 1. Experiment description (including training and test)

Table 3. Analysis of similarities for the test dataset

Similarity  Minimum  Maximum
Fragment-Fragment average similarity similarity

PTF-PTF 0.447 0.153 0.929
PTF-UTF1y 0.089 0.002 0.344
PTF-UTF; 0.028 0.002 0.133

of iterations in the EM algorithm. We are only interested dfining
a good number of iterations for the training phase. Due t® ftmt,
we only consider that a fragment has been recognised if it fulfills
the following condition:

p(yilz:) > plyjle:) V5 #i (16)

We have used a variation of the Precision measBrecision at
1 (P@1)°. Figure 2 shows the behaviour #f@1 for different EM
iterations. In agreement with [6], we have considered a mawi
number of 100 iterations in order to avoid over-training.

0.7 T T T T T T T T T T

P@1

0 L L L L L L L L L L
10 20 30 40 50 60 70 80 90 100
EM iterations

Figure 2. P@1 with different EM iterations

5 In P@1 only the best ranked item in the output is considerethopreci-
sion calculation.

In Figure 2 we can observe that tli&Q1 value reaches a cer-
tain stability after 60 iterations. The preliminary resudire interest-
ing and they encourage to further continue in this reseaireletibn.
However, the results need to be validated in the future orggebi
corpus.

In order to obtain a discriminate the good candidates, we hav
tested different threshold values. Figure 3 shows the hehawof
the F-measure based on different thresholds. The curve in this fig
ure must be analysed from right to left. In the highest valhfethe
threshold, theF-measure is low due to the fact that Recall is near
to zero. Meanwhile the threshold descends, more actuaiapised
fragments are considered and the F-measure is incremdtiteest
value is obtained whefihreshold = 4.31x10~° where a good part
of the real plagiarised fragments have a probability of peietected
as plagiarised that is little higher than the threshold e@ahfter this
peak, both precision and F-measure decrease. This is tharredny
we opted for using this value as threshold for whieh= 1 and
R = 0.8 (F-measure.88).

09

08

e
5
§ 0.7 i
F
w
0.6 - e
05 Best Threshold: 4.31e-9 B
=1,R=08 @
0.4 L L L L
le-10 1le-09 1le-08 le-07 1le-06

Threshold

Figure 3. F-measure for different threshold values

In order to clarify the obtained results, we consider théfwing
three Spanish text fragments. The first two are examplesagfigl
rised fragments in Spanish g§ andy:, respectively. The third one

12
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is an example of unrelated text.

cult task which makes cross-language plagiarism analysis eore

challenging.

z1 El andlisis del plagio intrinseco tiene que ver con la detén

de secciones plagiadas de un documento d, sin comparar d co
fuentes externas

El analisis del plagio es un término colectivo para que laston
dos computar-basados identifiquen una ofensa del plagin.r&o
specto a documentos del texto distinguimos entre el asabs
copilacion-basado e intrinseco: el anterior compara doentos
sospechosos contra un sistema de documentos originales-pot 3
ciales, el Gltimo identifica pasos potencialmente plaggdnal-
izando el documento sospechoso con respecto a cambiodlen est
de escritura. m
Hipotesis La perplejidad de un fragmento perteneciente @sr o
critor con respecto a otro, sera mayor que la de dos docuagent
escritos por el mismo autor. Aquellos parrafos que tengagan
perplejidad sera los mejores candidatos a ser fragmentagiat

dos.

Y1

Y2

21

References of the Original Text Fragments
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Towards the Exploitation of Statistical Language Models
for Plagiarism Detection with Reference

Alberto Barr 6n-Ceddio and Paolo Rossé

Abstract.
Particularly, plagiarism in text means including text fraents (and
even an entire document) from an author without giving hiendbr-
respondent credit. In this work we describe our first atteimpletect
plagiarised segments in a text employing statistical LagguMod-
els (LMs) and perplexity.

The preliminary experiments, carried out on two specidliard
literary corpora (including original, part-of-speech atemmed ver-
sions), show that perplexity of a text segment, given a Laggu
Model calculated over an author text, is a relevant featorpla-
giarism detection.

1 INTRODUCTION

The Automatic Plagiarism Detection, a close related prottie the
Automatic Authorship Attribution, has became a relevaskta In-
formation Retrieval, scholar environments and even sienircles.

To plagiarise is to robe credit of another person's work.2 CURRENT APPROACHES IN AUTOMATIC

PLAGIARISM DETECTION WITH
REFERENCE

The automatic plagiarism detection can be mainly classifigd/o
approaches based on the exploitation (or not) of a referemgris.

In the case when no reference corpus is exploited [9, 16]dtee
is to find variations through the text of the suspicious doenniD;),
like syntax, grammatical categories, text complexity c trerbal
form (I play, she playswe played used in the text. On the other
hand, when a reference corpus is used [14, 6], the basic $d&n i
compare fragmentsf}] of the suspicious documenfi)g) with the
documents in a reference corpig)( Of course, the reference corpus
contains only non-plagiarised documents.

The reason for using a reference corpus in order to detegispla
rism in a given text is obvious. In order to decide if a text ia-p
giarised, we should compare it with other texts looking fomenon

There are some applications which try, for example, to detecfragments.

whether a student report is plagiarised or fidtlowever, inside of
specialised circles, there are cases when a person tak&sigrents
from other authors without making the corresponding @tatind, in
extreme cases, different authors claim for the authorshagext and
even an idea.

In this way, the task could be reduced to make an exhaustive co
parison to answer the questidathere a fragmenf € D; included
in a document of?

If this problem is approached directly, two difficulties &gp im-
mediately; the first one is the need of a huge big referengeusor

Language Models, commonly used in Speech Recognition [¥] anin order to make a serious search of fragmefits D, in C, and

Information Retrieval [11, 5], have been exploited in Autdio Au-
thorship Attribution of text [10, 2] and even of source codé [n
the first case, character level n-grams and perplexity ansidered
to determine the authorship of the analysed document. Isgbend
case, frequencies of byte level n-grams are used to decide.

State of the art Automatic Plagiarism Detection allows ttede
word by word plagiarism, even when fragments have been neadifi
[14, 6]. In this work we are trying to exploit lexical and graratical
level Language Models (n-grams and perplexity) to deteagipt
rised fragments in a text.

second, the processing cost of making all the necessaryarisops
is, in a high levelO(n - m) beingn andm the length ofD, andC
in fragments respectively (the real cost of this kind of cangpns
decreases dramatically using hash-based techniques [15])

Trying to avoid these difficulties the CHECK system [14] pre-
processes the documents to determine their "semantic nmgsini
considering factors like document structure or keywordsis Bys-
tem detects the subject @5 in order to only compare it with the
related documents i, the original documents corpus. In those
cases where paragraphsiin andC are semantically related, a per-

The paper is organised as follows. Section 2 describes séme @entence comparison is made.

the current advances in the task of plagiarism detectioh witef-
erence corpus. Section 3 gives an overview of statisticablage
Models and perplexity, in order to determine how well a Laamgg
Model could represent a language. Section 4 gives a descript
the preliminary experiments we carried out over specidla®d lit-
erary texts (Sections 4.1 and 4.2) and discusses the otiteasalts
(Section 4.3). Finally, in Section 5 we draw some conclusion

1 Dpto. Sistemas Informaticos y Computacion, Universidaditécnica de
Valencia, Spain, emaiflbarron, prossp@dsic.upv.es
2 See for instance http://www.turnitin.com/static/plagien.html
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The same CHECK architecture is used in [6], but the per-septe
comparison is made using tliet plottechnique. The advantage is
that each word in the analysed sentence is compared withell t
words of the sentences in the reference corpus. Two sestanee
considered similar if they pass a given threshold (baseth@rdm-
mon occurrence of words), a reason to consider a sentenpé sus
cious.

As we have said, the dimension of a corpus must be really loig. F
example, the plagiarism detection tool offeredTiyn it in (see foot-
note in Section 1) not only searches fragments in a referemgais,
but also in the Web.
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3 On statistical Language Models error rate, which will be the next one. Considering this, wért our

- . . ) main hypothesis:
A statistical Language ModeL M) “tries to predict a word given the

previous words” [8]. LMs have been mainly used in speech gnd o Hypothesis Let k be the LM of a corpus composed by testsvrit-

tical character recognition [1, 12], and statistical maehranslation ten by an authod. The perplexity of fragmentg, h € T’, given

[3, 17] between other Natural Language Process applicatimr are that the fragmeng has been written byl and the fragment has

not limited to these tasks. been "plagiarised” from another author will be clearly difént.
To predict which word is the next given its history, the bgsian Specifically,P P (g) < PPy (h).

should be to consider all the words before it in the text. Tiaba-

bility of a given sentenceviws . .. w,, if we KNow wy s, 1} Trying to prove (or reject) our hypothe_sis, we have _carried 0

but not w,, would be given by the Bayes conditional probabil- tWO main experiments: one over “specialised texts* (sdienpa-

ity, based on the chain ruleP(W) = P(w:1) - P(wa|w) - pers) and another over "general literature texts” (nowehdd litera-

P(ws|wiws) - - P(wn|w; - -~ w,_1). Unfortunately, the training ture), which we describe in Sections 4.1 and 4.2, respéytive

set to correctly define these probabilities must be extrgiigland, For these experiments, we have not only used the original-doc

no matter the extension, we will never have a representédioall ~ Ments. We have pre-processed all the texts in order to cemsid

the possible sentences in a text.

The option is to consider LMs only of n-grams. Over this frame
work, the model is based on strings conformed rbyvords, in-
cluding the analysed one (common values are= {2,3}). The

n-gram probability definition considering, for exampte,= 3 is We consider these three versions of the text in order to kestabl
Ps(W) = P(wn-2) - P(Wn-1]wn-2) - P(wn|wn—2wn—1). represent the writer style. Specifically, we tried to redsgmuthor’s
Our main idea is that if we compute the probability of n-grams  \ocapulary and syntactic richness, €nd {ii ), and morphosyntactic
a corpus of texts from one author, we will have a repres@maif  gyjq i), Part-of-speech and stems have been obtained with Treetag
her vocabulary, grammatical frequency and even writintpsihese ger [13].
representations can be compared to other texts in ordenkoft Independent LMs have been calculated over the three version
candidates for plagiarised segments. o the training corpus considerif@ — 4} — grams.
The question now is how to determine if a text is similar totaro With respect to the testing, we split the test corpus in seee
one. Alike [10], we have opted for perplexity, one way to ®§%  jncluding those that were “artificially plagiarised” befoapplying
language theory’s entropy, that is frequently used in olalewaluate {5 them the same pre-processing that to the training set éwve h

how good a LM describes a language: “our author language". considered the dot as the only delimiter between them).
Formula 1 includes the equation of perplexi®y ), whereN is

the number of tokens in the analysed text d@hdv;|w; — 1) is the . -
probability of wordw; givenw;_1. This is the case for the perplexity 4.1 Experiments over specialised texts

i the original text
i the part-of-speech of the text
iii the stemmed text

calculation for bigrams. For this case, we have used a corpus about Lexicographystaypits
ten by only one author. One section of the corpus (composed of
pp_ W ﬁ 1 N around 11,628 words), was used for LM calculation and theroth
\/ iy Pwilwi=1) one for test. In the test partition, we randomly insertedyrinants

about related topics, but written by other authors.

In order to identify the “plagiarised” fragments (in thisseapara-
graphs), we calculated the perplexities of each senterter@gpect
to the LM of the author. Figure 1 shows the perplexity of eastt-s
tence in the test corpus based on trigrams

Due to the fact that it considers aspects such as singulealpl
and verbal time, the perplexity values of the original tejtdre the
highest of the three. The highest perplexities Big,s = 1132.15
and PP; = 980, where 25 and 1 are the number of the sentence in
4 THE LANGUAGE MODEL APPROACH the entire text. Sentencg:s has only seven words and contains a

cite of the kind ‘author, (2001) and author, did not appear in the

No matter there exist works where multiple features areidensd  training corpus, therefore, probabilify(author, € n — gram) —
for the task of automatic plagiarism detection (such as @9 have (. In the case of sentend, it contains the title of the paper, author
opted for starting our explorations in this area workingyomith one  and author’s organisation, that is not English, so it corstaiords in
feature: perplexity. Itis right for this reason that ourukscannotbe  another language.
directly compared with others obtained from more robudinéues. The first plagiarised segment appears in the sixth placeedligh

At the moment our aim is not to improve current results in this of sentences sorted by perplexity. [t9s;: “Such plain text represen-
field, but to determine whether this kind of characterisatid an  tation is usually processed to add structure explicitly imachine
author style could be useful for this task or not in order teily  readable fornt. with PP»; = 608.21. This sentence contains six
combine it with other features in the future. words that never appeared in the training corpus.

As we have seen in Section 3, a low perplexity means thatngive  Working on the stemmed text (b) we consider only the richness
a sequence of words, we are prepared enough to predict, lth @ of author’'s vocabulary without caring about the additiofestures

The lower a text perplexity is, the more predictable its veoade.
In other words, the higher a perplexity is, the bigger theentrainty
about the following word in a sentence ([8, pp. 60-78] toHartin-
vestigate this issue).

Two tools for LMs and perplexity calculation freely avaiéabre
SRILM and Cambridge-CMU. In the preliminary experiments we
carried out the first one.

3 Seehttp : //www.speech.sri.com/projects/srilm/ and hitp : 4 In Figures 1 and 2 symbol “+* represents non-plagiarisedesees and a
/ /www.speech.cs.cmu.edu/SLM in fo.html respectively black square with a vertical bar plagiarised ones.
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considered in the original text. The highest perplexitieshis case
are PP3; = 462.78 and PP>7; = 323.46. SentenceSs; is a frag-
ment copied by the author from another text in order to amalys
and, therefore, the result can be considered correct. Smier, as
we have already said is plagiarised.

Finally, in the part-of-speech version of the text (c) theataulary
is clearly smaller than in the other two cases (around 40 svoigen
by the grammar categorids resulting in a perplexity range much
lower. In this case the three highest perplexitiesiafg; = 23.36,
PPs = 20.87 and PP7s = 20.40. Between the twenty tokens in
Sus5, three are non-frequent strings conformed by parenthesls a
cardinal numbers, for exampl(@) which is tagged likg LS ) (list
item). S7s is plagiarised and contains the 3-gr&i NN IN, which
is the third trigram with smaller probability and otherstthave not
appeared in the training corpus, which is the case of 3-gRIENgVZ
DT andDT RBR J.F and, therefore, their probability tends@o

These experiments have been made considering a little £oipu
Section 4.2 we describe the experiments we have carriedventzo
bigger corpus and, for this reason, a richer LM.

4.2 Experiments over general literature texts

In order to have a reference for our results, we have madeatne s
experiments over a literary corpus. For these experimepthave
taken a set of books written by the author Lewis Carroll andeo
passages from William Shakespeare texts to "plagiarisetdht sec-
tion of Carroll's corpus. The distribution of the training and test
subcorpora is described in Table 1.

Table 1. Literary corpus

Author Subcorpus Jw]

Carroll training 116,202

Carroll test 26,626
Shakespeare plagiarised 103

We have done the same pre-process, described at the end-of Sec
tion 4, to the training and test corpora in order to obtairyiosl,
part-of-speech and stem versions of the texts. Figure 2 stioswe-
sults over the three versions of the test corpus. In this sasean
see that the plagiarised sections, in general, obtain hedires of
perplexity with respect to non-plagiarised segments in BQstem
versions.

However, it is clear in the three subfigures that non-plésgalr
fragments have the highest perplexities. For example,drcise of
the original text, the sentence with the highest perplexsyit ap-
pears in the text, is "ALIPERSONSMORETHAN A MILE HIGH
TO LEAVE THE COURT.". The words in bold have not appeared
in the training corpus (at least with all the letters cajstdy.

In the other two cases, the POS and stem versions, the rearson f
most of the cases is simple: there are errors in the panpedeh and
stems generated by the tagger (in some cases it is due ts @mror
the text). Let us consider the stemmed version of the tegtuscto

5 See http://iwww.ims.uni-stuttgart.de/projekte/corplagreTagger/Penn-
Treebank-Tagset.ps

6 DT=determiner; NN=noun; IN=preposition; RB=adverb; V\A&sb;
RBR=comparative adverb; JJ=adjective.

7  Texts have been downloaded from Project Gutenberg,
http://www.gutenberg.org

8 These kind of “errors" could be solved converting all therelaters to lower
case during the pre-processing of the corpus.
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show some examples. Table 2 includes the sentences witigthesh
perplexities in the Caroll's plagiarised document.

Table 2. Sentences with highest perplexities

7640 F B 7 T T T R
Literature example, n=3

7258 |- plagiarised = ]

6876 =319

6494 | | Perplexity = Sentence

6112 1205.6 all Persons more Than A Mile High TO leave the court.
5730 1009.1  William 's conduct at first be moderate.

ot 825.6 the twelve juror be all write very busily on slate.

4584 582.5 ‘oh, there go his precious nose ’; as an unusually

4202 large saucepan fly close by it , and very nearly carry it off.
3620 508.1 the hearing of my wife , with your approach : so humbly
take my

Perplexity

3438
3056 [~ —
2674 - —
2292
1910
1528
1146
764

382 s

The first sentence contains proper nouns (capitalised weeds
sons Thanand Mile were all considered proper nouns by the tag-
ger), which are hard to occur in different texts and, in tlise; have
P(w) — 0 because they do not appear in the LM. This is one of the
weaknesses of the original and stemmed versions of texaéstadiine

Sentence

(@) original fact that they have an open language, it is difficult that a ldvitains
1260 F 7 all the "strange words” as it is the case of proper names alner ot
ol I - 1 "special“ words that are commonly included in texts.
1071 1 All the words in the second sentence were included in thaitrgi
1222 [ ' 1 corpus and, therefore, the vocabulary in the two cases wiffietent.
882 - 1 However,William never appeared at the beginning of a sentence and
e | ’ 1 the trigramWilliam ’s conducheither, just to give a couple examples.
§ ol | i In the case of the third sentence, it contains the woror, that the
Foserf . il LM ignores, andbusily, that has a low probabilityP('busily’) =
0.0000191 (in order to comparel(‘the’) = 0.03869).
The first plagiarised line is the fifth one. The interestinct taere
is that the LM knows all the words in this phrase, but the wand
3-grams in it have a low probability.

In the case of the part-of-speech version, the sentencethgth
highest perplexity ha$ Psos = 26.34, and it contains, for exam-

0
475 570

Sentence ple, the substrindT NN RBR(determiner, noun, comparative ad-
(b) stemmed verb). This POS trigram corresponds to the segment of tiolens
(that):1 (is — —""The)2 (more)s, which, due to an error in words
s L"e'a;f:g,gﬁzgf,p'é* = " ] split was not correctly tagged and the resulting POS trighas a
2 ws : . really low probability.
z2r v ] In this case, the first plagiarised sentence in the sortedslis
wr A ] the fourth place withP Ps15 = 20.132. This sentence has style and
ot N L+ + * * ] vocabulary completely different from the others in the taxtl cor-
2 a5 R +* O T B responds to the sentenckldc. We will proceed no further in this
2 i }3; 1 ﬁ:*; P " j*ﬁ v ] Businesse: He hath Honour'd me of late, and | haue bought &old
s nhﬁf%#i W Q;g aﬁu . fj*#:i% :ﬂ:ﬁ 5, *"** Opinions from all sorts of people, Which would be worne nothdir
1 fﬁ*ﬁ %%gig%ﬁm&& :Ij%%g“;g; Efﬁ*}f@:ﬁiiﬁ newest glosse, Not cast asidé,saritten by W. Shakespeare.
1 e e T RS 4.3 Discussion
3F 4
il ] From the five categories of stylometric features useful fiar pla-
0 0 9‘5 1‘90 2‘85 3‘80 4‘75 5‘70 6‘65 7‘60 8‘55 91‘30

giarism detection task [9], our LM approach considers jhsté of
them.Syntactic featureandspecial words countingwhich measure
writing style at the sentence-level” [9] and vocabulanhriess re-
spectively, are considered with the perplexity calculatéthe sen-
tences over the original and stemmed test corpBeat-of-speech
Figure 2. Perplexity on the literature corpus (one point per senjence  classes quantifycatiois implicitly considered with the POS version.
The only two features that our approach does not consideteate
statistics(at character level) anstructural featuresthat deal with
the organisation of the text.

It can be seen in the results of the experiments in Sectidnantl
4.2 that considering only the perplexity of a sentence isgumd

Sentence

(c) POS

18
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enough to discriminate it from a plagiarised or "legal” téxtgment. [8]
Considering the perplexity calculations over the threesiegrs of
the text (original, POS and stem) have conducted to the tiletec

of “non-expected” sentences that, in the most of the casekjde
those that have been plagiarised. However, these threeimegues
do not detect the same phrases, but different ones, so vevédiat
we need to consider the three versions together in ordertexide (10]

plagiarised sentences.

19]

5 CONCLUSIONS AND FUTURE WORK

In this paper we have explored the utility of Language Modeld
perplexity, a measure to determine the coverage of a Largagel
given a text, for the Automatic Detection of Plagiarism wathefer-
ence corpus. We have considered perplexity on three diffézeels:
word, part-of-speech and stem.

In order to do that, we have calculated a Language Model over A3
reference corpus, written by one only author, and calcdlpézplex-
ity of sentences on a test corpus (which could be plagiadseubt)
based on this model.

Our main hypothesis was that those segments with the higkest
plexities with respect to the model, should be the plagakisnes.
Unfortunately, our hypothesis is not completely true beeathere
are non-plagiarised fragments (in particular those withefege seg-
ments” such as titles and bibliographic cites) that prebéagtt per-
plexity. However, plagiarised segments seem to stand dheihigh-
est positions when we consider these features.

In the results that we have obtained, we have noted that ier ord
to identify good candidates for plagiarised segments welgheon-
sider the three versions of the analysed text togetherifatigPOS
and stem).

We know that the perplexity feature space of plagiarisedrenmd
plagiarised segments is not completely separable, but lievbehat
including perplexity between other features may improeerésults.

[11]

[12]

[14]

[15]

[16]

[17]
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Pedigree Tracking in the Face of Ancillary Content

Eugene R. Creswick and Emi Fujioka and Terrance Goan'

Abstract. The accurate tracking and retrieval of content pedigree is
a quickly growing requirement as our abilities to create information
assets increases exponentially. Plagiarism detection, accurate accred-
itation, and classification tasks all rely on the ability to determine
where content is being used and where it originated. We present an
approach to document pedigree tracking that is based on an efficient
disk-based data structure and the use of two contrasting collections of
historical text. These collections enable content of two types (or de-
grees of importance) to be defined and accounted for when locating
documents with overlapping content. This approach is resilient in the
face of substantial ancillary content and paraphrasing, two common
sources of error in existing content tracking techniques.

1 INTRODUCTION

It has become clear that our ability to create vast information as-
sets far outstrips our ability to exploit and protect them. The accurate
tracking of information use and reuse in documents and on the Web is
important for many reasons such as detecting unauthorized use, and
properly tracking citations during an authoring session. One particu-
larly challenging application arises in the world’s intelligence com-
munities as they seek to: improve information awareness amongst
analysts; improve the reliability of intelligence; safely share informa-
tion with warfighters and allies; and root out malicious insiders. One
means to mitigating these challenges is to provide reliable knowledge
of the provenance (or ideally, pedigree) of documents.

This knowledge would allow, for instance, analysts to identify the
source of information underpinning an intelligence report. Once the
provenance of a document (or portion of a document) is known, that
knowledge can be used to: create and enforce classification policy
rules at a given site, narrow the scope of a search for information
leaks, and enhance the authoring and reading processes by automat-
ically presenting references to related documents.

There are two primary approaches to establishing information
provenance. First, we might seek to develop information systems or
processes that utilize meta-data to track the source of data imported
into new intelligence products. Unfortunately, the wide variety of
information systems makes such an approach impractical, and the
adoption of techniques that would allow existing systems to easily
communicate is highly unlikely.

The more attractive alternative is to recover provenance knowl-
edge on-demand, as required by users. This approach is exemplified
by plagiarism detection tools. These tools apply various methods of
document similarity detection to determine when content has been
reused; however, all of the approaches we are aware of can be bi-
ased by the presence of common, inconsequential text (often termed
boilerplate—content that has relatively little semantic meaning com-
pared to its context).

1 Stottler Henke Associates, Inc., email: rcreswick @stottlerhenke.com
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Content is reused for various purposes in many domains—not all
of which involve malicious intent. For instance, internal communica-
tions and documents such as whitepapers and grant proposals com-
monly reuse sections of text. Frequently reused sections include the
company descriptions, key personnel (resumés), introductions and
portions of related work. Furthermore, the formatting of documents
within a company is generally standardized: all documents of a given
type often share fixed section headings, page headers and page foot-
ers. These duplicated portions may or may not constitute a meaning-
ful link between two given documents. In many cases, all of these
areas will be considered boilerplate, while in other situations some
of these duplicated areas may be of consequence. Headers and foot-
ers, for example, are probably always boilerplate; however, the same
cannot be said of introductions.

We present a novel approach to pedigree tracking in which content
can be marked as either open or sensitive. Open content is considered
to be inconsequential, and will not be incorporated in the overlapping
content that is used to determine a document’s pedigree. All other
content is marked as sensitive.

We begin with a discussion of the related work in plagiarism de-
tection, information provenance, and content tracking in Section 2.
In Section 3, we present the InfoTracker algorithm for document
pedigree tracking. Section 4 describes our initial evaluation of In-
foTracker on the document pedigree task. Finally, we summarize our
findings and discuss directions for future work in Section 5.

2 RELATED WORK

Metzler, et al. present five levels of similarity used to measure the
relationship between two portions of text and they examine differ-
ent methods of comparing sentences and documents [8]. The levels
considered cover the range of overlapping semantics to exact dupli-
cation. A measure of similarly with a similar purpose is Levenshtein
distance—a method that calculates the number of modifications to
a string needed to transform it into another given string. This tech-
nique provides a quantitative measure of the difference between any
two arbitrary strings in quadratic time. This is well suited to appli-
cations that involve short strings, such as spell checking individual
words in a document. As is the case with the techniques presented
by Metzler, et al. Levenshtein distance is a direct pairwise compari-
son of two fixed strings. While such a gamut of comparisons is well
suited to determining if two portions of text are related, the pairwise
comparisons required to determine their similarity is prohibitively
expensive when the corpus of documents to search reaches the hun-
dreds or thousands.

Jagadish, et al. address the topic of similarity-based queries, in
which the results are based on similarity rather than exact match [7].
While their approach is able to detect strings that are not exact du-
plicates, it is only able to do so for types of similarity that have been
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exactly specified in advance. The approach is also targeted at com-
paring individual characters (or more generally, symbols) for simi-
larity (‘a’ vs. ‘4’, for example). This may be a worthy addition to our
approach, as it could ease the handling of content that includes Uni-
code characters or the results of optical character recognition (OCR).

Eppstein, et al. present methods for fast sequence alignment in
the context of RNA analysis [3]. Their approach is similar to the
fragment-based approach presented by Wilbur and Lipman [11].
There are similarities between using text fragments and suffixes, but
both Eppstein, et al. as well as Wilbur and Lipman’s approaches re-
quire pairwise comparisons, whereas our approach uses an index of
the historical content to speed retrieval.

Fingerprinting, as presented by Hoad and Zobel [6], hashes select
substrings and compares the aggregated results for each document.
Unfortunately this approach is highly sensitive to the choice of sub-
strings. Depending on the selection approach used (of which there
are myriad), the fingerprints for two documents may be widely diver-
gent while the documents differ only by a few insertions or deletions.
Stein presents a similar approach to fingerprinting termed “fuzzy fin-
gerprints” that calculates a hash of a document based on the distri-
bution of common prefixes [9]. This hash is calculated in a way that
“fuzzifies” the result, increasing the chances that similar documents
will have the same hash. Hash collisions are then indicative of doc-
ument similarity. Vector Space models have also been shown to be
successful, and in the case of Hoad and Zobel, such approaches out-
performed the fingerprinting approach in all respects [6].

The commercial Turnltln [1] plagiarism detection service utilizes
a different approach—it relies on detecting long strings of words
shared by co-derived documents. Regrettably, this tactic is suscepti-
ble to false-negative errors when faced with heavily edited text (edits
reduce the chance that long strings will match) and false-positive er-
rors when faced with shared but inconsequential text. Indeed, such
boilerplate content can sway all of the plagiarism detection tech-
niques that the authors are aware of.

Eissen, et al. present a method of using suffix trees for document
similarity that is very similar to our InfoTracker approach [2]. Eis-
sen, et al. construct a suffix tree from two documents and calculate
similarity based on the edges that are shared between the two docu-
ments in the tree. This approach differs from ours in one fundamental
way: Eissen, et al. do not incorporate any filtering content (such as
boilerplate) into the similarity calculations.

3 ALGORITHM DESCRIPTION

We have developed a new approach to document pedigree tracking
and implemented a prototype—termed InfoTracker—in order to sup-
port new document pedigree tracking applications and to overcome
the shortcomings of past techniques.

Fundamental to our InfoTracker system is the concept of a suffix
tree [10], which allows for fast indexing and querying of the entire
content of indexed text. Our contribution is in the development of a
means to detect derivative text (and thereby information provenance)
in the presence of substantial ancillary content.

InfoTracker accomplishes this by contrasting two distinct collec-
tions of text, one composed of content of interest (eg: confidential in-
formation in intelligence reports) and the other composed of benign
or “uninteresting” text. Some examples of “uninteresting” text are
publicly available (and therefore unclassified) web documents, open-
source news articles, document headers, footers and other common
text. The prior collection of content represents the initial sensitive
collection, while the later collection of content represents the initial
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open collection. These collections also need not be in separate docu-
ments, rather, parts of a document can be considered sensitive while
other portions are considered open.

While the suffix tree is a very strong foundation upon which to de-
velop applications seeking to detect overlapping content, it is not in
and of itself sufficient to deliver the capabilities described above. For
instance, employed naively, these data structures may generate very
high false alarm rates due to the inconsequential overlaps amongst
documents that result from institutional boilerplate, document struc-
ture (e.g., “Figure 17, page headers and footers, etc.), or common
figures of speech. We have addressed this problem by devising a
novel extension to the suffix trees that allows us to contrast differ-
ent corpora. In particular, our approach utilizes a large randomly se-
lected collection of texts to identify those common word sequences
that may occur by chance and are therefore not useful in determin-
ing co-derived text. Consider the example in Figure 1, which shows
a simplified representation of the text index. The suffix tree stores
all suffixes of the sequence of text representing a document. The fig-
ure shows how we can utilize information about the source of text
to identify those sequences of characters/words that appear unique
to the documents with content we wish to track. In this example, In-
foTracker would find that any document containing either “as their
hideout” or “hotel as their hideout” shared a common source with
document s1. The content of Figure 1 could be drawn from multi-
ple sources: the benign terms may originate in newspapers, while the
sensitive text may be found in an internal report (for example).

Sensitive Documents
s1="hotel as their hideout”

Widely-Used/Common Text
c1="their hotel rooms”

c2="their hideout"

i R
heir hideout —{57) |

Suffixes: c1 2
rooms ‘“\___...'\C
hotel rooms as
their hotel rooms

Suffixes: ¢2 ——their wideowt G257 |
hideout |\ 4 |
their hideout 12 L ~01e;
II; -\.fl_'_}f;”'s |
Suffixes: s1 g & "'x\_____,._1_
hideout lel) 4 ;x..‘_‘roﬂ el |
their hideout \'\"g ““-%-
as their hideout R )
hotel as their hideout \é’é' - |
\{\bé, " Text Unigue to
b = ~ Sensitive
Documents

Figure 1. A simplified visualization of the suffix tree built for a small
sample of content. The storage details have been omitted for clarity.

InfoTracker is able to accurately judge the likelihood that text
strings could be reproduced independently by analyzing string over-
laps in the light of general language usage. In other words, while
previous approaches exploit the rareness of long strings, InfoTracker
exploits its greater knowledge of common text patterns to recognize
much shorter strings of text that are likely to be derived from other
historical documents. This allows InfoTracker to succeed in a num-
ber of situations where past approaches may fail, including identifi-
cation of co-derivative relationships between paraphrases or between
documents processed with different OCR systems (each of which
generates its Own errors).

InfoTracker indexes the two collections (of open and sensitive
text) with an implementation of a suffix tree based on a String B-
Tree (The use of a String B-Tree enables processing of document
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collections that will not fit in memory [4].) When building the suffix
tree, InfoTracker keeps track of the source of each suffix and whether
that suffix was found in a section of content marked as open. It does
this by annotating the leaves of the suffix tree with references to the
source documents and a Boolean flag that indicates whether the suf-
fix is open or sensitive.

When a query document is submitted to InfoTracker, a fixed-sized
window is initialized at the start of the query text. (We have found
that windows in the range of 40-80 characters work well.) The root
of the suffix tree is checked for an edge labeled with the first token
in the window. If the token is found, that token is consumed and
the search continues from the resulting node in the suffix tree with
the next token in the window. This continues until the suffix tree is
no longer able to match tokens in the document or the end of the
query is reached. If the matched text is not longer than the size of the
window, the text is discarded. If the matched text is longer than the
window, then the index and length of that text in the query document
is stored along with the open or sensitive state of the overlap and
a pointer to the overlapping document. In either case, the window
is then shifted forward one token, and the search repeats from the
root of the suffix tree. This procedure iterates across the entire query
document, collecting each overlapping sub-string that is longer than
the window size.

Once these overlaps have been collected, the set of open regions
of text are subtracted from the set of sensitive regions of text. For
example, if a sensitive overlap spans from index O to index 100, and
an open overlap spans from index 50 to index 120, then the result is
a sensitive overlap from index O to index 49. The remaining sensitive
overlaps are filtered once again to remove any that are now shorter
than the window length.

Each of the resulting overlaps has a pointer to a document that
contains sensitive content used in the query document. However, in
our experience, this list of source documents is still very large (106—
233 source documents were found for each query in our experiment).
Some of the overlapping portions of text are the result of an incom-
plete open collection, and should be filtered further. The principle
idea is that the overlapping portions of text that appear in many doc-
uments (eg: section titles, like “EVALUATION”) are of less interest
than portions of text that appear in few documents (such as content
about specific methodologies). To leverage this, we have defined a
measure of inverse overlap frequency (IOF) for each overlapping sec-
tion of text.

For a given overlap, all of the documents that contain that content
are collected and aligned based on the location of the overlapping
text in the query document. For example, if the phrase “an ontol-
ogy” occurs in two historical documents, but one of the documents
contains additional duplicated text: “an ontology improved”, then the
matching portions of the overlapping phrases are aligned?:

Overlap 1:
Overlap 2:

an ontology
an ontology improved

The overlap frequency is then calculated for each character index in
the overlapping text. In this example, the overlap frequencies are:

Overlap 1: an ontology
Overlap 2: an ontology improved
OF: 22222222222111111111

Note that the “0” in “improved” has an overlap frequency of 1 be-
cause there is no corresponding character at that index in Overlap 1.

The overlap frequency indicates how common a given portion of
text is, but we are more interested in the content that is rare. Therefore
we simply invert the overlap frequency directly, as shown in Equa-
tion (1). In the example above, each of the characters in “ improved”
have an OF of 1. The characters in “an ontology” each have an OF of
2.

1
" overlaps containing character at i

iof; )]
Equation (2) shows the IOF calculation for the first character of over-
lap 2:

iOfo = 1 0.5

2

The inverse overlap frequency values are then summed to generate a
length-IOF score for that overlapping region. The additional content
in the second overlap (*“ improved”) greatly increases the effect of
that overlap on the ranking of these documents, as can be seen in the
respective length-IOF scores:

€]

5.5
14.5

length—-IOF (Overlap 1):
length-IOF (Overlap 2):

The overlapping regions from each historical document are scored
in this way, and the scores summed to generate an overall rank for
that historical document. Therefore, common overlapping sections
are considered important if they are large, while shorter common
overlapping sections have much less influence. This has the added
benefit that the large sections which are common are more evident
when users are viewing results, and these regions can more easily be
marked as open, if indeed they are inconsequential.

4 EVALUATION

The InfoTracker prototype generates a list of documents that are
deemed similar to the query document. To obtain an initial gauge of
the performance of this approach, we have conducted an exploratory
experiment. The performance of the InfoTracker prototype is evalu-
ated with precision/recall measurements, as generally used for search
tasks. A vector-space approach using a cosine similarity metric was
used to provide a point of comparison, since the vector-space ap-
proach is well known and understood. The vector-space implemen-
tation uses a typical bag-of-words with TF-IDF weights. No stop
words were used in either approach.

4.1 Experimental Data

Our evaluation uses a corpus of 272 proposals prepared by a sin-
gle company between January 1st, 2000 and December 31st, 2007°.
These documents share considerable content in the form of person-
nel resumés, facilities descriptions, related work, and smaller por-
tions of the techniques shared by proposals in similar technological
areas. Additionally, each proposal uses the same document template
and has nearly identical headers, footers, section headings and other
ancillary text.

This corpus presents two real-world challenges to plagiarism de-
tection and information provenance. Much of the duplicated content
is gradually updated over the years from proposal to proposal. This
introduces hundreds of minor alterations as authors fix typos, intro-
duce new typos, specialize content for the topic at hand, rename old

2 The example strings used here have been shortened to reduce the complexity
of the example. The actual strings detected are somewhat longer.
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3 These documents range in size from 44.0 kilobytes to 111.6 kilobytes (i =
80.0, 0 = 11.9).
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projects, or introduce new project names into sections that are largely
boilerplate. Each of these changes breaks a previously contiguous
section of duplicated content into smaller pieces. Furthermore, many
portions of content that are duplicated are of no interest or concern
whatsoever. One can imagine that the only “secrets” to be protected
in this corpus are directly related to the technologies that were pro-
posed over the years. The collection of resumés and shared related
work sections are typically benign, and would be safe for public re-
lease. These benign sections should therefore not influence the selec-
tion of source documents when identifying the pedigree of a proposal
in order to inform the classification of that proposal’s content.

4.2 Experiment Description
The proposals in this data set were divided into two groups:

2000-2006 proposals (234 documents): These proposals were
loaded as historical documents, with the key personnel, company
description, and related work sections automatically marked as
open* and with the remainder of the documents’ content marked
as sensitive. The authors of these proposals indicated that those
sections are very rarely subject to substantial change, and it is
reasonable to assume that this type of foreknowledge is available
to some degree in many real-world scenarios.

2007 proposals (38 documents): The more recently authored pro-

posals were used as a test set. Each proposal was loaded as a query
document (in the order they were authored) and the documents re-
turned were recorded as the results. The query document was then
added to the InfoTracker tree in the same way as the historical doc-
uments. This allows for recent documents that reference proposals
written since 2006 to be properly handled.
One of the proposal authors built an oracle by manually examin-
ing each of the 38 query documents and comparing each query
document with the full collection of 272 proposals to determine
which (if any) proposals were sources of significant content. Eight
documents were deemed to derive content from no other propos-
als in the corpus, one document drew content from 23 others, and
the remaining 31 documents were arrayed in the intervening range
(u=4.76, 0 = 5.16).

In our experiment, we initially loaded the suffix tree with a large
collection of general text from the web to provide a base open col-
lection before indexing the 234 historical documents and processing
the query documents. This initial open collection consisted of 590
documents, with a total size of 780MB.

4.3 Results

Both InfoTracker and the vector-space approach generated lists of
results for each query that are nearly all-encompassing. Nearly ev-
ery historical document was included in the InfoTracker results (al-
though many documents have very low scores) and the vector-space
approach, by design, simply ranked every document. In order to de-
termine meaningful values for precision and recall we needed to cut
off the results list at a shorter, more reasonable length. Because of the
number of results in the oracle, we decided to consider the top 23 re-
sults for each query for both algorithms. This is the lowest number of
results that can possibly have 100% recall. Table 1 shows the results
for the two approaches. Note that the precision values are particu-
larly low because most of the query documents have very few true

4 A simple template consisting of regular expressions was used to identify
these sections.
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source documents (1 = 4.76) compared to the size of the result list
considered (23).

Algorithm | Precision | Recall
Vector Space 0.119 0.764
InfoTracker 0.167 0913

Table 1. Results for InfoTracker compared to the vector space approach

for detecting source documents.

4.4 Trimming Results

The ranked list of results generated by the prototype are generally too
large to be of use in an automated system, since most of the results
are false positives. In our experimentation this has resulted in lists
of 106232 related documents for a given query. Observation of the
results for one query indicate that the ranking scores fit a skewed dis-
tribution with a very long flat tail. This tail is made up of documents
that only share boilerplate content with the query document.

Table 2 shows the top 15 results for a query, along with the scores
for each retrieved document. Notice that the top six results have sub-
stantially higher scores than the remainder. One justification for this
immediate fall-off of the ranking scores is that the tail consists of
documents that share content of no importance (headers, footers, sec-
tion titles and the like) while the first few results are drawn from a
different population of documents that share substantial content with
the query document. If this assumption is valid, then the top ranked
results should be outliers with respect to the rest of the retrieved re-
sults.

Table 2. The top 15 (of 116) results for a document query in the

InfoTracker prototype.
Rank Score File
1 6289.995  Document-92
2 3206.340  Document-21
3 1630.607  Document-13
4 1366.318  Document-46
5 1157.704  Document-1
6 1103.442  Document-43
7 624.238  Document-114
8 327.533  Document-67
9 273.651  Document-74
10 263.037  Document-48
11 244407  Document-10
12 238.435  Document-113
13 207.320  Document-101
14 134991  Document-58
15 131.520  Document-12

The prototype uses a definition of outliers that is based on the
inter-quartile range’ to determine which results to retain and which
should be trimmed. Equation (3) shows how the threshold for trim-
ming is calculated:

threshold = Q3 + (N x (Q3 — Q1)) 3)

Q1 represents the lower end of the inter-quartile range, Q3 represents
the upper end of the inter-quartile range, and IV is a constant that

5 The inter-quartile range, or IQR, is the range of values that includes the
middle 50% of the data points in a distribution, 25% of the data falls below
the IQR, while 25% of the data have values greater than the IQR.
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determines the degree of extremity required of the outliers. NV can be
used to shift the balance between precision and recall. For example,
the full 116 data points of the results in Table 2 have a lower quartile
of 1.837 (Q1) and an upper quartile of 47.250 (Q3), indicating that
29 data points have scores under 1.837 and 87 data points have scores
under 47.250. With N = 6, the threshold is set to 319.728, and only
the top seven results are retained.

The experiment described in Section 4.2 was run with varying val-
ues of NV from the range [0—6]. Low values of N represent very con-
servative estimates of the distribution of unrelated documents, and
sets a low threshold for outliers. Each full-unit increment increases
the threshold by an amount equal to the inter-quartile range, trim-
ming the query results more aggressively. The full test corpus of 38
query documents was run on each successive value of N and the
average number of results, average precision, and average recall are
recorded in Table 3.

Table 3. Precision/Recall statistics for the pedigree detection experiment,
as a function of outlier extremity.

N Result Count  Precision  Recall
No Trimming 162.53 0.03 0.98
0 40.95 0.11 0.97
0.5 28.71 0.14 0.93
1 22.29 0.16 091
1.5 18.92 0.19 0.90
2 15.81 0.21 0.88
2.5 13.47 0.23 0.87
3 11.76 0.24 0.84
3.5 10.50 0.26 0.84
4 9.63 0.27 0.81
4.5 8.82 0.29 0.80
5 8.18 0.31 0.78
5.5 7.55 0.33 0.78
6 7.13 0.36 0.77

Table 3 clearly shows the control available over the balance be-
tween precision and recall, and demonstrates the amount of result
trimming that can safely be applied for a desired level of recall. Even
the most minimal trimming attempted shortened the results list by
over 60% (compared to the initial minimum size of 106 results) yet
only reduced average recall by 1% compared to the case where no
trimming was done.

5 CONCLUSIONS AND FUTURE WORK

During the execution of this project, we have identified a number of
directions to pursue in the future:

Evaluate in an Active Learning scenario: Foremost in our future
goals is to perform an exhaustive evaluation of the InfoTracker
prototype in a scenario that takes advantage of Active Learning to
identify and mark boilerplate content while the system is in use.

Incorporate time stamps: The current approach does not take the
temporal aspect of document authoring and reuse into account
when determining pedigree. Therefore, if a query document shares
a source with a historical document, then both the source and the
sibling document are likely to be returned in the list of results.
These false—positive results can be reduced by considering the
dates that the returned documents are authored, possibly present-
ing the results hierarchically, or only returning either the youngest
or oldest sources.

Overlap size: Another indication of the actual structure of the doc-
ument pedigree is available in the content of the overlapping sec-
tions themselves. For example, if document C' contains content

25

taken directly from document B, which was originally taken from
document A, there is a chance that the overlapping section that C'
shares with B will be larger than the overlapping section found to
be common to C' and A. Indeed, it is highly likely that the over-
lapping content between C' and A is a proper subset of the over-
laps shared between C' and B. In—depth analysis of the similarities
between overlapping content shared between multiple documents
may reveal more intricacies of the document pedigree.

Alternative outlier definitions: The characteristics of the flat tails
of each results list may more closely fit a certain type of distri-
bution. If so, a more complex outlier detection method (such as
Grubbs’ Test for Outliers [5]) may be able to determine a thresh-
old for result trimming that improves precision.

We have presented an approach to document indexing and search
that enables the detection of document pedigree when substantial an-
cillary content is present. We have compared this approach to the
common vector-space approach used frequently for information re-
trieval tasks, showing that our approach is better able to manage
the presence of ancillary content. InfoTracker makes use of efficient
disk-based data structures that promise to scale well with large cor-
pora that do not fit in memory; however, a thorough evaluation of the
scalability of InfoTracker is still a topic for future investigation.

Evaluation on the proposal data set revealed that a great deal of
control is available over the precision/recall trade-off. This can be
incorporated into tools in the future to adapt to the needs at hand. For
example, applications dealing with the dissemination of potentially
classified content will require a high degree of recall, while an ap-
plication where the emphasis is on immediate results may choose to
avoid false positives with higher precision.
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Detecting Fake Content with Relative Entropy Scoring’

Thomas Lavergne? and Tanguy Urvoy® and Francois Yvon*

Abstract. How to distinguish natural texts from artificially gener-
ated ones ? Fake content is commonly encountered on the Internet,
ranging from web scraping to random word salads. Most of this fake
content is generated for spam purpose. In this paper, we present two
methods to deal with this problem. The first one uses classical lan-
guage models, while the second one is a novel approach using short
range information between words.

1 INTRODUCTION

Fake content is flourishing on the Internet. The motivations to build
fake content are various, for example:

e many spam e-mails and spam blog comments are completed with
random texts to avoid being detected by conventional methods
such as hashing;

e many spam Web sites are designed to automatically generate thou-
sands of interconnected web pages on a selected topic, in order to
reach the top of search engines response lists [7];

e many fake friends generators are available to boost one’s popular-
ity in social networks [9].

The textual content of this production ranges from random
“word salads” to complete plagiarism. Plagiarism, even when it in-
cludes some alterations, is well detected by semi-duplicate signature
schemes [2, 10]. On the other hand, natural texts and sentences have
many simple statistical properties that are not matched by typical
word salads, such as the average sentence length, the type/token ra-
tio, the distribution of grammatical words, etc [1]. Based on such
attributes, it is fairly straightforward to build robust, genre indepen-
dent, classification systems that can sort salads from natural texts
with a pretty high accuracy [5, 13, 11].

Some spammers use templates, scripts, or grammar based gener-
ators like the “Dada-engine” [3] to mimic efficiently natural texts.
The main weakness of these generators is their low productivity and
their tendency to always generate the same patterns. The productivity
is low because a good generator requires a lot of rules, hence a lot of
human work, to generate semantically consistent texts. On the other
hand, a generator with too many rules will be hard to maintain and
will tend to generate incorrect patterns.

As a consequence, the “writing style” of a computer program is
often less subtle and therefore more easy to characterize than a hu-
man writer’s. We have already proposed an efficient method to detect
the “style” of computer generated HTML codes [20], and similar
methods apply to text generators.

1 Work supported by MADSPAM 2.0 ANR project.

2 Orange Labs / ENST Paris, email: name.surname @orange-ftgroup.com
3 Orange Labs, email: name.surname @orange-ftgroup.com

4 Univ Paris Sud 11 & LIMSI/CNRS, email:surname @limsi.fr

21

To keep on with this example, the “Dada-engine” is able to gen-
erate thousands of essays about postmodernism that may fool a tired
human reader. Yet, a classifier trained on stylistic features immedi-
ately detects reliable profiling behaviours like these ones:

o this generator never generates sentences of less than five words;

e it never uses more than 2500 word types (this bounded vocabulary
is a consequence of the bounded size of the grammar);

e it tends to repeatedly use phrases such as “the postcapital-
ist paradigm of”’.

To ensure, at low cost, a good quality of the generated text and
the diversity of the generated patterns, most fake contents are built
by copying and blending pieces of real texts collected from crawled
web sites or RSS-feeds: this technique is called web scraping. There
are many tools like RSSGM® or RSS2SPAM?® available to generate
fake content by web scraping. However, as long as the generated con-
tent is a patchwork of relatively large pieces of texts (sentences or
paragraphs), semi-duplicate detection techniques can accurately rec-
ognize it as fake [6, 16]

Cialis Levitra Sales Viagra Cyalis Levitra Sales Viagra Viagra Levitra

(difference viagra levitra cialis) A consumptive gill net, which wongy internal spermatic fascia was being

injected 1o come, have tromped 1o arrive the -ma influenza a virus above o Kendal from the shiftinesses. The
rifeness as an electrometallurgist wherever the insensibility like an Association of Sowtheast Asian Nations
whenever above an Indian Mutiny revitalise an unaware, half-caste unless radiation-induced intellectual aura
behind a Clovis wherewithal the saliva with the Lurie. The harangues betwixt the pencilling where about
Diraffin does offer 1o rebreathe Cull. Why isn't the post-synaptic indescribableness? Then difference viagra
levitra cialis ingrains angering. you became perusing. Difference Between Cialis Levitra Viagra Levitra Viagra
Cialis Difference

Difference Viagea Levitra Cialis buy valium online from mexico

The school day from the ray flower change magnitude to send in. The necklace tree is being
buttonholed to play cellos and the burgundian premedi in the Vi loff, or

Figure 1. A typical web page generated by a Markovian generator. This
page was hidden in www.med.univ-rennesl. fr web site
(2008-04-08).

The text generators that perform the best trade-off between patch-
works and word salads are the ones that use statistical language mod-
els to generate natural texts. A language model, trained on a large
dataset collected on the Web can indeed be used to produce com-
pletely original, yet relatively coherent texts. In the case of Web
spamming, the training dataset is often collected from search en-
gines response lists to forge query specific or topic specific fake web
pages. Figure 1 gives a nice example of this kind of fake web pages.
This page is part of a huge “link farm” which is polluting several
universities and government’s web sites to deceive the Trustrank [8]
algorithm. Here is a sample of text from this web page:

5 The “Really Simple Site Generator Modified” (RSSGM) is a good example
of a freely available web scraping tool which combines texts patchworks
and Markovian random text generators.

6 See web site rss2spam. com
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Example 1 The necklace tree is being buttonholed to play cellos and
the burgundian premeditation in the Vinogradoff, or Wonalancet am
being provincialised to connect. Were difference viagra levitra cialis
then the batsman’s dampish ridiculousnesses without Matamoras did
hear to liken, or existing and tuneful difference viagra levitra cialis
devotes them. Our firm stigmasterol with national monument if amid
the microscopic field was reboiling a concession notwithstanding
whisks.

Even if it is a complete nonsense, this text shares many statistical
properties with natural texts (except for the high frequency of stuffed
keywords like “viagra” or “cialis”). It also presents the great advan-
tage of being completely unique. The local syntactic and semantic
consistency of short word sequences in this text suggests that it was
probably generated with a second order (i.e. based on 2-gram statis-
tics) Markovian model.

The aim of this paper is to propose a robust and genre independent
technique to detect computer generated texts. Our method comple-
ments existing spam filtering systems, and shows to perform well on
text generated with statistical language models.

In Section 2, we discuss the intrinsic relation between the two
problems of plagiarism detection and fake content detection, and we
propose a game paradigm to describe the combination of these two
problems. In Section 3, we present the datasets that we have used
in our experiments. In Section 4, we evaluate the ability of standard
n-gram models to detect fake texts, and conversely, of different text
generators to fool these models. In Section 5, we introduce and eval-
uate a new approach: relative entropy scoring, whose efficiency is
boosted by the huge Google’s n-gram dataset (see Section 6).

2 ADVERSARIAL LANGUAGE MODELS
2.1 A fake text detection game

The problem of fake texts detection is well-defined as a two player
variant of the Turing game: each player is using a dataset of “hu-
man” texts and a language model. Player A (the spammer) gener-
ates fake texts and Player B (the tester) tries to detect them amongst
other texts. We may assume, especially if Player B is a search engine,
that Player A’s dataset is included into Player B’s dataset, but even
in this situation, Player B is not supposed to know which part it is.
The ability of Player B to filter generated texts among real texts will
determine the winner (See Figure 2). Each element of the game is
crucial: the relative sizes of the datasets induces the expressiveness
of the language model required to avoid overfitting, which in turn
determines the quality and quantity of text that may be produced or
detected. The length of the texts submitted to the Tester is also an
important factor.

Player B's Test model
dataset .
Player A’s ' Generation
dataset model real 7
. r--8 ] fake ?
copy ?

Reference dataset

Figure 2. Adversarial language models game rules.
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The answer to the question “Who will win this game ?” is not
trivial. Player A should generate a text “as real as possible”, but he
should not replicate too long pieces of the originals texts, by copying
them directly or by using a generator that overfits its training set.
Indeed, this kind of plagiarism may be detected by the other player. If
his dataset is too small, he will not be able to learn anything from rare
events (3-gram or more) without running the risk of being detected
as a plagiarist.

2.2 Fair Use Abuses

Wikipedia is frequently used as a source for web scraping. To illus-
trate this point, we performed an experiment to find the most typical
Wikipedia phrases.

We first sorted and counted all 2-grams, 3-grams and 4-grams ap-
pearing at last two times in a dump of the English Wikipedia. From
these n-grams, we selected the ones that do not appear in Google
1 Tera 5-grams collection [19]. If we except the unavoidable prepro-
cessing divergence errors related in Section 3.2, our computation re-
veals that respectively 26%, 29%, and 44% of Wikipedia 2-grams,3-
grams and 4-grams are out of Google collection: all these n-grams
are likely to be markers of Wikipedia content. This means that even
small pieces of text may be reliable markers of plagiarism.

The most frequent markers that we found are side effects of
Wikipedia internal system: for example “appprpriate” and “the main-
tenance tags or” are typical outputs of Smackbot, a robot used by
Wikipedia to cleanup tags’ dates. We also found many “natural”
markers like “16 species worldwide” or “historical records the vil-
lage”. When searching for “16 species worldwide” on Google search
engine, we found respectively two pages from Wikipedia, two sites
about species and two spam sites (See Figure 3). The same test with
“historical records the village” yielded two Wikipedia pages and
many “fair use” sites such as answer.comor locr.com.

Search: 16 species” search

List of birds of Namibia - Wikipedia, the free encyclopedia
There are 16 species worldwide and 1 species which oecurs in Namibia. |
There are 16 species worldwide and 2 species which occur in Namibia,

en.wikipedia.org

List of birds of Uganda - Wikipedia, the free encyclopedia
There are 16 species worldwide and 3 species which occur in Uganda. ...
There are 16 species worldwide and 2 species which occur in Uganda. .

en.wikipedia.org

Figure 3. The 6" answer of Google for the query “16 species worldwide”
is a casino web scraping page hidden in worldmassageforum.com web
site (2008-04-14)

To conclude this small experiment, even if it is “fair use” to
pick some phrases from a renowned web site like Wikipedia, a web
scraper should avoid using pieces of texts that are too rare or too
large if he wants to avoid being considered with too much attention
by anti-spam teams.

3 DATASETS AND EXPERIMENTAL
PROTOCOL

3.1 Datasets

For our experiments, we have used 3 natural texts corpora and the
Google n-grams collection:
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newsp : articles from the French newspaper “Le Monde”;
euro : English EU parliament proceedings;

wiki : Wikipedia dumps in English;

googlelT : a collection of English n-grams from Google [19].

We chose newsp and euro corpora for testing on small but homo-
geneous data and wiki to validate our experiments on more realistic
data. Sizes and n-gram counts of these corpora are summarized in
Table 1.

Table 1. Number of words and n-grams in our datasets. There is no low
frequency cut-off except for google1T_en collection, where it was set to 200
for 1-grams and 40 for others n-grams.

tokens 1gms 2gms 3gms 4gms

newsp T6M 194K 2M ™M 10M
euro 55M T6K 868K 3M 4M
wiki  1433M 2M 27TM 92M 154 M
googlelT  1024B 13M  314M  977TM  1313M

3.2 Text preprocessing

We used our own tools to extract textual content from XML and
HTML datasets. For sentence segmentation, we used a conserva-
tive script, which splits text at every sentence final punctuation mark,
with the help of a list of known abbreviations. For tokenization, we
used the Penn-TreeBank tokenization script, modified here to fit more
precisely the tokenization used for googlelT_en n-grams collection.

3.3 Experimental Protocol

Each corpus was evenly split into three parts as displayed in Figure 2:
one for training the detector, one for training the generator and the
last one as a natural reference. Because we focus more on text gen-
eration than on text plagiarism, we chose to separate the training set
of the detector and the training set of the generator. All the numbers
reported above are based on 3 different replications of this splitting
procedure.

In order to evaluate our detection algorithms, we test them on dif-
ferent types of text generators:

e pw5 and pwl0: patchworks of sequences of 5 or 10 words;

o ws10, ws25 and ws50: natural text stuffed with 10%, 25% or 50%
of common spam keywords;

e /m2, Im3 and Im4: Markovian texts, produced using the SRILM
toolkit [18] generation tool, using 2, 3 and 4-gram language mod-
els.

Each of these generated texts as well as natural texts used as refer-
ence are split in sets of texts of 2K, 5K and 10K words, in order to
assess the detection accuracy over different text sizes. A small and
randomly chosen set of test texts is kept for tuning the classification
threshold. The remaining lot are used for evaluation; the performance
are evaluated using the F' measure, which averages the system’s re-
call and precision.

We also test our algorithms against a “real” fake content set of
texts crawled on the Web from the “viagra” link-farm of Figure 1.
This spam dataset represent 766K words.
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4 STANDARD N-GRAM MODELS
4.1 Perplexity-based filtering

Markovian n-gram language models are widely used for natural
language processing tasks such as machine translation and speech
recognition but also for information retrieval tasks [12].

These models represent sequences of words under the hypothesis
of a restricted order Markovian dependency, typically between 2 and
6. For instance, with a 3-gram model, the probability of a sequence
of k > 2 words is given by:

M

p(wi ... wk) = p(wi)p(wa|wi) - - pwi|wk—2wr—1)

A language model is entirely defined by the conditional probabilities
p(w | h), where h denotes the n — 1 words long history of w. To
ensure that all terms p(w | k) are non-null, even for unknown h or
w, the model probabilities are smoothed (see [4] for a survey). In all
our experiments, we resorted to the simple Katz backoff smoothing
scheme. A conventional way to estimate how well a language model
p predicts a text 7' = wy ... wy is to compute its perplexity over T':

N
- 21 logap(w;|h;)
=

PP(p,T) =2"TP) =2 )

Our baseline filtering system uses conventional n-gram models
(withn = 3 and n = 4) to detect fake content, based on the assump-
tion texts having a high perplexity w.r.t. a given language model are
more likely to be forged than text with a low perplexity. Perplexi-
ties are computed with the SRILM Toolkit [18] and the detection is
performed by thresholding these perplexities, where the threshold is
tuned on some development data.

4.2 Experimental results

Table 2 summarizes the performance of the our classifier for different
corpora and different text lengths.

Table 2. F-measure of fake content detector based on perplexity
calculation using 3 and 4 order n-gram models against corpora of fake texts
described in Section 3.3

3-gram model 4-gram model

newsp euro wiki newsp euro  wiki

pw5 2k 0.70 076 026  0.70 0.78 0.28
5k 0.90 0.89 039 0.90 085 0.37
pwl0 2k 031 050 021 030 0.51 0.17
5k 043 0.65 030 042 0.67 0.29

wsl0 2k 0.85 094 044 081 0.95 051
5k 097 097 0.71  0.96 095 0.73

ws25 2k 1.00 099 0.79 1.00 0.99  0.99
5k 097 1.00 080 0.98 1.00 098

ws50 2k 1.00 1.00 090 1.00 1.00 1.00
5k 1.00 1.00 091 1.00 1.00 1.00

Im2 2k 0.95 088 0.83  0.95 0.87  0.97
5k 0.96 092 090 0.94 096 0.97

Im3 2k 0.39 025 020 045 027 0.29
5k 0.56 025 021 0.60 030 0.38

Im4 2k 0.46 025 028 048 0.28 041
5k 0.60 025 021 0.66 0.29 044

spam 2k 1.00 1.00

A first remark is that detection performance is steadily increasing
with the length of the evaluated texts; likewise, larger corpora are
globally helping the detector.
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We note that patchwork generators of order 10 are hard to detect
with our n-gram models: only low order generators on homogeneous
corpora are detected. Nevertheless, as explained in Section 2.2, even
5-word patchworks can be accurately detected using plagiarism de-
tection techniques.

In comparison, our baseline system accurately detects fake con-
tents generated by word stuffing, even with moderate stuffing rate. It
also performs well with fake contents generated using second order
Markovian generators. 3-gram models are able to generate many nat-
ural words patterns, and are very poorly detected, even by “stronger”
4-gram models.

The last line of Table 2 displays detection results against “real”
fake contents from the link farm of Figure 1. We used models trained
and tuned on the Wikipedia corpus. Detection is 100% correct for
this approximately 10% stuffed second order Markovian text.

5 A FAKE CONTENT DETECTOR BASED ON
RELATIVE ENTROPY

5.1 Useful n-grams

The effectiveness of n-gram language models as fake content detec-
tors is a consequence of their ability to capture short-range semantic
and syntactic relations between words: fake contents generated by
word stuffing or second order models fail to respect these relations.

In order to be effective against 3-gram or higher order Marko-
vian generators, this detection technique requires to train a strictly
higher order model, whose reliable estimation requires larger vol-
umes of data. In fact, a side effect of smoothing is that the probability
of unknown n-grams is computed through “backing off” to simpler
models. Furthermore, in natural texts, many relations between words
are short range enough to be captured by 3-gram models: even if a
model is built with a huge amount of high order n-grams to mini-
mize the use of back off, most of these n-grams will be well pre-
dicted by lower order models. The few mistakes of the generator will
be flooded by an overwhelming number of natural sequences.

In natural language processing, high order language models gen-
erally yield improved performance, but these models require huge
training corpus and lots of computer power and memory. To make
these models tractable, pruning needs to be carried out to reduce the
model size. As explained above, the information conveyed by most
high order n-grams is low: these redundant n-grams can be removed
from the model without hurting the performance, as long as adequate
smoothing techniques are used.

Language model pruning can be performed using conditional
probability estimates [14] or relative entropy between n-gram distri-
butions [17]. Instead of removing n-grams from a large model, it is
also possible to start with a small model and then insert those higher
order n-grams which improve performance until a maximum size is
reached [15]. Our entropy-based detector uses a similar strategy to
score n-grams according to the semantic relation between their first
and last words. This is done by finding useful n-grams, ie. n-grams
that can help detect fake content.

Useful n-grams are the ones with a strong dependency between
the first and the last word (see Figure 4). As we will show, focusing
on these n-grams allows us to significantly improve detection per-
formance. Our method gives a high penalty to n-grams like “bed and
the” while rewarding n-grams such as “bed and breakfast”.

Let {p(-|h)} define a n-gram language model. We denote i’ the
truncated history, that is the suffix of length n — 2 of h. For each
history h, we can compute the Kullback-Leibler (KL) divergence be-
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the
? —=and < it

that

ladies —= and —» gentlemen

bed —= and —» breakfast

Figure 4. Examples of useful n-grams. “and” has many possible
successors, “the” being the most likely; in comparison, “ladies and” has few
plausible continuations, the most probable being “gentlemen”; likewise for

“bed and”, which is almost always followed by “breakfast”. Finding “bed
and the” in a text is thus a strong indicator of forgery.

tween the conditional distributions p(-|k) and p(:|h") ([12]):

p(wlh)

3
pwlry

KL(p(-[)|lp(-|1") =D p(w|h)log

The KL divergence reflects the information lost in the simpler model
when the first word in the history is dropped. It is always non-
negative and it is null if the first word in the history conveys no infor-
mation about any successor word i.e. if w: Yw, p(w|h) = p(w|h’).
In our context, the interesting histories are the ones with high KL
scores.

To score n-grams according to the dependency between their first
and last words, we use the pointwise KL divergence, which measures
the individual contribution of each word to the total KL divergence:

p(wlh)
p(w[h’)

PKL(h,w) = p(w|h)log 4)
For a given n-gram, a high PKL signals that the probability of the
word w is highly dependent from the n — 1 preceding word. To detect
fake contents, ie. contents that fail to respect these “long-distance”
relationships between words, we penalize n-grams with low PKL
when there exists n-grams sharing the same history with higher PKL.
The penalty score assigned to an n-gram (h, w) is:

S(h,w) = max PKL(h,v) — PKL(h,w) Q)
This score represents a progressive penalty for not respecting the
strongest relationship between the first word of the history h and a
possible successor’: argmax PK L(h,v) .

The total score S(T") of a text T' is computed by averaging the
scores of all its n-grams with known histories.

5.2 Experimentation

We replicated the experiments reported in section 4, using PKL
models to classify natural and fake texts. The table 3 summarizes
our main findings. These results show a clear improvement for the
detection of fake content generated with Markovian generators using
a smaller order than the one used by the detector. Models whose or-
der is equal or higher tend to respect the relationships that our model
tests and cannot be properly detected.

The drop of quality in detection of texts generated using word
stuffing can be explained by the lack of smoothing in the probability
estimates of our detector. In order to be efficient, our filtering system
needs to find a sufficient number of known histories; yet, in these
texts, a lot of n-grams contain stuffed words, and are thus unknown
by the detector. This problem can be fixed using bigger models or
larger n-gram lists. The drop in quality for patchwork detection has

7 This word is not necessary the same as argmax P(v|h)
v
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a similar explanation, and call for similar fixes. In these texts, most n-
grams are natural by construction. The only “implausible” n-grams
are the ones that span over two of the original word sequences, and
these are also often unknown to the system.

Table 3. F-measure of fake content detector based on relative entropy
scoring using 3 and 4 order n-gram models against our corpora of natural
and fake content.

3-gram model 4-gram model

newsp euro wiki newsp euro  wiki

pw5 2k 047 082 081 025 042 044
Sk 0.68 093 091 035 0.57  0.59

pwl0 2k 0.28 048 047 0.16 0.27 031
S5k 0.36 064 062 0.18 0.27 0.32

wsl0 2k 0.18 027 021 0.09 021 0.23
5k 0.16 043 045 0.20 025 031

ws25 2k 0.50 0.67 0.66 0.30 029 033
S5k 0.67 087 081 0.28 043 045

ws50 2k 0.82 090 092 040 0.45 0.51
Sk 0.94 098 096 0.64 0.63  0.69

Im2 2k 0.99 099 099 0.72 0.78  0.82
S5k 0.98 099 099 0.82 096 0.97

Im3 2k 0.26 035 029 085 0.88 0.87
5k 0.35 035 039 0.87 0.87  0.92

Im4 2k 0.32 035 034 0.9 0.58 0.58
5k 0.35 033 034 077 0.79  0.80

6 TRAINING WITH GOOGLE’S N-GRAMS

The previous experiments have shown that bigger corpus are re-
quired in order to efficiently detect fake-contents. To validate our
techniques, we have thus built a genre independent detector by using
Google’s n-grams corpus. This model is more generic and can be
used do detect fake contents in any corpus of English texts.

Using the same datasets as before, the use of this model yielded
the results summarized in Table 4. As one can see, improving the
coverage of rare histories payed its toll, as it allows an efficient de-
tection of almost all generators, even for the smaller texts. The only
generators that pass the test are the higher order Markovian genera-
tors.

Table 4. F-measure of fake content detector based on relative entropy
scoring using 3-gram and 4-gram models learn on Google n-grams against
our corpora of natural and fake content.

3-gram model ~ 4-gram model

euro  wiki euro  wiki
pw5 2k 092 097 042 0.77
pwl0 2k 092 0.81 0.67 0.81
wsl0 2k 090 0.79 0.90 0.92
ws25 2k 091 0.97 0.72  0.96
ws50 2k 095 0.97 0.42  0.89
Im2 2k 096 0.96 0.96 0.98
Im3 2k 0.68 0.32 0.88 0.98
Im4 2k 0.77  0.62 0.77 0.62

7 CONCLUSION

Even if advanced generation techniques are already used by some
spammers, most of the fake contents we found on the Internet were
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word salads or patchworks of search engines response lists. Most of
the texts we found are easily detected by standard 2-grams models,
this justifies our use of “artificial” artificial texts.

We presented two approaches to fake content detection. A lan-
guage model approach, which gives fairly good results, and a novel
technique, using relative entropy scoring, which yielded improved re-
sults against advanced generators such as Markovian text generators.
We showed that it is possible to efficiently detect generated texts that
are natural enough to be undetectable with standard stylistic tests,
yet sufficiently different each others to be uncatchable with plagia-
rism detection schemes. These methods have been validated using a
domain independent model based on Google’s n-grams, yielding a
very efficient fake content detector.

We believe that robust spam detection systems should combine a
variety of techniques to effectively combat the variety of fake content
generation systems: the techniques presented in this paper seem to
bridge a gap between plagiarism detection schemes, and stylistics
detection systems. As such, they might become part of standard anti-
spam toolKkits.

Our future works will include tests with higher order models build
with Google’s n-grams and detection tests against other generators
such as texts produced by automatic translators or summarizers.
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