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Abstract
The workload in the healthcare sector is increasing, due to amongst other reasons the aging population.
AI could be of help in this, by adding information from data to the knowledge and experience of
healthcare professionals in decision-making processes. However, an AI algorithm without a user-
centered explanation will not be able to be used in critical situations as the health professional needs
to stay in control. This research focuses on creating user-centered guidelines for XAI representations
in the selected domains, home (elderly) care and physiotherapy, using the Design Thinking method to
include the users during the whole process.
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1. Context and motivation

Imagine a scenario where artificial intelligence (AI) lightens the workload on nurses and phys-
iotherapists by combining data from (other) patients with their own knowledge and experience
while keeping the health professional in control by explaining the reasoning behind the deci-
sions of the AI, using Explainable AI (XAI). The workload in the healthcare sector is increasing,
due to amongst other reasons the aging population. AI could be of help in this, by supporting
the knowledge and experience of healthcare professionals in the decision-making processes
with insights from data of e.g. other patients as this will eliminate the need of extensive dossier
reading. However, the health professional needs to stay in control, making it insuperable to
explain the AI algorithm in a way the professional understands. This research focuses on
creating user-centered guidelines for XAI representations in the selected domains of home
(elderly) care and physiotherapy, using the Design Thinking method to include the users during
the whole process of creating the user-centered guidelines.

2. Key related work

Addressing personnel shortages is critical in the healthcare sector [1] . In this research, the
decision was made to focus on two different healthcare domains to investigate the generic
and domain-specific effects of XAI. The two selected domains are the home (eldery) care and
physiotherapist domain.
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Figure 1: An example of a part of a decision tree supporting in the diagnosis of a painful ankle

Home care, suffering from an aging population [2], requires innovative solutions to meet the
increasing demands to enhance efficiency and enabling individuals to live home for longer.

The domain of physiotherapy also suffers from an aging population and additionally the
increase in chronically ill people [3]. Moreover, unfavorable employment conditions result in
decreasing number of physiotherapists.

Using AI to extract information from data can be used to reduce the workload of health
professionals. For instance, utilizing data from patient records eliminates the need for extensive
dossier reading in home care. Besides, using patient-generated data [4], subsequently analyzed
by physiotherapists, allows for less frequent in-person visits. Although this leads to less in-
person contact, the time during visits can be spend more on personal contact as the data is
already generated at home, increasing the effectiveness of the visits.

However, reliance on data-driven decisions in healthcare raises concerns. It is crucial to
ensure healthcare professionals maintain control and responsibility, and the risks of AI system
errors leading to patient harm is minimized [5]. Explainable AI (XAI) emerges as a solution,
providing transparency in the decision-making process.

Various techniques, such as decision trees (Figure 1), have been proposed for explaining AI
models. As model accuracy increases, the complexity of explainability also rises, presenting
challenges in determining suitable representations [6] (Figure 2). To optimize XAI’s utility,
visualizations must align with the user’s needs and knowledge.

The danger of over-reliance or neglecting explanations necessitates careful consideration
of presentation formats. Designing effective XAI representations requires a user-centered
approach to ensure healthcare professionals comprehend and utilize AI optimally. While prior
research has explored XAI representations based on designers’ experiences [8, 9], limited
insight exists using direct user communication. The proposed research aims to extend the
understanding of AI explanations. By adopting a user-centered approach, the research strives
to create comprehensive guidelines for XAI representations applicable to the selected domains.
This user-centric perspective ensures that the explanations generated align with the practical



Figure 2: The relation between learning techniques and explainability [7]

needs and understanding of healthcare professionals, fostering responsible and informed use of
AI in these critical domains.

3. Specific research questions, hypothesis and objectives

3.1. Objectives

This research focuses on creating guidelines for XAI representations based on user research to
offer researchers and designers the tools to create XAI representations that fit the healthcare
professionals in the selected domains. This will result in the possibility to use AI in these
domains to support the health professional in a safe manner. By answering the research – and
sub-questions below this goal will be met.

3.2. Research questions

RQ: How can XAI optimize the decision-making process of healthcare professionals in the
selected domains?
SQ1: What XAI representation and design practices are used nowadays in the selected domains?
SQ2: What are the needs and wishes of the users to make the XAI representation guidelines fit
their world of experience?
SQ3: What general and domain specific guidelines should XAI representations adhere to?

3.3. Hypothesis

The hypothesis is that XAI representations that follow the created user-centered guidelines will
improve the acceptance of AI in the selected domains, which can eventually lower the workload
of the healthcare professionals.

4. Research approach, methods, and rationale for testing the
research hypothesis

The research will be performed in a design driven way, meaning that prototypes are created,
tested, and improved based on the feedback by users. The methodology used in this research is



Figure 3: The Design Thinking method [11, 10]

the Design Thinking method as the goal is to maximize the usability of the XAI representations.
This method shown in Figure 3, is an iterative process in which users are involved throughout the
entire design process [10]. The first step is to empathize with the users and other stakeholders;
who are they? How do they work nowadays? This step will also be used to empathize with the
topic. The second step is to analyze the information received during the empathize phase. These
first two steps focus on understanding the users and the problem. The next three steps focus
on creating a solution based on these insights.The third step is to generate ideas which lead to
prototypes to be tested and validated in the fourth and fifth step of this process. These prototypes
are based on guidelines which are extracted from literature and user research. The sixth step,
implementation, focuses on incorporating the final prototypes in the processes of the healthcare
professionals to understand if using these prototypes adds value to the decision-making process
of the professional and thereby reduce the workload.

The sections below explain in more detail how the steps will be undertaken.

4.1. Empathize and Define; understanding the problem

4.1.1. Step 1: systematic literature review XAI

The first step in this research is a systematic literature review [12] answering the question
What XAI representations are used to communicate to the users of the algorithm?. A systematic
literature review is the right method for this as it will give insight into what has already been
done and how, to be able to build the proposed research on top of it and to relate it to existing
knowledge.

The questions to be answered during this systematic literature review are as follows:

• What XAI representations are used nowadays?
• What XAI representations explicitly are not used nowadays and why?
• What are the existing XAI representation design practices?
• What are the pitfalls in creating XAI representations?

The answers to these questions will result in a broad understanding of how XAI is used until
now and what general rules to consider when designing the representations during the pro-
posed research. If the results are not specific enough to be used in the selected domains, a



systematic literature review focusing on the home (elderly) care and physiotherapy domain will
be performed.

4.1.2. Step 2: Performing user research

During user research, research will be performed to understand the main challenge and to
understand the visualizations used by the users. A part of this is understanding the needs and
world of experience of the user regarding XAI and the capacity to understand data representa-
tions (SQ2). This knowledge is the basis of the guideline creation process to guarantee the XAI
representations fits the user’s needs.

The questions answered are as follows:

• What visualizations are used nowadays by the users?
• What is the opinion of the users about these visualizations?

Semi-structured interviews with health professionals will be held to answer these questions.
This method is chosen as it leaves room for follow up questions to dive deeper and really
understand how the participants think. This will lead to the goal of understanding which
visualizations fit the participants best.

Participants As there is not a golden number how many interviews are needed as it depends
e.g. on the diversity in the population, a good approach is to start small and add more interviews
if necessary if saturation is not reached [13].

The participants in this research will be health professionals from the home (elderly) care
domain as well as the physiotherapist domain using AI or having the possibility to use AI. Age
will be used as a selection criterion as it is important that the chosen visualizations fit all health
professionals from the selected domains. However, as it is expected that the participants from
the same domain will use the same visualizations, the expectation is that 10 interviews spread
over the different age groups is sufficient. If saturation is not reached, additional interviews
will be held.

Preparation The participants will be asked to draw (or take pictures if possible, according
to privacy regulations) over a period of one week the visualizations they encounter in their
jobs. These visualizations will be collected and analyzed to remove doubles and to check if they
adhere to the privacy regulations. Additionally, visualizations from relevant previous project of
the research group the researcher is working for will be added to the collection. These steps
will lead to a collection of visualizations from the selected domains which will be used during
the interviews.

Interviews The collected visualizations will be discussed by asking questions about how they
interpret the visualization, if they think the visualization is intuitive and what they think about
the visualization. Follow up questions will be asked to understand better how the participants
think and feel about the different kinds of visualizations.

Analysis The answers of the participants will be analyzed to create a complete overview of
which visualizations fit them well and which don’t together with the reasoning behind it. This
information, combined with the information from the literature review will be used as input for
guidelines to which the XAI visualizations should adhere to. These guidelines will be used to
create the prototypes in the next steps explained below.



4.2. Step 3, 4, and 5: Ideate, prototype, test; creation and testing of guidelines
(SQ3,4)

The next steps of this research is to create and validate guidelines for XAI based on the outcomes
of the literature review and user research. Guidelines will be extracted and prototypes adhering
to these guidelines will be created.The guidelines will be tested by performing at least 5 [14]
thinking aloud usability tests [15]) in which representative users will be asked to join. Prototypes
which adhere to these guidelines will be used during the tests. An interview afterwards in
which highlights from this test will be discussed will give supplementary information about the
quality of the representation. In case general guidelines could be created based on the outcomes
of the user research, professionals from different health professions will be asked to test the
guidelines as well. This will provide insights into whether the general guidelines can be used in
other health professions as envisioned.

4.3. Step 6: Implement; incorporate the prototypes into the processes (RQ)

The prototypes adhering to the final guidelines will be included in the processes followed by
the healthcare professionals from the selected domains to understand if and how it adds value
and as a result reduce the workload. To measure the change in perceived workload, 10 - 20
participants [16] will be asked to fill in the NASA TLX [17] before and after using the prototype
for a specific task and an interview will be held afterwards to discuss this. These results will be
analyzed and the guidelines/prototypes will be improved, what could result in going back to
different steps of the Design Thinking method.

4.4. Deliverables

The main result of this research will be a guidelines handbook stating the guidelines to design
user-centered XAI representations. Besides, articles will be published contributing to knowledge
and software prototypes will be created which will be used and improved during the ideate,
prototype and validation phase.

5. Results and contributions to date

I started this PhD in January 2024. My first step is performing a systematic literature review
to understand which XAI representations are used nowadays to communicate to users, for
which I’m finishing up the protocol. This systematic literature review will result in the first
contribution of this research.

6. Next steps and contribution to knowledge

6.1. Next steps

The next step is to finish and publish the named systematic literature review. If it seems
necessary when the results of the current study are in, a literature review focusing on the
selected healthcare domains will be the next step. Interviews with healthcare professionals



from these domains will follow after this. The information from the literature studies combined
with the information from the interviews will result into prototypes which will be tested with
the health professionals and improved based on these outcomes.

6.2. Contribution to knowledge

AI is used more and more nowadays, while the interpretability of AI can be lacking in critical
situations, especially when people’s health is concerned. There is not much known about how to
adopt AI so that it incorporates principles of explainability to its users. Especially user-centered
research into this domain needs attention. This research contributes by investigating in a
user centered way what the guidelines are for explainable AI representations in the home
care and physiotherapist domain, resulting in a standard way of designing explainable AI
representations in these domains. This will help other researchers and developers to understand
what their explainable AI representations should adhere to, guaranteeing these are interpretable
by professionals in these domains.

Additionally, the methods in combination with the learnings from the different steps in this
research can be used in follow-up research as well. User-centered research is crucial in countless
research areas, making it possible to use the learnings from this research in many other research
projects. The researcher of the proposed project could assist in writing research proposals and
during the research itself. Also, the method and learnings as described in publications following
from the proposed research can be used by researchers all over the world.

Moreover, the way AI can be used in the selected healthcare domains can be researched
differently by using the assumption that the way of communicating is correct. This can elucidate
other aspects of why AI models are used or not and how to improve this. This will result in the
possibility of using AI in other processes than included in the proposed research as well.

Next to the healthcare domain, other critical domains such as the finance or legal domain,
will benefit from using XAI in their processes. The method used in this research together
with the learnings and results could be used as a starting point for research into user centered
Explainable AI in these domains.
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