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Preface�(Decisions@RecSys’11)��
Interacting�with�a�recommender�system�means�to�take�different�decisions�such�as�selecting�a�
song/movie� from� a� recommendation� list,� selecting� specific� feature� values� (e.g.,� camera’s�
size,� zoom)� as� criteria,� selecting� feedback� features� to� be� critiqued� in� a� critiquing� based�
recommendation� session,� or� selecting� a� repair� proposal� for� inconsistent� user� preferences�
when� interacting�with�a�knowledgeͲbased�recommender.� In�all�these�scenarios,�users�have�
to� solve� a� decision� task.� The� major� focus� of� this� workshop� (Decisions@RecSys’11)� are�
approaches�for�efficient�human�decision�making�in�different�recommendation�scenarios.�

The�complexity�of�decision�tasks,� limited�cognitive�resources�of�users,�and�the�tendency�to�
keep� the�overall�decision�effort� as� low� as�possible� leads� to� the�phenomenon�of�bounded�
rationality,�i.e.,�users�are�exploiting�decision�heuristics�rather�than�trying�to�take�an�optimal�
decision.�Furthermore,�preferences�of�users�will�likely�change�throughout�a�recommendation�
session,�i.e.,�preferences�are�constructed�in�a�specific�decision�environment�and�users�do�not�
know�their�preferences�beforehand.�

Decision� making� under� bounded� rationality� is� a� door� opener� for� different� types� of�
nonͲconscious� influences� on� the� decision� behavior� of� a� user.� Theories� from� decision�
psychology� and� cognitive� psychology� are� trying� to� explain� these� influences,� for� example,�
decoy� effects� and� defaults� can� trigger� significant� shifts� in� item� selection� probabilities;� in�
group�decision�scenarios,�the�visibility�of�the�preferences�of�other�group�members�can�have�
a�significant�impact�on�the�final�group�decision.�

The�major�goal�of�this�workshop�is�(was)�to�establish�a�platform�for�industry�and�academia�to�
present� and� discuss� new� ideas� and� research� results� that� are� related� to� human� decision�
making�in�recommender�systems.�The�workshop�consists�(consisted)�of�technical�sessions�in�
which� results� of� ongoing� research� are� (were)� presented,� informal� group� discussions� on�
focused�topics,�and�a�keynote�talk�given�by�Anthony�Jameson�from�DFKI,�Germany.�

The�topics�of�papers�submitted�to�the�workshop�can�be�summarized�as�follows:�

x Decision� heuristics:� the� role� of� decision� heuristics/phenomena� (e.g.,� decoys� and�
anchoring)�in�the�construction�of�recommender�applications.�

x Recommender�user� interfaces:� impact�of� recommender� interfaces�on�human�decisionͲ
making�behavior.�

x Group� decision� making:� group� recommendation� algorithms� and� group� decision�
strategies.�

x EmotionͲbased�recommendation:�emotion�detection�and�emotionͲaware�recommender�
applications.�

x New�application�domains:�smart�homes�and�intelligent�data�management.�

The�workshop�material�(list�of�accepted�papers,�invited�talk,�and�the�workshop�schedule)�can�
be�found�at�the�Decisions@RecSys�2011�workshop�webpage:�recex.ist.tugraz.at/RecSysWorkshop.�

Alexander�Felfernig,�Li�Chen,�and�Monika�Mandl�
October�2011�
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Preface�(UCERSTI�2)��
Research�on�”HumanͲRecommender� Interaction”� is�scarce.�Algorithm�optimization�and�offͲ
line� testing�using�measures� like�RMSE� are�dominant� topics� in� the�RecSys� community,�but�
theorizing�about�consumer�decision�processes�and�measuring�user�satisfaction�in�online�tests�
is� less� common.� Researchers� in�Marketing� and� DecisionͲMaking� have� been� investigating�
consumer�choice�processes� in�great�detail,�but�only�sparingly�put� this�knowledge� to�use� in�
technological�applications.�HumanͲComputer� Interaction�has�been�focusing�on�the�usability�
of� interfaces� for� ages,� but� does� not� seem� to� link� research� on� consumer� choice� and�
recommender�system�interfaces.�

During�RecSys�2010,�we�organized� the� first�UCERSTI�workshop� to�bridge� these� gaps.� Two�
keynote�speeches,�7�accepted�papers�and�a�lively�panel�discussion�introduced�the�visitors�of�
RecSys�2010� to� the� field�of�HumanͲRecommender� Interaction.�By�means�of�UCERSTI�2�we�
hope� to� further� strengthen� the� bonds� between� these� researchers,� to� exchange� new�
experiences,� and� meet� other� new� researchers� working� on� userͲcentric� research� in�
Recommender�Systems.  

The�papers�cover�the�following�topics:�

x Preference�elicitation�methods�and�Decision�Making�research�
x Applications�of�psychological�theory�and�models�in�Recommender�systems�
x UserͲadaptive�recommender�interfaces��
x Quantitative�evaluation�of�recommender�systems�such�as�controlled�experiments�and�

field�trials�
x UserͲrecommender�interaction�measurement�techniques�such�as�questionnaires�and�

process�data�analysis�
x User�acceptance�of�recommender�systems�

�

UCERSTI� 2� also� includes� a� panel� discussion,� introduced� by� Joseph� A.� Konstan� and� Bart�
Knijnenburg,�on�"Recommender�system�evaluation:�creating�a�unified,�cumulative�science”.�

Panel�description:��

The�evaluation�of�recommender�systems�is�typified�by�a�proliferation�of�claims,�metrics�and�
procedures.� A� review� of� research� papers� in� Recommender� Systems� shows� a� number� of�
typical�claims:�

x This�is�an�innovative�way�of�recommending�
x This�algorithm�is�more�accurate�than�others�
x This�algorithm�is�faster�for�large�data�sets�than�others�
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x This� algorithm� is� better� than� others� along� a� particular� dimension� (e.g.,� diversity,�
novelty)�

x This�way�of�eliciting�ratings�leads�to�greater�accuracy�of�recommendations�
x This�recommender�system�(algorithm,�interface,�etc.)�is�preferred�by�users�
x This�recommender�system�(algorithm,�interface,�etc.)�leads�to�greater�longͲterm�user�

retention�than�other�systems�
�

For� each� of� these� claims� recommender� systems� researchers� and� practitioners� have�
developed�several�distinct�metrics�to�evaluate�them,�as�well�as�a�diverse�set�of�procedures�to�
conduct�the�evaluation.�This�apparent�heterogeneity�stands�in�the�way�of�scientific�progress.�
Researchers� face� the� impossible� challenge� of� selecting� a� subset� of�
claims/metrics/procedures�that�allows�for�comparability�of�their�work�with�previous�studies.�
To�create�a�rigorous,�cumulative�science�of�recommender�systems,�we�need�to�take�a�step�
back�and�reflect�on�our�current�practices.�

This�reflection� is�partly�philosophical:�Which�of�the�possible� investigative�claims�are�worthy�
of� our� consideration?� The� answer� to� this� question� depends� on� the� purpose� or� goal�we�
ascribe� to� a� recommender� system,�whom�we� feel� should� benefit� from� it,� and�where�we�
believe�the�field�of�recommender�systems�blends�into�other�fields.�In�other�words,�we�need�
to�decide�on�what�a�”good�recommender�system”�really�is.�

It� is�also�partly�practical:�As�scientists,�we�need� to�understand�best�practices� for�providing�
the�evidence�to�back�up�these�claims,�and�for�providing�such�evidence� in�a�way�that�allows�
our�field�to�move�forward.�Some�claims�(e.g.,�novelty)�can�simply�be�supported�by�a�review�
of� related�work.�Others� (e.g.,� user� satisfaction)� require� careful� experimental� designs� that�
isolate�and�make�salient�as�much�as�possible�the�factor�being�studied�so�that�differences�in�
results�can�be�attributed� to� that� factor.�Still�others� (e.g.,�algorithmic�performance)� require�
standardization� of� metrics� and� evaluation� procedures� to� ensure� applesͲtoͲapples�
comparisons�against�the�best�prior�work.�

This�panel�will�address�the�general�challenge�of�building�a�rigorous,�cumulative�science�out�of�
recommender� systems�with� a� specific� focus� on� experiment� design� and� standardization� in�
support�of�better�userͲcentered�evaluation.�

More�information�on�UCERSTI2�at:�http://ucersti.ieis.tue.nl/�

�

Martijn�Willemsen,�Dirk�Bollen�and�Michael�Ekstrand�

October�2011
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ABSTRACT
Users of E-Sales platforms typically face the problem of
choosing the most suitable product or service from large
and potentially complex assortments. Whereas the problem
of finding and presenting suitable items fulfilling the user’s
requirements can be tackled by providing additional support
in the form of recommender- and configuration systems, the
control of psychological side e↵ects resulting from irrational-
ities of human decision making has been widely ignored so
far. Decoy e↵ects are one family of biases which have been
shown to be relevant in this context. The asymmetric dom-
inance e↵ect and the compromise e↵ect have been shown to
be among the most stable decoy e↵ects and therefore also
carry big potential for biasing online decision taking. This
paper presents two user studies investigating the impacts
of the asymmetric dominance and compromise e↵ect in the
financial services domain. While the first study uses synthe-
sized items for triggering a decoy e↵ect, the second study
uses real products found on konsument.at, which is an Aus-
trian consumer advisory site. Whereas the results of the first
study prove the potential influence of decoy e↵ects on online
decision making in the financial services domain, the results
of the second study provide clear evidence of the practical
relevance for real online decision support- and E-sales sys-
tems.

Categories and Subject Descriptors
H.5.2 [INFORMATION INTERFACES AND PRE-
SENTATION]: User Interfaces—Graphical user interfaces

(GUI)

General Terms
Human Factors, Experimentation, Theory

Keywords
Decision Phenomena, Decoy E↵ects, Consumer Decision Mak-
ing, E-Sales Platforms.

�
�
�
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1. INTRODUCTION
It is often hard for customers of E-sales platforms to find

suitable products or services (denoted as items for the re-
mainder of this paper) which match their requirements. This
challenge is triggered by the size and complexity of the un-
derlying item assortment. Recommender applications facil-
itate the item identification process by proactively support-
ing the customer/user in di↵erent types of decision scenarios
[7]. These systems have been a very active research field for
many years which resulted in di↵erent solutions for many
item domains [10][13][15][19]. What has been widely ignored
by the E-sales and recommender community is that once sets
of items are presented on some sort of result page, decision
phenomena occur which can have significant impacts on cus-
tomer decision making [30].

One family of e↵ects which have been shown to be rele-
vant in this context are decoy e↵ects [30]. The decoy e↵ect
induces an increased attraction of target items with respect
to competitor items due to the existence of so-called decoy
items. In other words, the target items are those which
(should) profit more from the existence of the decoys than
the competitors. Two prominent types of decoy e↵ects are
the asymmetric dominance e↵ect (ADE) [11] and the com-

promise e↵ect (CE) [31]. These two decoy e↵ects di↵er in
terms of the relative positions (described by the correspond-
ing attribute dimensions – in our example: optical zoom and
resolution) of the decoy items in the item landscape (see
Figure 1). Compared to the target item, an asymmetrically
dominated decoy item (see {d1, d2, d3} in Figure 1) is worse
in every dimension (d1) or worse in at least one dimension
and equal in the other dimensions (d2 and d3). Compared
to the competitor, the asymmetrically dominated decoy item
is - though worse in some dimensions - also better in some
dimensions. In other words, there are dimensions where the
decoy item defeats the competitor, but the decoy defeats the
target in none of the given dimensions.

Table 1 shows a simplified example of the ADE (d1) with
two attribute dimensions and two items in the domain of
digital cameras: The target item is better than the com-
petitor in the dimension resolution (8 mpix) whereas the
competitor is better in the dimension optical zoom (6x). In
theory, the addition of an asymmetrically dominated decoy
the attractiveness of the target increases.

The asymmetry induced by the decoy is most easily shown
by the corresponding domination graph which outlines the
superiority/inferiority relations between all items in every
dimension. Figure 2 is showing the corresponding domina-
tion graphs for the example in Table 1.

1



Figure 1: Asymmetrically dominated decoy items
(area ADE) and decoy items triggering a compro-
mise e↵ect (area CE) for the benefit of the target.

Competitor Target Decoy

Resolution 8 mpix 5 mpix 6 mpix
Optical Zoom 3x 6x 2x

Table 1: Example of the ADE in the domain of dig-
ital cameras. The additional presentation of the de-
coy shifts the attraction towards the target.

Figure 2: Domination graph: Without decoy (a) the
target as well as the competitor dominate each other
in one dimension. After inclusion of the decoy (b)
the equality seems to change as the target dominates
the decoy in both dimensions whereas the competi-
tor dominates the decoy in only one dimension and
is even dominated by the decoy in one dimension
(blue/spotted arrow).

Competitor Target Decoy

Resolution 10 mpix 7 mpix 3 mpix
Optical Zoom 3x 6x 7x

Table 2: Example of the CE in the domain of digital
camera. The additional presentation of the decoy
makes the target a good compromise.

In a set without decoy (a), the target and the competi-
tor items are dominating each other in the same number of
attributes (i.e. in our case in on attribute dimension each).
Due to the inclusion of a decoy item the situation changes
(b). Now the target dominates the rest of the set more than
the competitor (i.e. three arrows vs. two arrows). As a
direct consequence of asymmetrical dominance, d1, d2, and
d3 are inferior items such that the overall utility calculated
with some objective utility function (e.g. multi attribute
utility theory [32]) is lower compared to the target.

Another important decoy e↵ect is the compromise e↵ect
[24][31] (see d4 and d5 in Figure 1). The key reason for the
existence of this e↵ect is the fact that consumers rather pre-
fer items with medium values in all dimensions than items
with extreme values (”good”compromise items). This aspect
of human choice behavior is denoted extremeness aversion
[28]. Table 2 shows a very simple example.

Again, by the addition of the compromise decoy (d4) the
attractivity of the target item is increased compared to the
attractivity of the competitor item. The distinction between
d4 and d5 is based on an objective utility function [23]. Hav-
ing such a utility function, all items positioned on the diag-
onal in Figure 1 are pareto optimal. As a consequence, a
d5-decoy has the same overall utility as the target, i.e. does
not constitute an inferior item. In this case the only mecha-
nism causing the compromise e↵ect is extremeness aversion.
As a d4-decoy also constitutes an extreme item, it triggers
extremeness aversion. Additionally it constitutes an inferior
item such that the occurring tradeo↵ contrasts support pos-
itive influences for the target. Tradeo↵ contrasts exist when
the advantages of one item outweigh the advantages of an-
other item. In the example of Table 2, the target is much
better in the dimension resolution than it is defeated by the
decoy in the dimension of optical zoom. As discussed above,
the extreme case of a tradeo↵ contrast leads to dominance.

The major contributions of this paper are the following:
We provide an in-depth analysis of the existence of decoy
e↵ects in the financial services domain. In this context
we show the existence of decoy e↵ects for result sets with
more than three items and also show the e↵ects on the ba-
sis of commercial product assortments. The investigations
concentrate on the two most important e↵ects, namely the
asymmetric dominance e↵ect and the compromise e↵ect. All
presented studies have been carried out online and unsuper-
vised and thus preserved a maximum of real world condi-
tions. The results of the presented empirical studies clearly
show the impact of decoy e↵ects on item selection behavior
of users. Consequently, although not taken into account up
to now, these e↵ects play a major role for the construction
of recommender and esales applications.

The remainder of this paper is organized as follows. In
Section 2 we provide an overview of related work. In Sec-
tion 3 we discuss the results of a user study based on a
synthesized set of financial services. In the following (Sec-
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tion 4) we present the results of the second decoy study
which is based on a real-world dataset (bankbooks from kon-
sument.at). The impact of decoy e↵ects on the construction
of recommender applications is summarized in Section 5.
With Section 6 we conclude the paper and provide an out-
look of future work.

2. RELATED WORK
The main reason why decoy e↵ects occur in human deci-

sion making is that humans often do not act fully rational.
Fully rational agents apply some sort of value maximiza-
tion model like the multi attribute utility theory, multiple
regression, or Bayesian statistics in order to find an optimal
solution [23][25][32]. All these approaches are computation-
ally very expensive, but human decision taking is normally
bounded by time restrictions, limited cognitive capacities,
and limited willingness to accept cognitive e↵ort. This is the
reason why humans apply in many circumstances heuristic
approaches (i.e. rules of thumb).

In contrast to rationality, this concept is called bounded

rationality or procedural rationality [12][22][26][27]. Gerd
Gigarenzer has shown in multiple experiments, that heuris-
tic, bounded rational approaches can be as accurate as some
fully rational concept like multiple regression [8][9]. Unfor-
tunately, there are cases where bounded rationality acts as a
door opener for systematic misjudgements which builds the
grounding for decision phenomena/e↵ects. Based on mis-
judgements due to bounded rationality, these decision e↵ects
bear the danger of suboptimal decision making [30].

Decoy e↵ects [1][11][17][20][21][31] are one family of such
e↵ects which have the potential of severely impacting on the
perceived value of goods and services. Basically, there exist
three types of decoy e↵ects: the attraction e↵ect [21], the
asymmetric dominance e↵ect [11], and the compromise e↵ect
[24][31]. In existing literature, the expressions decoy e↵ect,
asymmetric dominance e↵ect and attraction e↵ect are often
used synonymously, as the asymmetric dominance e↵ect is
the most prominent and stable decoy e↵ect, and the attrac-
tion e↵ect could be seen as the more general e↵ect sharing
the principle of tradeo↵ contrasts [28]. A clear distinction
between the di↵erent e↵ects, the corresponding decoy items,
and the di↵erent mechanisms working behind the di↵erent
decoy e↵ects can be found in [29]. Since the 1980’s a lot of
research has been done in order to investigate decoy e↵ects.

While the existence of such biases has been shown in quite
a number of publications there has not been done much re-
search in investigating the impacts of such decision biases in
real world sales platforms with realistic environments and
on the basis of real market data. This is out of two rea-
sons: First, the investigation of some decision e↵ect under
clean room conditions makes it possible to eliminate a max-
imum of disturbing influences and therefore also maximizes
and purifies the measured e↵ect. Second, it is not easy
to get good market data as companies are usually very re-
served concerning the proliferation of business intelligence.
Although the investigation of cognitive biases without real
market conditions are indeed relevant from the basic re-
search point of view, the practical relevance for real world
applications cannot be assessed because a particular bias can
be too small in relation to other overlaying (uncontrolled)
e↵ects such that the practical relevance for real world appli-
cations is possibly not given.

Closing this gap, this paper is in the line of research inves-

tigating decoy e↵ects in realistic settings, as all studies are
carried out unsupervised using a recommender like online
system. The second study presented in this paper uses real
market data (i.e. real capital savings books) taken from an
independent consumer information site (www.konsument.at).
Moreover, financial services constitutes a high-involvement
decision domain, such that decoy e↵ects should be less likely
than in low-involvement domains where the user does not
put too much energy into the decision process.

3. EXPERIMENT WITH SYNTHESIZED
SETS OF FINANCIAL SERVICES

In order to investigate the influence of the Asymmetric
Dominance- and Compromise E↵ects (ADE and CE) on
product selection tasks in the financial services domain, a
corresponding online user study was carried out. The ex-
periment was two folded: Subjects (Students of the Alpen-
Adria Universitaet Klagenfurt) had to accomplish one deci-
sion task for each e↵ect (Asymmetric Dominance- and Com-
promise E↵ect). Altogether there were 535 valid sessions
whereby 358 were from female persons. The subject’s age
ranged from 18 to 76 years (mean = 25.8, std = 7.2).

3.1 Compromise Effect
Design
The first decision task the subjects had to accomplish was

to decide which type of financial service they would choose
if they had 5000 Euros. Depending on the products the sub-
jects had to choose from, three groups were di↵erentiated:
The control group with the product types public bonds, gold,
mixed funds, group Decoy A with the product types bank-

book (=decoy), public bonds, gold, mixed funds, and group
Decoy B containing the product types public bonds, gold,
mixed funds, shares (=decoy) (see Figure 3).

Figure 3: Product landscape of CE-task: three al-
ternative items (funds, gold, bonds) with the cor-
responding decoy items (shares and bankbook, re-
spectively).

The utility of each product was described in terms of risk
and return rate (see Figure 3 and Table 3), whereby low
risk and a high return rate was interpreted as good (i.e.
high utility value).

As exact preference models were not given equal weighted
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Product type Return Rate Risk

Bankbook 1 8

Public bonds 4 6

Gold 5 5

Mixed funds 6 4

Shares 8 1

Table 3: Product utilities in CE-task.

Multi attribute utility Theory (MAUT [32]) was used for de-
signing suitable options. Although exact knowledge about
user preferences (e.g. attribute weights) would be preferred
also a linear equal weight model does the job as all hypothe-
ses are tested on behalf of corresponding control groups re-
vealing the actual preferences. The product types bonds,
gold, and funds have the same overall utility (= 10) and
therefore no tradeo↵ contrasts (TC) occur (see Table 3).
The extreme options bankbook and shares have a little lower
overall utility (= 9). Adding such options leads to TCs and
therefore can cause compromise e↵ects.

There were two hypotheses postulated:

• H1: Choice of Bonds is increased by the presence of
Bankbook.

• H2: Choice of Funds is increased by the presence of
Shares.

Results
Generally, users preferred low risk items over high return

items. Comparing the choice distribution of the control
group with group Decoy A [H1], it can be said that more
people chose bonds in the decoy group than in the control
group (see Figure 4). In fact, the presence of bankbook made
bonds the strongest option whereas in the control group gold
was the most often chosen product type. The corresponding
statistical analysis of bonds choices in the two groups showed
a strong tendency (Fisher’s Exact Test, one-sided: p <.079).
Comparing the choice distribution of the control group and
group Decoy B [H2] the e↵ect is even clearer. The increase
of funds choices in presence of shares was highly significant
(Fisher’s Exact Test, one-sided: p <.001). It is notable that
in all three groups the compromise options (i.e. the prod-
uct groups in the middle) scored better than the extreme
options.

Figure 4: Choice distribution for the CE-task.

3.2 Asymmetric Dominance Effect
Design
In the second decision task the subjects also had to imag-

ine they had 5000 Euros for investment. In this case they
only could choose among various bankbooks. Depending on
the products the subjects had to choose from, four groups

were di↵erentiated: The control group contained the prod-
ucts bankbook1, bankbook2, bankbook3. Group Decoy 1 con-
tained bankbook1, bankbook2, bankbook3, decoy1. Group De-

coy 2 contained bankbook1, bankbook2, bankbook3, decoy2,
and group Decoy 3 contained bankbook1, bankbook2, bank-

book3, decoy3 (see Figure 5). decoyX denotes an asymmet-
rically dominated decoy for bankbookX. When presenting the
items to the user, the decoy items (decoy1, decoy2, decoy3)
were called bankbook4 (in order to avoid experimental side
e↵ects triggered by the item name).

Figure 5: Product landscape of ADE-task: three
alternative bankbooks with the corresponding decoy
items.

The utility of each product was described in terms of inter-
est rate per year (p.a.) and binding in months (i.e. the time
within it is not possible to withdraw the money), whereby
low binding and high interest rate was interpreted as good
(i.e. high utility value). Figure 5 and Table 4 summarize
the settings.

Product Interest rate p.a. Binding in months

Bankbook1 4.8 12

Bankbook2 4.4 6

Bankbook3 4.0 0

Decoy1 4.7 12

Decoy2 4.3 6

Decoy3 3.9 0

Table 4: Product attributes in ADE-task.

In the control group no tradeo↵ contrasts (TCs) where ex-
istent as the product with the highest interest rate had also
the longest binding and vice versa. The decoy products (de-
coy1, decoy2, decoy3) constitute asymmetrically dominated
alternatives (e.g. decoy1 is only dominated by bankbook1,
etc). Additionally to the ADE-constellation there can also
be found further TCs between the decoy and the non dom-
inating bankbooks (i.e. compromise e↵ects).

There were three hypotheses postulated:

• H3: Choice of Bankbook1 is increased by the presence
of Decoy1.

• H4: Choice of Bankbook2 is increased by the presence
of Decoy2.
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• H5: Choice of Bankbook3 is increased by the presence
of Decoy3.

Results
In this case users preferred high return rates over binding

in years. Comparing the number of subjects choosing bank-
book1 in the control group and in the group Decoy 1 one
can remark a non-significant increase by 1.5% (Fisher’s Ex-
act Test, one-sided: p <.448, see Figure 6) [H3]. Comparing
the choice distribution of the control group and group De-
coy 2 the e↵ect was significant. The increase of bankbook2
choices in presence of decoy2 made up 12.1% (Fisher’s Exact
Test, one-sided: p <.001) [H4]. The decoy3 in the group De-
coy 3 increased the bankbook3 choices by 6.8% compared to
the control group (Fisher’s Exact Test, one-sided: p <.127)
[H5].

Figure 6: Choice distribution for the ADE-task.

4. EXPERIMENT WITH A REAL-WORLD
SET OF FINANCIAL SERVICES

Design
The first step in order to come up with a realistic set of

items was to find a suitable product domain. The domain
of capital savings books was found to be perfect for our
purposes because of the following reasons:

• Savings books can be well described by two dimen-
sions, which is binding (i.e. the period in which it is
not possible to withdraw the money) and interest rate
(p.a.). This o↵ers the possibility to stick to the simple
two-dimensional item landscape.

• There is lots of comparable market data available.

The experimental items for the di↵erent choice sets were
chosen on the basis of a products list given by Konsument.at,
a well-known independent consumer information site.1. Kon-
sument.at listed capital savings books having a binding pe-
riod between one and five years. The products of the two-
and four year categories having the highest interest rates
of that category were chosen as competing items A and B.
1Please note that the experiment was already carried out in
2009, such that the market data was up to date at this time.

Additionally, two asymmetrical dominated decoy items dA
(decoy for A) and dB (decoy for B) were defined by choos-
ing the items with the second best interest rates of the two
and four year categories. The extreme products with a bind-
ing period of one and five years showing the highest interest
rates in the respective categories were constituting the corre-
sponding compromise decoys cA (decoy for A) and cB (decoy
for B). Table 5 and Figure 7 are showing the resulting prod-
uct landscape of the experimental items. It has to be noted
that the design is not completely symmetric as the domi-
nated items (dA and dB) are always inferior in the binding
dimension, such that dA constitutes a d3-decoy (see Figure
1) whereas dB constitutes a d2-decoy.

Item A B dA dB cA cB

Interest

rate p.a. 3,00 3,77 2,75 3,60 2,25 4,00

(%)

Binding 2 4 2 4 1 5

(years)

Bank Deniz Auto Erste Direkt Direkt Direkt

Table 5: Attribute values of the experimental items
used in the di↵erent experimental groups.

Figure 7: Product landscape: two alternative items
with the corresponding decoy items.

Grounding on the experimental super set in Table 5 and
Figure 7, experimental sets were defined and categorised ac-
cording to the decoy added to the core setting (i.e. only
the competing items A and B). The control (Control) set
is consisting of only the competing items A and B. In the
decoy sets one out of four possible decoys (dA, dB, cA, cB)
was added, which should evoke the asymmetric dominance-
or compromise e↵ect (ADE or CE) for the benefit of A or
B, respectively.

SetId Item 1 Item 2 Item 3 Decoy Type

0 A B Control

1 A B dA ADE - pro A

2 A B dB ADE - pro B

3 A B cA CE - pro A

4 A B cB CE - pro B

Table 6: Experimental item sets and type of decoy.

The experiment was designed to be carried out online and
unsupervised. Subjects (students of University of Klagen-
furt) were invited by email containing a link to the online
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experiment to take part in the experiment. Figure 8 is show-
ing a screenshot of one experimental situation. Subjects
were asked to imagine to have 10000 Euros for investment
and to choose their favorite option out of a set of proposed
items (i.e. the capital savings books). The subjects were
assigned randomly to one of the defined settings. Further-
more, the position of the presented items was random.

Figure 8: Screenshot of the online experiment. The
translations have been added post hoc.

Following the current theory, the control set should o↵er
the most objective view on the competing items A and B as
there are no decoy e↵ects, and thus should build the baseline.
With respect to this baseline, the following hypotheses were
formulated:

• H1: In setting 1, the asymmetric dominated decoy
shifts attraction for the benefit of A (damages B).

• H2: In setting 2, the asymmetric dominated decoy
shifts attraction for the benefit of B (damages A).

• H3: In setting 3, the compromise decoy shifts attrac-
tion for the benefit of A (damages B).

• H4: In setting 4, the compromise decoy shifts attrac-
tion for the benefit of B (damages A).

Results
Table 7 shows the experimental outcome for all five set-

tings. It becomes obvious that only in group 2 the decoy was
able to lift the number of target choices. In the other groups
it seems that the choices of decoys were too many such that
the absolute number of choices of both, A and B, were de-
creased. For the groups 3 and 4, this is not surprising, as
non-dominated decoys (like a CE decoy) do not represent
inferior options. The reason why the decoy in group 1 was
chosen unexpectedly often must be the bank name. Whereas
all other decoys were products from ’Denizbank’, the decoy
in group 1 was a product of ’Erste Bank’, which obviously
is a bank with better reputation.

In order to carve out the asymmetric influence of the de-
coy on A and B, Table 8 lists only the choices of A or B, ne-
glecting the decoy choices. Now it is revealed that except in
group 3, where the relation between A and B kept almost the
same (i.e. H3 is not supported), the decoy pulled away more
choices from the competitor than from the target, i.e. dam-
aged the attraction of the target less than the attraction of
the competitor (i.e. H1, H2, H4 are supported). Hence, the
decoys rather caused an asymmetric detraction rather than
an asymmetric attraction. The reason, why there could not
be revealed a compromise e↵ect in group 3, is most probably
the distance between the decoy and the target (see Figure
7). The distance (i.e. cumulated attribute di↵erences) plays
a significant role for the strength of the decoy, such that the
bigger di↵erence is the less is the asymmetric influence of an
intended decoy.

Although the absolute choices of a target product are not
imperatively raised by a decoy item, there are nevertheless
two possibilities how bank institutes could benefit from de-
coy e↵ects. First, it is possible to shift the attraction within
a bank’s product assortments, as the bank’s reputation (i.e.
name) cannot have any influence (i.e. it is the same for all
products). For example, it would be possible to decrease
the attraction of products which show low marginal return
(i.e. competitor) or to increase the attraction of products
which show high marginal return. In this case, because of
the possibly many decoy choices, it would be crucial that
the decoy also shows a high marginal return rate in order to
improve the overall result.

The second possibility for exploitation addresses the pos-
sibility for a bank itself being the target. In this case it
is more convenient to think about products as parts of the
bank’s product portfolio. When considering portfolios, the
introduction of a decoy product could significantly take away
choices of the competitor banks portfolio for the sake of the
target bank’s portfolio. Thereby it does not matter which
of the products in the portfolio benefits.

SetId Decoy Type A B Decoy Total

0 Control 31 16 47

66.0% 34.0% 100.0%

1 ADE - pro A 31 9 9 49

63.3% 18.4% 18.4% 100.0%

2 ADE - pro B 24 24 2 50

48.0% 48.0% 4.0% 100.0%

3 CE - pro A 25 13 9 47

53.2% 27.7% 19.1% 100.0%

4 CE - pro B 20 16 18 54

37.0% 29.6% 33.3% 100.0%

Table 7: Results of the experiment.

5. RELEVANCE FOR E-SALES SYSTEMS
In principle, decoy e↵ects occur in any system where com-

peting choice options are presented concurrently. Obviously,
this is the case for many e-sales systems like shop applica-
tions, recommender- and configurations systems, or many
other online decision support systems. Although, depending
on the application, there are various situations during the
user sessions where cognitive biases like decoy e↵ects can
play an important role, the most important phase for decoy
e↵ects constitutes the product presentation phase. During
this phase purchase o↵ers (in shopping systems) or recom-
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SetId Decoy Type A B Total

0 Control 31 16 47

66.0% 34.0% 100.0%

1 ADE - pro A 31 9 40

77.5% 22.5% 100.0%

2 ADE - pro B 24 24 48

50.0% 50.0% 100.0%

3 CE - pro A 25 13 38

65.8% 34.2% 100.0%

4 CE - pro B 20 16 36

55.6% 44.4% 100.0%

Table 8: Results of the experiment, leaving out de-
coy choices.

mended items (in recommender systems) are typically pre-
sented concurrently and the user (consumer) finds himself in
some sort of decision dilemma. Here, decoy e↵ects can man-
ifest in suboptimal decision making as decoy e↵ects bias the
perceived utility of the concurring options. This may fur-
ther result in product purchases which are not optimal for
the consumer, the vendor, or both.

In the case of dialog-based systems (i.e. systems which
gather user information by posing questions and proposing
possible answers) decoy e↵ects can also influence the answers
given by the users during the dialog. This can influence the
accuracy and furthermore the time-e�ciency of such sys-
tems. For case case-based systems like tweaking-critiquing
recommenders with multiple items to be criticized concur-
rently [5] this is obvious as any cycle basically constitutes a
new product presentation phase.

Another aspect which is somewhat orthogonal to the bi-
asing of decisions is the fact, that decoy e↵ects can have a
positive e↵ect on the decision confidence [30]. This means
that decoys manage to seemingly alleviate a decision situa-
tion such that users feel more confident about their decisions.
Altogether, the above mentioned aspects o↵er a big poten-
tial for e-sales systems for optimizing the decision making
process and also the quality of the taken decisions.

6. CONCLUSIONS AND FUTURE WORK
In this paper we have presented the results of a series of

empirical studies that clearly show the impact of di↵erent
types of decoy e↵ects on the item selection behavior of a user
in the context of financial services decision making. The ex-
istence of decoy e↵ects has been shown for non-classical sce-
narios with more than three items in the result set in order
to show the existence of decoy e↵ects for real world scenar-
ios. Therefore, we analyzed the existence of decoy e↵ects on
the basis of the bankbook dataset provided by the Austrian
consumer advisory platform konsument.at. The results of
our studies have a significant impact on the design of fu-
ture e-sales systems since it is obvious that item selection
behavior is not based on a complete analysis of the set of of-
fered or recommended items. Item selection is often subject
to the application of a set of simple heuristics which is the
reason for the observed decoy e↵ects. Taking into account
these heuristics, and thus better understanding human de-
cision taking, can have positive e↵ects in terms of a higher
confidence in the set of presented items. Moreover, control-
ling such e↵ects also o↵ers the possibility of increasing the
probability of selection of certain items.

Apart from the ongoing investigation of diverse decision
biases in the context of e-sales systems, a main focus of our

future work is the implementation of a framework which
allows to identify and control decision biases. In particular,
we are working on a decoy filter for recommender systems
which is able to identify biased item sets and calculates a
set of items to be removed or added in order to objectify
the decisions. Specifically in the context of recommender
systems this could lead to a big improvement in terms of
recommendation accuracy and user trust.
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ABSTRACT
Recommender systems have traditionally relied on data-centric
descriptors for content and user modeling. In recent years
we have witnessed an increasing number of attempts to use
emotions in di↵erent ways to improve the quality of rec-
ommender systems. In this paper we introduce a unifying
framework that positions the research work, that has been
done so far in a scattered manner, in a three stage model.
We provide examples of research that cover various aspects
of the detection of emotions and the inclusion of emotions
into recommender systems.

Categories and Subject Descriptors
H.4 [Information Systems Applications]: Miscellaneous;
D.2.8 [Software Engineering]: Metrics—complexity mea-
sures, performance measures

Keywords
recommender systems, emotions

1. INTRODUCTION
In the pursuit of increasing the accuracy of recommender

systems, researchers started to turn to more user-centric
content descriptors in recent years. The advances made in
a↵ective computing, especially in automatic emotion detec-
tion techniques, paved the way for the exploitation of emo-
tions and personality as descriptors that account for a larger
part of variance in user preferences than the generic descrip-
tors (e.g. genre) used so far.

However, these research e↵orts have been conducted in-
dependently, stretched among the two major research areas,
recommender systems and a↵ective computing. In this pa-
per we (i) survey the research work that helps improving
recommender systems with a↵ective information and (ii) we
provide a unifying framework that will allow the members

�
�
�
�
�
�
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�

of the research community to identify the position of their
activities and to benefit from each other’s work.

2. THE UNIFYING FRAMEWORK
When using applications with recommender systems the

user is constantly receiving various stimuli (e.g. visual, au-
ditory etc.) that induce emotive states. These emotions
influence, at least partially (according to the bounded ratio-
nality model [16]) the user’s decisions on which content to
choose. Thus it is important for the recommender system
application to detect and make good use of emotive infor-
mation.

2.1 Describing emotions
There are two main approaches to describe the emotive

state of a user: (i) the universal emotions model and (ii)
the dimensional model. The universal emotions model as-
sumes there is a limited set of distinct emotional categories.
There is no unanimity as to which are the universal emo-
tions, however, the categories proposed by Ekman [10] (i.e.
happiness, anger, sadness, fear, disgust and surprise) appear
to be very popular. The dimensional model, on the contrary,
describes each emotion as a point in a continuous multidi-
mensional space where each dimension represents a quality
of the emotion. The dimensions that are used most fre-
quently are valence, arousal and dominance (thus the VAD
acronym) although some authors refer to these dimensions
with di↵erent names (e.g. pleasure instead of valence in
[20] or activation instead of arousal in [13]). The circum-
plex model, proposed by Posner et al. [24], maps the basic
emotions into the VAD space (as depicted in Fig. 1)

2.2 The role of emotions in the consumption
chain

During the user interaction with a recommender system
and the content consumption that follows, emotions play
di↵erent roles in di↵erent stages of the process. We divided
the user interaction process in three stages, based on the
role that emotions play (as shown in Fig. 2): (i) the entry
stage, (ii) the consumption stage and (iii) the exit stage.

The work surveyed in this paper can be divided in two
main categories: (i) generic emotion detection algorithms
(that can be used in all three stages) and (ii) usage of emo-
tion parameters in the various stages. This paper does not
aim at providing an overall survey of related work but rather
to point out good examples of how to address various as-
pects of recommender systems with the usage of techniques
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Figure 1: Basic emotions in the valence-arousal

plane of the dimensional model

borrowed from a↵ective computing.
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Figure 2: The unifying framework: the role of emo-

tions in user interaction with a recommender sys-

tem.

In the remainder of the paper we address each stage sepa-
rately by surveying the existing research work and providing
lists of open research areas. At the end we discuss the pro-
posed framework and give the final conclusions.

3. DETECTING AFFECTIVE STATES
A↵ective states of end users (in any stage of the proposed

interaction chain) can be detected in two ways: (i) explic-
itly or (ii) implicitly. The implicit detection of emotions is
more accurate but it’s an intrusive process that breaks the
interaction. The implicit approach is less accurate but it’s
well suited for user interaction purposes since the user is

not aware of it. Furthermore, Pantić et al. [22] argued that
explicit acquisition of users’ a↵ect has further negative prop-
erties as users may have side-interests that drive their ex-
plicit a↵ective labeling process (egoistic tagging, reputation-
driven tagging or asocial tagging).

The most commonly used procedure for the explicit asess-
ment of emotions is the Self Assessment Manikin (SAM) de-
veloped by [7]. It is a questionnaire where users assess their
emotional state in the three dimensions: valence, arousal
and dominance.

The implicit acquisition of emotions is usually done through
a variety of modalities and sensors: video cameras, speech,
EEG, ECG etc. These sensors measure various changes
of the human body (e.g. facial changes, posture changes,
changes in the skin conductance etc.) that are known to be
related to specific emotions. For example, the Facial Ac-
tion Coding System (FACS), proposed by Ekman [9], maps
emotions to changes of facial characteristic poionts. There
are excellent surveys on the topic of multimodal emotion de-
tection: [31, 22, 14]. In general, raw data is acquired from
one or more sensors during the user interaction. These sig-
nals are processed to extract some low level features (e.g.
Gabor based features are popular in the processing of fa-
cial expression video signals). Then some kind of classifi-
cation or regression technique is applied to yield distinct
emotional classes or continuous values. The accuracy of
emotion detection ranges from over 90% on posed datasets
(like the Kanade-Cohn dataset [18]) to slightly better than
coin tossing on spontaneous datasets (like the LDOS-PerA↵-
1 dataset [29]) [27, 6].

4. ENTRY STAGE
The first part of the proposed framework (see Fig. 2) is

the entry stage. When a user starts to use a recommender
system, she is in an a↵ective state, the entry mood. The
entry mood is caused by some previous user’s activities, un-
known to the system. When the recommender system sug-
gests a limited amount of content items to the user, the entry
mood influences the user’s choice. In fact, the user’s decision
making process depends on two types of cognitive processes,
the rational and the intuitive, the latter being strongly in-
fluenced by the emotive state of the user, as explained by
the bounded rationality paradigm [16]. For example, a user
might want to consume a di↵erent type of content when she
is happy than when she is sad. In order to adapt the list
of recommended items to the user’s entry mood the system
must be able to detect the mood and to use it in the content
filtering algorithm as contextual information.

In the entry part of user-RS interaction one of the aspects
where emotions can be exploited is to influence the user’s
choice. Creed [8] explored how the way we represent infor-
mation influences the user’s choices.

It has been observed by Porayska-Pomsta et al. [23] that
in tutoring systems there is a strong relation between the
entry mood and learning. They analysed the actions that a
human tutor took when the student showed signs of specific
a↵ective states to improve the e↵ectiveness of an interactive
learning environment.

A user modeling approach that maps a touristic attraction
with a piece of music that induces a related emotion has been
developed by Kaminskas and Ricci [17]. Their goal was to
find an appropriate musical score that would reinforce the
a↵ective state induced by the touristic attraction.
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Using the entry mood as a contextual parameter (as de-
scribed by Adomavicius and Tuzhilin in [2]) could improve
the recommender’s performance. Both Koren et al. [19] and
Baltrunas et al. [5] suggest using the matrix factorization
approach and enrich it with contextual parameters. At the
context-aware recommender systems contest in 2010 1 the
goal was to select a number of movies that would fit the
user’s entry mood. The contest winners’ contribution, Shi
et al. [25] used several approaches amog which the best was
the joint matrix factorization model with a mood-specific
regularization.

As an extension to the usage of emotions as contextual
information an interesting research area is to diversify the
recommendations. For example, if a user is sad, would it be
better to recommend happy content to cheer her up or to rec-
ommend sad content to be in line with the current mood?
Research on information retrieval results diversification is
getting increased attention, especially after the criticism of
the recommendation bubble has started2. Although we are
not aware of any work done on results diversification con-
nected with emotions, a fair amount of work has been done
on political news aggregators in order to stimulate political
pluralism [21].

5. CONSUMPTION STAGE
The second part of the proposed framework is the con-

sumption stage (see Fig. 2). After the user starts with
the consumption of the content she experiences a↵ective re-
sponses that are induced by the content. Depending on the
type of content, these responses can be (i) single values (e.g.
the emotive response to watching an image) or (ii) a vec-
tor of emotions that change over time (e.g. while watch-
ing a movie or a sequence of images). Figure 3 shows how
emotions change over time in the consumption stage. The
automatic detection of emotions can help building emotive
profiles of users and content items that can be exploited for
content-based recommender algorithms.

✏N

✏1

✏2

✏3

✏4

t

E

t(h1) t(h2) t(h3) t(h4)

tT

Figure 3: The user’s emotional state ✏ is continu-

ously changing as the time sequence of the visual

stimuli hi 2 H induce di↵erent emotions.

Using emotional responses for generating implicit a↵ective
tags for content is the main research area in the consumption
section. Pantić et al. [22] argued why the usage of automatic
emotion detection methods improves content tagging: the
minimization of the drawbacks caused by egoistic tagging,
reputation-driven tagging and asocial tagging. They also
1
http://www.dai-labor.de/camra2010/

2
http://www.thefilterbubble.com/

anticipate that implicit tagging can be used for user profiling
in recommender systems.

Joho et al. [15] used emotion detection from facial ex-
pressions to provide an a↵ective profile of video clips. They
used an item profile structure that labels changes of users
emotions through time relative to the video clip start. The
authors used their approach for summarizing highlights of
video clips.

Hanjalić et al. [11] approached the summarization of video
highlights from the other side: they used the source’s low
level features (audio and video) to detect higlihjts without
taking into account the responses of end users.

The research work described so far in this section is in-
teresting because allows us to model the content items (im-
ages, movies, music etc.) with a↵ective labels. These a↵ec-
tive labels describe the emotions experienced by the users
who consume the items. In our previous work [26] we have
shown that the usage of such a↵ective labels over generic
labels (e.g. genre) significantly improves the performance of
a content-based recommender system for images. We used
explicitly acquired a↵ective metadata to model the items
and the users’ preferences. However, in another experiment
[28], where we used implicitly acquired a↵ective metadata,
the accuracy of the recommender system was significantly
lower but still better than with generic metadata only.

In a similar experiment, Arapakis et al. [4] built a recom-
mender system that uses real time emotion detection infor-
maion.

6. EXIT STAGE
After the user has finished with the content consumption

she is in what we call the exit mood. The main di↵erence
between the consumption stage and the exit stage is that the
exit mood will influence the user’s next actions, thus having
an active part, while in the consumption stage the induced
emotions did not influence any actions but were a passive
response to the stimuli. In case that the user continues to
use the recommender system the exit mood for the content
just consumed is the entry mood for the next content to be
consumed.

The automatic detection of the exit mood can be useful as
an indicator of the user’s satisfaction with the content. Thus
the detection of the exit mood can be seen as an unobtrusive
feedback collection technique.

Arapakis et al. [3] used the exit mood, detected through
videos of users’ facial expressions, as an implicit feedback in
their recommender system for video sequences.

In an experiment with games, Yannakakis et al. [30], used
heart rate activity to infer the “fun” that the subjects expe-
rience in physical interactive playgrounds.

7. OPEN RESEARCH AREAS
We identified four main areas where further research should

be conducted in order to build true a↵ective recommender
systems: (i) using emotions as context in the entry stage,
(ii) modeling a↵ective content profiles, (iii) using a↵ective
profiles for recommending content and (iv) building a set of
datasets.

Although some work has been carried out on exploiting
the entry mood we believe that there is still the need to
answer tha basic question of the entry stage: which items
to recommend when the user is in the emotive state A?. We
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further believe that there are firm di↵erences between what
the user wants now and what is good for a user on a long
run. Thus bringing the research on results diversification
(see the work done in [21, 1]) into a↵ective recommender
systems is a highly important topic.

A↵ective content profiling is still an open question, espe-
cially profiling content items that last longer than a single
emotive response. The time dependancy of content profiles
has also o strong impact on the algorithms that exploit the
profiles for recommending items.

With the except of the LDOS-PerA↵-1 dataset [29] (which
is limited in the amount of content items and users), the
research community does not have a suitable dataset upon
which to work. It is thus required that a large-scale dataset,
compareable to the MovieLens or Netflix datasets, is built.

8. CONCLUSION
In this paper we have provided a framework that describes

three ways in which emotions can be used to improve the
quality of recommender systems. We also surveyed some
work that deals with parts of the isuues that arise in te
pursuit of a↵ective recommender systems.

An important issue in recommender systems, especially
when it comes to user-centric systems, is to move from data-
centric assessment criteria to user-centred assessment crite-
ria. We have not addressed this issue in this paper as it
appears to larger dimensions. The recsys community has so
far relied on metrics borrowed from information retrieval:
confusion matrices, precision, recall etc. (see [12] for an
overview). However recommender systems are used by end
users and thus the assessment of the end users should be
taken more into account. We suggest to move towards met-
rics that take into account the user experience as pointed
out in http://www.usabart.nl/portfolio/

KnijnenburgWillemsen-UMUAI2011_UIRecSy.pdf.
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SUHGLFWHG�UDWLQJV��3URYLGHG�WKDW�WKHVH�SUHGLFWLRQV�DUH�DFFXUDWH��WKH�
SHUVRQDOL]HG� UHFRPPHQGDWLRQV� DUH� KLJKO\� DWWUDFWLYH�� 7KHUH� LV�
KRZHYHU�D�GRZQVLGH�WR�DWWUDFWLYH�UHFRPPHQGDWLRQV��SV\FKRORJLFDO�

UHVHDUFK�RQ�FKRLFH�RYHUORDG�VXJJHVWV�WKDW�FKRRVLQJ�DQ�LWHP�IURP�
VXFK� D� VHW� PLJKW� EH� D� GLIILFXOW� WDVN�� 3UHYLRXV� UHVHDUFK� >�@� KDV�
VKRZQ� WKDW� ORQJHU� OLVWV� RI� DWWUDFWLYH� SHUVRQDOL]HG�
UHFRPPHQGDWLRQV�FDQ�UHVXOW�LQ�FKRLFH�GLIILFXOW\�DQG�VXEVHTXHQWO\�
LQ� FKRLFH� RYHUORDG�� ,Q� WKLV� SDSHU� ZH� ZLOO� LQYHVWLJDWH� WR� ZKDW�
H[WHQG� WKH� GLIILFXOW\� RI� FKRRVLQJ� IURP� WKH� OLVW� LV� UHODWHG� WR� WKH�
GLYHUVLW\�RI� WKH�LWHPV��ZKLOH�NHHSLQJ�WKH�RYHUDOO�DWWUDFWLYHQHVV�RI�
WKH�VHW�FRQVWDQW��2XU�UHVXOWV�ZLOO�VKRZ�WKDW�XVHUV�OLNH�LWHP�VHWV�WKDW�
DUH�GLYHUVLILHG�DQG�H[SHULHQFH�OHVV�FKRLFH�GLIILFXOW\�LQ�WKHVH�VHWV��
ZKLFK�VXJJHVWV�WKDW�GLYHUVLILFDWLRQ�PLJKW�EH�HIIHFWLYH�LQ�UHGXFLQJ�
FKRLFH�RYHUORDG��

��� 5(/$7('�:25.�
���� &KRLFH�RYHUORDG�
&KRLFH� RYHUORDG� >��� ��@� UHIHUV� WR� WKH� GLIILFXOW\� GHFLVLRQ� PDNHUV�
H[SHULHQFH�ZKHQ�FKRRVLQJ� IURP�D� ODUJH� VHW�RI�JRRG�DOWHUQDWLYHV��
&KRLFH�RYHUORDG�KDV�RULJLQDOO\�EHHQ�UHODWHG�WR�WKH�VL]H�RI�WKH�LWHP�
VHW��ZKLFK�FUHDWHV� WZR�RSSRVLQJ�HIIHFWV��2Q�RQH�KDQG��ODUJHU�VHWV�
DUH�PRUH�DWWUDFWLYH�DV� WKH\�SRWHQWLDOO\�SURYLGH�PRUH�EHQHILWV� IRU�
WKH�GHFLVLRQ�PDNHU��EXW�DW�WKH�VDPH�WLPH�ODUJHU�VHWV�KDYH�LQFUHDVHG�
RSSRUWXQLW\�FRVWV�VXFK�DV�FRPSDULVRQ�FRVWV��SRWHQWLDO�UHJUHW�RI�QRW�
FKRRVLQJ�WKH�EHVW�RSWLRQ��DQG�LQFUHDVHG�H[SHFWDWLRQV�ZKLFK�PLJKW�
QRW�EH�PHW�E\�WKH�ODUJH�VHW�>������@���
$V�WKHVH�RSSRUWXQLW\�FRVWV�WHQG�WR�LQFUHDVH�IDVWHU�WKDQ�WKH�EHQHILWV�
DVVRFLDWHG�ZLWK�ODUJHU�VHWV��GHFLVLRQ�PDNHUV�XVXDOO\�ILQG�LW�HDVLHU�
WR� FKRRVH� IURP� D� VPDOOHU� VHW�� DQG� DUH� RIWHQ� PRUH� VDWLVILHG� ZLWK�
WKHLU� DFWXDO� FKRLFH� ZKHQ� FKRRVLQJ� IURP� D� VPDOOHU� VHW�� )RU�
H[DPSOH��LQ�WKH�RULJLQDO�VWXG\�E\� ,\HQJDU�DQG�/HSSHU�>�@�YLVLWRUV�
RI� D� VXSHUPDUNHW� ZKHUH� PRUH� DWWUDFWHG� WRZDUGV� D� WDVWLQJ� ERRWK�
WKDW�GLVSOD\HG����W\SHV�RI�MDP��UDWKHU�WKDQ���W\SHV��+RZHYHU��RQO\�
��� RI� SHRSOH�ZKR� YLVLWHG� WKH�ERRWK�ZLWK� WKH� ODUJH� VHW� RI� LWHPV�
ERXJKW� MDP��ZKHUHDV� ���� RI� WKH� YLVLWRUV� RI� WKH� VPDOO� VHW� ERRWK�
ERXJKW� MDP� �DQG� UHSRUWHG� WR� EH� PRUH� VDWLVILHG� ZLWK� WKHLU�
SXUFKDVH���2WKHU�UHVHDUFKHUV�KDYH�VKRZQ�VLPLODU�HIIHFWV�IRU�RWKHU�
FRQVXPHU�SURGXFWV�VXFK�DV�JLIW�ER[HV�>��@�DQG�FRIIHH�>��@���
&KRLFH�RYHUORDG�HIIHFWV�FDQ�DOVR�RFFXU� LQ�LWHP�OLVWV�JHQHUDWHG�E\�
UHFRPPHQGHU� V\VWHPV�� %ROOHQ� HW� DO�� >�@� SHUIRUPHG� D� XVHU� VWXG\�
ZLWK�D�PDWUL[�IDFWRUL]DWLRQ�PRYLH�UHFRPPHQGHU��7KH\�XVHG�WKUHH�
FRQGLWLRQV��D�VPDOO�WRS���OLVW��D�ODUJH�KLJK�TXDOLW\�WRS����OLVW�DQG�D�
ODUJH� ORZHU� TXDOLW\� ��� LWHP� OLVW�� FRPSRVHG� RI� WKH� WRS��� SOXV� ���
LWHPV�ZLWK�ORZHU�UDQNHG�PRYLHV��8VHUV�H[SHULHQFHG� VLJQLILFDQWO\�
PRUH�FKRLFH�GLIILFXOW\�ZKHQ�SUHVHQWHG�ZLWK�WKH�KLJK�TXDOLW\� WRS�
��� LWHP� OLVW�� FRPSDUHG� WR� WKH� RWKHU� WZR� OLVWV�� 7KLV� LQFUHDVHG�
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GLIILFXOW\� FRXQWHUDFWHG� WKH� LQFUHDVHG� DWWUDFWLYHQHVV� RI� WKH� ODUJHU�
VHW�� VKRZLQJ� WKDW� LQ� WKH� HQG�� FKRLFH� VDWLVIDFWLRQ� LQ� DOO� WKUHH� OLVW�
FRQGLWLRQV� ZDV� DERXW� WKH� VDPH�� ,Q� RWKHU� ZRUGV�� DOWKRXJK� XVHUV�
IRXQG� WKH� ORQJ�KLJK�TXDOLW\� OLVW�PRUH�DWWUDFWLYH�� WKH\�HQJDJHG� LQ�
LQFUHDVHG�HIIRUW�ZKHQ�HYDOXDWLQJ�LWV� LWHPV��FRPSDUHG�WR�WKH�RWKHU�
WZR�OLVWV��%HKDYLRUDO�GDWD�FRUURERUDWHG�WKHVH�ILQGLQJV��

���� )DFWRUV�XQGHUO\LQJ�FKRLFH�RYHUORDG�
:LWKLQ�WKH�SV\FKRORJLFDO� OLWHUDWXUH�WKHUH� LV�D� VWURQJ�GHEDWH�DV� WR�
KRZ� RPQLSUHVHQW� WKH� FKRLFH� RYHUORDG� SKHQRPHQRQ� LV�� $� UHFHQW�
PHWD�DQDO\VLV�E\�6FKHLEHKHQQH�HW�DO��>��@�DFURVV����VWXGLHV�VKRZV�
WKDW� WKH� RYHUDOO� HIIHFW� VL]H� LV� ]HUR�� VKRZLQJ� WKDW� LQ� VRPH� FDVHV�
ORQJHU� LWHPV� OLVWV� DUH� GHWULPHQWDO� DQG� LQ� VRPH� FDVHV� EHQHILFLDO��
6HYHUDO�SUHFRQGLWLRQV�DUH�LGHQWLILHG�DV�SRWHQWLDO�FDXVHV�IRU�FKRLFH�
RYHUORDG�� $� ODUJHU� FKRLFH� VHW� PLJKW� RQO\� UHVXOW� LQ� GHFUHDVHG�
VDWLVIDFWLRQ�DQG�LQFUHDVHG�FKRLFH�GHIHUUDO�ZKHQ�WKHUH�DUH�QR�VWURQJ�
SULRU� SUHIHUHQFHV� RU� GRPLQDQW� RSWLRQV� LQ� WKH� LWHP� VHW� >��� ��@��
,QGHHG�� 6FKHLEHKHQQH� HW� DO�� VKRZ� LQ� WKHLU� PHWD�DQDO\VLV� WKDW�
H[SHUWLVH� DQG�SULRU�SUHIHUHQFHV� UHGXFH�FKRLFH� RYHUORDG�� VKRZLQJ�
WKDW� LW� LV� PRVW� OLNHO\� WR� RFFXU� IRU� VHWV� LQ� ZKLFK� WKHUH� LV� OLWWOH�
YDULDELOLW\� LQ� WKH� DWWUDFWLYHQHVV� RI� WKH� LQGLYLGXDO� LWHPV� DQG� LQ�
ZKLFK� QR� VSHFLILF� LWHPV� VWDQG� RXW� �L�H��� WKH� LWHPV� DOO� ILW� WKH�
SUHIHUHQFHV� RI� WKH� GHFLVLRQ� PDNHU� HTXDOO\� ZHOO��� ,Q� WKH�
SV\FKRORJLFDO�DQG�PDUNHWLQJ�OLWHUDWXUH��WKH�FKRLFH�RYHUORDG�HIIHFW�
LV� PRVWO\� VWXGLHG� XVLQJ� LWHP� VHWV� WKDW� DUH� QRW� SHUVRQDOL]HG� DQG�
WKHUHIRUH� FRQWDLQ� D� ZLGH� YDULHW\� RI� GLIIHUHQW� LWHPV� WKDW� GR� QRW�
QHFHVVDULO\� OLH� LQ� D� SHUVRQ
V� ILHOG� RI� LQWHUHVW�� 5HFRPPHQGHU�
V\VWHPV��RQ�WKH�RWKHU�KDQG��SURYLGH�OLVWV�WKDW�DUH�RSWLPL]HG�IRU�WKH�
GHFLVLRQ�PDNHU�� )RU� VXFK� VHWV� WKH� SUHFRQGLWLRQV� IRU� FKRLFH�
RYHUORDG� DUH� HDVLO\� PHW�� DV� UHFRPPHQGDWLRQ� OLVWV� FRQWDLQ� PDQ\��
KLJKO\�DWWUDFWLYH�LWHPV��QRQH�RI�ZKLFK�DUH�FOHDUO\�GRPLQDWLQJ��7KLV�
VXJJHVWV��LQ�OLQH�ZLWK�%ROOHQ�HW�DO��>�@��WKDW�FKRLFH�RYHUORDG�PLJKW�
EH� DQ� LPSRUWDQW� �DQG� XQGHVLUDEOH�� VLGH� HIIHFW� RI� SHUVRQDOL]HG�
UHFRPPHQGHU�V\VWHPV���
6FKHLEHKHQQH�HW�DO��>��@�VXJJHVW�WKDW�WKHUH�DUH�VHYHUDO�PRGHUDWRUV�
QRW� LQFOXGHG�LQ�WKHLU�PHWD�DQDO\VLV� WKDW�PLJKW� LQIOXHQFH�WKH�OHYHO�
RI�FKRLFH�RYHUORDG�DQG�WKDW�UHTXLUH�PRUH�UHVHDUFK��:H�ZLOO�IRFXV�
SUHGRPLQDQWO\� RQ� PRGHUDWRUV� UHODWHG� WR� WKH� FRPSRVLWLRQ� DQG�
SHUFHSWLRQ� RI� WKH� LWHP� VHW�� DV� WKHVH� DUH� PRGHUDWRUV� WKDW� FDQ� EH�
LQYHVWLJDWHG� HIIHFWLYHO\� E\� PDQLSXODWLQJ� WKH� RXWSXW� RI� D�
UHFRPPHQGHU�V\VWHP��
7ZR�LPSRUWDQW�PRGHUDWRUV�UHODWHG�WR�WKH�FRPSRVLWLRQ�RI�WKH�LWHP�
VHW�DUH�UHFRJQL]HG�E\�6FKHLEHKHQQH�HW�DO��>��@��WKH�FDWHJRUL]DWLRQ�
RI�WKH�OLVW�DQG�WKH�GLYHUVLW\�RI�WKH�OLVW��7KH�ILUVW�PRGHUDWRU�VXJJHVWV�
WKDW�LI�LWHPV�DUH�FDWHJRUL]HG��FRJQLWLYH�HIIRUW�LV�UHGXFHG��UHVXOWLQJ�
LQ� OHVV� FKRLFH� RYHUORDG� DQG� KLJKHU� VDWLVIDFWLRQ� >��@��
&DWHJRUL]DWLRQ�RI�UHFRPPHQGDWLRQV�LQ�D�UHFRPPHQGHU�V\VWHP�KDV�
EHHQ� VKRZQ� WR� LQFUHDVH� XVHU� VDWLVIDFWLRQ�� HIIHFWLYHQHVV� DQG�
FRQILGHQFH� >�@�� 7KRXJK� LW� KDV� QRW� \HW� EHHQ� HVWDEOLVKHG� LI�
FDWHJRUL]DWLRQ� FDQ� DOVR� UHGXFH� FKRLFH� RYHUORDG� LQ� UHFRPPHQGHU�
V\VWHPV�� ZH� ZLOO� IRFXV� RQ� WKH� VHFRQG� PRGHUDWRU� RI� FKRLFH�
RYHUORDG� WKDW� KDV� EHHQ� SDUW� RI� RQJRLQJ� UHVHDUFK� LQ� ERWK�
UHFRPPHQGHU�V\VWHPV�DQG�SV\FKRORJ\��LWHP�VHW�GLYHUVLW\���

���� 7KH�UROH�RI�LWHP�VHW�GLYHUVLW\�
6FKHLEHKHQQH�HW�DO��>��@�LQGLFDWH�WKDW�LWHP�VHW�GLYHUVLW\�LV�DQRWKHU�
LPSRUWDQW� PRGHUDWRU� RI� FKRLFH� RYHUORDG�� 7KH\� DUJXH� WKDW� XQWLO�
QRZ� GLYHUVLW\� KDV� QRW� EHHQ� SUHFLVHO\� FRQWUROOHG� LQ� VWXGLHV� RI�
FKRLFH� RYHUORDG�� DQG� WKDW� WKH� ODFN� RI� FRQWURO� RYHU� WKLV� YDULDEOH�
PLJKW�EH�RQH� UHDVRQ�ZK\� VWXGLHV�RQ�FKRLFH� RYHUORDG� VKRZ�VXFK�
YRODWLOH� UHVXOWV��7KH�EHQHILW� RI�XVLQJ� UHFRPPHQGHU� DOJRULWKPV�LV�
WKDW� WKHVH�GR�DOORZ�XV�WR�FRQWURO� LWHP�DWWUDFWLYHQHVV�DQG�LWHP�VHW�
GLYHUVLW\� DW� WKH� VDPH� WLPH�� RIIHULQJ� D� SUHFLVH� FRQWURO� RI� WKH�

FRPSRVLWLRQ�RI� WKH�LWHP�VHW��%XW�WR�XQGHUVWDQG�EHWWHU�WKH�UHODWLRQ�
EHWZHHQ�GLYHUVLW\�DQG�FKRLFH�GLIILFXOW\��ZH�ZLOO�ILUVW�GLVFXVV�VRPH�
RI� WKH� H[LVWLQJ� OLWHUDWXUH� WKDW� KDV� LQYHVWLJDWHG� WKH� GLIIHUHQFHV� LQ�
FKRLFH�GLIILFXOW\�EHWZHHQ�XQLIRUP�DQG�GLYHUVH�LWHP�VHWV��
5HXWVNDMD�HW�DO��>��@�IRXQG�WKDW�WKH�PRUH�XQLIRUP�DQ�LWHP�VHW�JHWV��
WKH�PRUH�GLIILFXOW� LW� EHFRPHV� WR�PDNH�D� FKRLFH��)DVROR�HW� DO�� >�@�
VWXGLHG�UHDO�ZRUOG�DVVRUWPHQWV�DQG�VKRZHG�WKDW�DV� WKH�QXPEHU�RI�
LWHPV� LQ� D� VHW� LQFUHDVH�� WKH� GLIIHUHQFHV� EHWZHHQ� WKH� RSWLRQV�
GHFUHDVH�� 6SHFLILFDOO\�� GLIIHUHQFHV� EHWZHHQ� WKH� UHOHYDQW� DWWULEXWH�
YDOXHV� EHFRPH� VPDOOHU� DQG� WKH� GHQVLW\� RI� WKH� VHW� LQFUHDVHV��
'HQVLW\�LV�WKH�GLVWDQFH��PHDVXUHG�RQH�SURGXFW�DWWULEXWH�DW�D�WLPH��
EHWZHHQ� RQH� SURGXFW� DQG� LWV� FORVHVW� QHLJKERU� �H�J��� WKH� LQWHU�
SURGXFW� GLVWDQFH� LV� ODUJHU� IRU� WKH� DWWULEXWH� ÄGXUDWLRQெ� ZKHQ� WKH�
PRYLHV�LQ�WKH�OLVW�DUH���������DQG�����PLQXWHV�ORQJ��WKDQ�IRU�D�OLVW�
RI� PRYLHV� WKDW� DUH� ���� ��� DQG� ���� PLQXWHV� ORQJ��� $V� GHQVLW\�
LQFUHDVHV�WKH�GLIIHUHQFHV�EHWZHHQ�SURGXFWV�GHFUHDVH��L�H��WKH�LWHPV�
LQ� D�KLJK� GHQVLW\� VHW� DUH� PRUH� XQLIRUP��ZKHUHDV� LWHPV� LQ� D� ORZ�
GHQVLW\�VHW�DUH�PRUH�GLYHUVH����
)DVROR� HW� DO�� >�@� DUJXH� WKDW� LQ� XQLIRUP� VHWV��ZLWK� DWWULEXWH� OHYHOV�
FORVH� WR� RQH�DQRWKHU�� LW� LV�KDUG�WR�GHFLGH�ZKLFK�RSWLRQ� LV�EHWWHU��
8VHUV� RI� W\SLFDO� UHFRPPHQGHU� V\VWHPV��ZKHUH� LWHP� VHWV� FRQWDLQ�
PDQ\� LWHPV� WKDW�DUH�KLJKO\� VLPLODU��PLJKW� WKHUHIRUH� H[SHULHQFH� D�
ODUJH�DPRXQW�RI�FKRLFH� GLIILFXOW\�� DV� WKH\�PD\� ILQG� LW� GLIILFXOW� WR�
MXVWLI\�RQH�GHFLVLRQ�RYHU�DQRWKHU��3HRSOH�SUHIHU�WR�PDNH�GHFLVLRQV�
WKH\� FDQ� HDVLO\� MXVWLI\� >��@�� HVSHFLDOO\� ZKHQ� LWHP� VHWV� EHFRPH�
ODUJHU� >��@�� 7KHUHIRUH�� SHRSOH� PD\� SUHIHU� GLYHUVLILHG� LWHP� VHWV�
RYHU� XQLIRUP� LWHP� VHWV�� DV� LWHPV� IURP� GLYHUVLILHG� OLVWV� SURYLGH�
FOHDU�UHDVRQV�WR�EH�FKRVHQ��
+RZHYHU�� WKHUH� LV� DQRWKHU� VLGH� RI� GLYHUVLILHG� VHWV�� ZKLFK� KDV�
UHFHLYHG� OLWWOH� GLVFXVVLRQ� LQ� WKH� OLWHUDWXUH� FRQFHUQLQJ� FKRLFH�
RYHUORDG��$V�RSWLRQV�EHFRPH�PRUH�GLYHUVH��WKH\�PLJKW�HQFRPSDVV�
GLIILFXOW�WUDGHRIIV�WKDW�JHQHUDWH�FRQIOLFWV�WKDW�UHTXLUH�D�ORW�RI�HIIRUW�
WR� UHVROYH�� DV� RQH� DOZD\V� QHHGV� WR� VDFULILFH� VRPHWKLQJ� ZKHQ�
FKRRVLQJ� RQH� LWHP� RYHU� DQRWKHU�� 6FKROWHQ� DQG� 6KHUPDQ� >��@�
SURSRVH� D� GRXEOH� PHGLDWLRQ� PRGHO�� ZKLFK� VKRZV� D� 8�VKDSHG�
UHODWLRQ�EHWZHHQ�WKH�VL]H�RI�WKH�WUDGHRIIV�LQ�D�VHW�DQG�WKH�DPRXQW�
RI�FRQIOLFW�WKDW�LV�JHQHUDWHG�E\�WKH�VHW��7KH\�VXJJHVW�WKDW�ERWK�YHU\�
XQLIRUP�DQG�YHU\�GLYHUVH� VHWV�PLJKW�EH�GLIILFXOW� WR� FKRRVH� IURP��
FRPSDUHG�WR� VHWV�RI� DYHUDJH�GLYHUVLW\��&KRRVLQJ� IURP�D�XQLIRUP�
FKRLFH�VHW��FRPSDUHG�WR�D�GLYHUVLILHG�FKRLFH�VHW��LV�KDUGHU�EHFDXVH�
RQH� ODFNV� FRPSHOOLQJ� UHDVRQV� WR� SLFN� DQ\� RSWLRQ�� +RZHYHU�� WKH�
WUDGHRIIV� RQH� KDV� WR�PDNH�DUH� VPDOOHU��ZKLFK�PDNHV� LW� HDVLHU� WR�
FKRRVH� EHFDXVH� QR� JUHDW� VDFULILFHV� QHHG� WR� EH� LQFXUUHG��
&RQYHUVHO\��PDNLQJ�D�FKRLFH�IURP�D�GLYHUVH�FKRLFH�VHW��FRPSDUHG�
WR�D�XQLIRUP�FKRLFH�VHW��LV�HDVLHU�EHFDXVH�EHWWHU�DUJXPHQWV�FDQ�EH�
PDGH� IRU� D� FHUWDLQ� RSWLRQ�� +RZHYHU�� WKH� WUDGHRIIV� DUH� ODUJHU��
ZKLFK� PDNHV� LW� PRUH� GLIILFXOW� WR� PDNH� WKH� GHFLVLRQ�� EHFDXVH�
JUHDWHU�VDFULILFHV�QHHG�WR�EH�LQFXUUHG���
*LYHQ� WKH� IDFW� WKDW� UHFRPPHQGHU� V\VWHPV� DUH� SURQH� WR� LQGXFH�
FKRLFH� RYHUORDG� DQG� WKDW� UHVHDUFKHUV� LQ� SV\FKRORJ\� GR� QRW� \HW�
DJUHH�ZKHWKHU�LQFUHDVHG�GLYHUVLW\�OHDGV�WR�PRUH�RU�OHVV�GLIILFXOW\��
WKHUH�LV�D�QHHG�WR�VWXG\�WKH�HIIHFW�RI� LWHP�VHW�GLYHUVLW\�RQ�FKRLFH�
GLIILFXOW\� DQG� WUDGHRII� GLIILFXOW\� LQ� JUHDWHU� GHWDLO�� ,Q� WKH� SUHVHQW�
VWXG\�� ZH� HPSOR\� D� GLYHUVLILFDWLRQ� DOJRULWKP� WKDW� DOORZV� XV� WR�
WLJKWO\�FRQWURO�WKH�GLYHUVLW\�RI�WKH�UHFRPPHQGHG�LWHP�VHW��WKHUHE\�
DOORZLQJ�XV� WR� LQYHVWLJDWH�KRZ�GLIIHUHQW� OHYHOV�RI�GLYHUVLILFDWLRQ�
LQIOXHQFH� WKH� XVHUெV� SHUFHSWLRQ� DQG� H[SHULHQFHV� �LQ� WHUPV� RI�
WUDGHRII�GLIILFXOW\� DQG� FKRLFH�GLIILFXOW\��RI� WKH� LWHP�VHW�� )RU� WKLV�
SXUSRVH�� ZH� FKRVH� D� UHFRPPHQGHU� XVLQJ� D� PDWUL[� IDFWRUL]DWLRQ�
DOJRULWKP��DV�WKH�ODWHQW�IHDWXUHV�XVHG�E\�WKHVH�DOJRULWKPV�SURYLGH�
LGHDO�PHDQV�WR�FRQWURO�GLYHUVLW\�DQG�WUDGHRIIV��
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���� 0DWUL[�IDFWRUL]DWLRQ�DQG�WUDGHRIIV��
0DWUL[�IDFWRUL]DWLRQ�DOJRULWKPV�WU\�WR�H[SUHVV�PRYLHV�DQG�XVHUV�LQ�
WHUPV�RI�YHFWRUV�RQ�D�VHW�RI�ODWHQW�IHDWXUHV��)HDWXUHV�DUH�H[WUDFWHG�
LQ�VXFK�D�ZD\�WKDW�WKH�UHODWLYH�SRVLWLRQV�RI�DQ�LWHP�XVHU�SDLU�FDQ�
EH�XVHG�WR�SUHGLFW�WKH�UDWLQJ�IRU�WKH�XVHU�RQ�WKDW�LWHP�DV�DFFXUDWHO\�
DV�SRVVLEOH��7KH�UHFRPPHQGDWLRQV�SURYLGHG�DUH� WKRVH�LWHPV�ZLWK�
KLJKHVW�SUHGLFWHG�UDWLQJ�IRU�WKH�XVHU���
.RUHQ�� %HOO� DQG� 9ROLQVN\� >��@� FODLP� WKDW� WKH� YHFWRUV� LQ� PDWUL[�
IDFWRUL]DWLRQ� PRGHO� ³PHDVXUH� WKH� H[WHQW� WR� ZKLFK� WKH� LWHP�
SRVVHVVHV� WKRVH� >IHDWXUHV@�� SRVLWLYH� RU� QHJDWLYH´�� DQG� WKDW� WKHVH�
IHDWXUHV� UHODWH� WR� UHDO�ZRUOG� FRQFHSWV�� IRU� H[DPSOH� Ä*HDUHG�
WRZDUGV�PDOHV�IHPDOHVெ�DQG�Ä(VFDSLVW�6HULRXVெ��7KLV� LV�VLPLODU� WR�
KRZ� FKRLFH� VHWV� DUH� GHVFULEHG� LQ� 0XOWL�DWWULEXWH� XWLOLW\� WKHRU\�
�0$87��XVHG�LQ�WKH�SV\FKRORJ\�RI�MXGJPHQW�DQG�GHFLVLRQ�PDNLQJ�
>�@�� 0$87� GHVFULEHV� FKRLFH� RSWLRQV� RQ� D� VHW� RI� FRPPRQ�
GLPHQVLRQV� �DWWULEXWHV�� H�J��� KDUG� GLVN� VSDFH�� SURFHVVRU� VSHHG� RU�
EDWWHU\� OLIH� IRU� D� QRWHERRN��� DQG� DVVXPHV� WKDW� RQHெV� SUHIHUHQFHV�
FDQ� EH� GHVFULEHG� E\� D� VHULHV� RI�ZHLJKWV� WKDW� GHQRWH� WKH� UHODWLYH�
LPSRUWDQFH�RI�WKHVH�DWWULEXWHV�WR�D�GHFLVLRQ�PDNHU���
*LYHQ� WKH� VLPLODULW\�EHWZHHQ� DWWULEXWHV�DQG�WKH� ODWHQW� IHDWXUHV� LQ�
PDWUL[�IDFWRUL]DWLRQ��WKH�ODWHQW�IHDWXUH�VSDFH�FRXOG�EH�XVHG�WR�YDU\�
WKH� GLYHUVLW\� RI� UHFRPPHQGDWLRQ� OLVWV�� 7KH� ODWHQW� IHDWXUH� VSDFH�
DOORZV� XV� WR� VHOHFW� VXEVHWV� RI� UHFRPPHQGDWLRQV� ZLWK� D� VSHFLILF�
GHQVLW\� �L�H�� D� VSHFLILF� GLVWULEXWLRQ� DFURVV� WKH� ODWHQW� IHDWXUHV���
ZKLOH� NHHSLQJ� LWV� RYHUDOO� DWWUDFWLYHQHVV� �LQ� WHUPV� RI� SUHGLFWHG�
UDWLQJV�� FRQVWDQW�� $UJXDEO\�� WKLV� GLYHUVLW\� PDQLSXODWLRQ� GLUHFWO\�
DIIHFWV�XQGHUO\LQJ�SV\FKRORJLFDO� FRQFHSWV� UHVSRQVLEOH� IRU� FKRLFH�
GLIILFXOW\�DQG�WUDGHRII�GLIILFXOW\�DQG�WKHUHIRUH�LV�PRUH�HIIHFWLYH�LQ�
KHOSLQJ� XV� XQGHUVWDQG� FKRLFH� RYHUORDG� WKDQ� RWKHU� GLYHUVLW\�
PDQLSXODWLRQV� WKDW� DUH� RIWHQ� EDVHG� RQ� H[WHUQDO� LQIRUPDWLRQ�� )RU�
H[DPSOH�� =LHJOHU� HW� DO�� >��@� LQYHVWLJDWHG� WKDW� GLYHUVLILFDWLRQ� E\�
XVLQJ� D� VXEVHW� RI� WKH� 7RS���� UHFRPPHQGDWLRQV� DQG�GLYHUVLI\LQJ�
WKLV� VXEVHW� LQ� WHUPV� RI� ,QWUD�/LVW� 6LPLODULW\� EDVHG� RQ� D� VHSDUDWH��
H[WHUQDO�RQWRORJ\���

��� (;3(5,0(17��
���� *RDO�DQG�K\SRWKHVHV�
7KH�SUHVHQW�VWXG\�DLPV�WR�LQYHVWLJDWH�KRZ�GLYHUVLILFDWLRQ�RI�D�OLVW�
RI� UHFRPPHQGHG� LWHPV� DIIHFWV� WKH� SHUFHLYHG� GLYHUVLW\� DQG�
SHUFHLYHG� DWWUDFWLYHQHVV� RI� WKH� OLVW�� DQG� KRZ� WKHVH� IDFWRUV�
VXEVHTXHQWO\�DIIHFW�WUDGHRII�GLIILFXOW\�DQG�FKRLFH�GLIILFXOW\��8VLQJ�
D� GLYHUVLILFDWLRQ� DOJRULWKP� RQ� WKH� ODWHQW� IHDWXUHV� RI� D� PDWUL[�
IDFWRUL]DWLRQ� DOJRULWKP�� ZH� YDU\� WKH� GHQVLW\� RI� WKH� OLVW� RI�
UHFRPPHQGDWLRQV�ZKLOH�NHHSLQJ� WKH�RYHUDOO� DWWUDFWLYHQHVV�RI� WKH�
OLVW� �LQ� WHUPV� RI� WKH� SUHGLFWHG� UDWLQJV�� FRQVWDQW�� %\� XVLQJ� WKUHH�
OHYHOV� RI� GLYHUVLILFDWLRQ� ZH� LQYHVWLJDWH� ZKHWKHU� WKH� UHODWLRQ�
EHWZHHQ�GLYHUVLW\�DQG�GLIILFXOW\�LV�OLQHDU��KLJKHU�GLYHUVLW\�DOZD\V�
VLPSOLILHV� FKRRVLQJ� DV� LW� LV� HDVLHU� WR� ILQG� UHDVRQV� WR� FKRRVH� RQH�
RYHU� DQRWKHU�� WKH� SUHGRPLQDQW� YLHZ� LQ� WKH� OLWHUDWXUH� RQ� FKRLFH�
RYHUORDG��RU�8�VKDSHG��GLYHUVLW\�RQO\�KHOSV�WR�D�FHUWDLQ�OHYHO��EXW�
D�KLJK�GLYHUVLW\�PLJKW�UHVXOW�LQ�ODUJH�WUDGHRIIV�EHWZHHQ�LWHPV�WKDW�
DUH� HIIRUWIXO� WR� UHVROYH� DQG� WKDW�PLJKW� IRU� VRPH� SHRSOH� UHVXOW� LQ�
WRR�KLJK�VDFULILFHV��DV�VXJJHVWHG�E\�6FKROWHQ�DQG�6KHUPDQ� >��@���
7R�DFFXUDWHO\�PHDVXUH�WKH�UROH�RI�GLYHUVLW\��ZH�HPSOR\�D�ZLWKLQ�
VXEMHFW� GHVLJQ� LQ� ZKLFK� HDFK� SDUWLFLSDQW� LV� SUHVHQWHG�
�VHTXHQWLDOO\�� ZLWK� D� ORZ�� PHGLXP� DQG� KLJK� GLYHUVLW\� OLVW�� 7R�
SUHYHQW� SRVVLEOH� RUGHU� HIIHFWV�� WKH� RUGHU� RI� WKHVH� OLVWV� LV�
UDQGRPL]HG�RYHU�SDUWLFLSDQWV���
%HWZHHQ�VXEMHFWV�ZH�DOVR�YDU\�WKH�QXPEHU�RI�LWHPV�LQ�WKH�OLVW�RQ���
OHYHOV� ���� ���� ���� ��� RU� ����� DV� WKH� OLWHUDWXUH� VXJJHVWV� WKDW�
GLYHUVLILFDWLRQ� PLJKW� KDYH� D� VWURQJHU� LPSDFW� IRU� ODUJHU� OLVWV��
+RZHYHU�� JLYHQ� WKDW� UHFRPPHQGHUV� RXWSXW� SHUVRQDOL]HG� DQG�

KLJKO\� DWWUDFWLYH�VHWV�RI� LWHPV��ZH�PLJKW� ILQG� WKDW� HYHQ� IRU�VKRUW�
OLVWV��GLYHUVLILFDWLRQ�KDV�D�VWURQJ�LPSDFW�RQ�H[SHULHQFHG�GLIILFXOW\��
7R�PHDVXUH� WKH� VXEMHFWLYH� SHUFHSWLRQV� DQG� H[SHULHQFHV� RI� WKHVH�
UHFRPPHQGDWLRQV� DIWHU� WKH� SUHVHQWDWLRQ� RI� HDFK� OLVW�� ZH� HPSOR\�
WKH� XVHU�FHQWULF� IUDPHZRUN� IRU� XVHU� H[SHULHQFH� RI� UHFRPPHQGHU�
V\VWHPV� DV� GHVFULEHG� LQ� .QLMQHQEXUJ� HW� DO� >��@�� %DVHG� RQ� WKLV�
IUDPHZRUN� ZH� H[SHFW� WKDW� WKH� HIIHFW� RI� GLYHUVLILFDWLRQ� RI� WKH�
UHFRPPHQGHU�RXWSXW�RQ� VXEMHFWLYH�H[SHULHQFH�ZLWK� WKH�OLVW��KRZ�
GLIILFXOW� LV� LW� WR� PDNH� WUDGHRIIV� DQG� FKRRVH� IURP� WKH� OLVW�� LV�
PHGLDWHG� E\� VXEMHFWLYH� SHUFHSWLRQV� RI� WKH� GLYHUVLW\� DQG�
DWWUDFWLYHQHVV� RI� WKH� OLVW�� ,Q� SDUWLFXODU�� ZH� H[SHFW� WKDW� LWHP� OLVWV�
WKDW�DUH�PRUH�GLYHUVH��L�H���KDYH�D�ORZHU�GHQVLW\�RQ�WKH�DWWULEXWHV��
DUH� SHUFHLYHG� DV� PRUH� YDULHG� DQG� SRWHQWLDOO\� DOVR� DV� PRUH�
DWWUDFWLYH�� DQG� WKDW� WKHVH� WZR� IDFWRUV� DIIHFW� WKH� H[SHULHQFH� RI�
WUDGHRII�GLIILFXOW\�DQG�FKRLFH�GLIILFXOW\���

���� 0DQLSXODWLQJ�GLYHUVLW\�LQ�D�PDWUL[�
IDFWRUL]DWLRQ�PRGHO�
2XU� VWXG\� XVHV� D� ���GLPHQVLRQDO� SUHGLFWLRQ�PRGHO�� 7KH� JRDO� RI�
RXU� GLYHUVLILFDWLRQ� DOJRULWKP� LV� WR� JHQHUDWH� WKUHH� OLVWV� RI�PRYLHV�
WKDW�DUH�DERXW�HTXDOO\�DWWUDFWLYH��EXW�WKDW�GLIIHU�LQ�KRZ�PXFK�WKH\�
YDU\�RQ�WKH�ODWHQW�IHDWXUHV�RI�WKH�DOJRULWKP��2XU�GLYHUVLILFDWLRQ�LV�
SHUIRUPHG�RQ�WKH�SHUVRQDOL]HG�WRS�����RI�WKH�UDQNHG�RXWSXW�RI�WKH�
UHFRPPHQGHU� DOJRULWKP�� ,Q� D� SULRU� VWXG\� WKLV� QXPEHU� ZDV�
HVWDEOLVKHG� WR� DOORZ� IRU� D� ODUJH� HQRXJK� UDQJH� LQ� SRWHQWLDO�
GLYHUVLILFDWLRQ�ZKLOH� DW� WKH� VDPH� WLPH� QRW� GLIIHULQJ� WRR�PXFK� LQ�
DWWUDFWLYHQHVV�� WKH� GLIIHUHQFH� EHWZHHQ� WKH� KLJKHVW� DQG� ORZHVW�
SUHGLFWHG�UDWLQJV�LQ�D�W\SLFDO�WRS�����OLVW�IRU�WKLV�SUHGLFWLRQ�PRGHO�
LV������RQ�D� ILYH�SRLQW� VFDOH��ZKLFK� LV�QRW�PXFK�KLJKHU� WKDQ�WKH�
PHDQ�DEVROXWH�HUURU�LQ�WKH�SUHGLFWLRQV�RI�WKH�SUHGLFWLRQ�PRGHO�ZH�
XVHG��
)RU� HYHU\� SDUWLFLSDQW� WKUHH� GLIIHUHQW� VHWV� RI� 1� PRYLHV� ZHUH�
H[WUDFWHG� IURP� WKHVH� WRS� ���� UHFRPPHQGDWLRQV�� 7KH� ORZ�
GLYHUVLILFDWLRQ� VHW� FRQVLVWHG� RI� WKH� 1� PRYLHV� FORVHVW� WR� WKH�
FHQWURLG�RI� WKH� WRS�����UHFRPPHQGDWLRQV��VHH�)LJXUH�����)RU� WKH�
KLJK�GLYHUVLILFDWLRQ��D�JUHHG\�DOJRULWKP�ZDV�XVHG�WR�VHOHFW�WKH�VHW�
RI�1�PRYLHV�ZLWK�WKH�KLJKHVW�LQWHU�LWHP�GLVWDQFHV��XVLQJ�FLW\�EORFN�
GLVWDQFH��� 7KH� DOJRULWKP� VWDUWHG� ZLWK� WKH� PRYLH� FORVHVW� WR� WKH�
FHQWURLG�� 7KH� GLVWDQFH� WR� HDFK� RI� WKH� UHPDLQLQJ� PRYLHV� ZDV�
FDOFXODWHG�DQG�WKH�RQH�ZLWK�WKH�KLJKHVW�GLVWDQFH�ZDV�DGGHG�WR�WKH�
UHFRPPHQGDWLRQ�OLVW��)RU�WKH�QH[W�VWHSV��WKH�GLVWDQFHV�EHWZHHQ�DOO�
LWHPV� LQ� WKH� UHFRPPHQGDWLRQ� OLVW� DQG� DOO� UHPDLQLQJ� LWHPV� ZHUH�

)LJXUH� ��� 6FKHPDWLF� UHSUHVHQWDWLRQ� �VLPSOLILHG� LQ� WZR�
GLPHQVLRQV��RI�RXU�LWHP�GLYHUVLILFDWLRQ�LQ�WKH�WRS�����VHW�
�
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FDOFXODWHG�DQG�WKH�LWHP�ZLWK�WKH�PD[LPXP�GLVWDQFH�ZDV�DGGHG�WR�
WKH� UHFRPPHQGDWLRQ� OLVW�� XQWLO� WKH� UHTXLUHG� QXPEHU� RI�
UHFRPPHQGDWLRQV�ZDV� UHDFKHG�� ,QLWLDO� DQDO\VHV� RQ� WKH� XVHG� GDWD�
VHW�VXJJHVWHG�WKDW�D�ERXQGDU\�DURXQG�����ZRXOG�UHVXOW�LQ�PRYLHV�
ZLWK� D� PHGLXP� GHQVLW\�� VR� WR� GHULYH� D� VHW� ZLWK� PHGLXP�
GLYHUVLILFDWLRQ� OHYHO�� WKH�VDPH�JUHHG\�DOJRULWKP�ZDV�XVHG��EXW� LW�
ZDV�UHVWULFWHG�WR�WKH�����PRYLHV�FORVHVW�WR�WKH�FHQWURLG�LQVWHDG�RI�
XVLQJ�WKH�HQWLUH�VHW���

���� 6\VWHP�
)RU� WKH� VWXG\� D�PRYLH� UHFRPPHQGHU�ZDV� GHYHORSHG� EDVHG� RQ� D�
ZHE�LQWHUIDFH� XVHG� SUHYLRXVO\� LQ� WKH�0\0HGLD�SURMHFW��� XVLQJ� D�
0DWUL[� )DFWRUL]DWLRQ� DOJRULWKP� IRU� WKH� FDOFXODWLRQ� RI� WKH�
UHFRPPHQGDWLRQV�� 7KH� GDWDVHW� XVHG� IRU� WKH� H[SHULPHQW� ZDV� WKH�
��0�0RYLH/HQV� GDWDVHW��� ,Q� RUGHU� WR� PD[LPL]H� WKH� SUREDELOLW\�
WKDW�XVHUV�NQHZ�VRPH�RI�WKH�PRYLHV�SUHVHQWHG�LQ�WKH�LQLWLDO�UDWLQJ�
WDVN�� PRYLHV� IURP� EHIRUH� ����� DQG� WKHLU� FRUUHVSRQGLQJ� UDWLQJV�
ZHUH� UHPRYHG� IURP� WKH�GDWDVHW�� UHVXOWLQJ� LQ� D� VHW� RI� ����PLOOLRQ�
UDWLQJV�E\�������XVHUV�RQ������PRYLHV��:H�IXUWKHU�HQULFKHG�WKH�
0RYLH/HQV� GDWDVHW� ZLWK� D� VKRUW� V\QRSVLV�� FDVW�� GLUHFWRU� DQG� D�
WKXPEQDLO� LPDJH� RI� WKH� PRYLH� FRYHU� WDNHQ� IURP� WKH� ,QWHUQHW�
0RYLH� 'DWDEDVH�� 7KH� 0DWUL[� )DFWRUL]DWLRQ� DOJRULWKP� XVHG� ���
ODWHQW�IHDWXUHV��D�PD[LPXP�LWHUDWLRQ�FRXQW�RI������D�UHJXODUL]DWLRQ�
FRQVWDQW� RI� ������� DQG� D� OHDUQLQJ� UDWH� RI� ������ 8VLQJ� D� ��IROG�
FURVV�YDOLGDWLRQ�RQ�WKH�XVHG�GDWDVHW��WKLV�VSHFLILF�FRPELQDWLRQ�RI�
GDWD�DQG�DOJRULWKP�UHVXOWHG�LQ�DQ�506(�RI�������DQG�DQ�0$(�RI�
�������ZKLFK�LV�XS�WR�VWDQGDUGV��$Q�RYHUYLHZ�RI�PHWULFV�LV�JLYHQ�
E\�>�@��

���� 'HVLJQ�DQG�SURFHGXUH�
7KH� VWXG\� FRQVLVWHG� RI� WKUHH� SDUWV�� ,Q� WKH� ILUVW� SDUW�� SDUWLFLSDQWV�
DQVZHUHG� D� VHW� RI� TXHVWLRQV� WR� PHDVXUH� D� QXPEHU� RI� LQGLYLGXDO�
FKDUDFWHULVWLFV�� ,Q� WKHLU� PHWD�DQDO\VLV�� 6FKHLEHKHQQH� HW� DO�� >��@�
VKRZ� WKDW� WKH� FKDUDFWHULVWLFV� H[SHUWLVH� DQG� SULRU� SUHIHUHQFH� DUH�
LPSRUWDQW� PRGHUDWRUV� RI� FKRLFH� RYHUORDG�� 7KHUHIRUH�� ZH�
FRQVWUXFWHG�D�VHW�RI�LWHPV�WR�PHDVXUH�PRYLH�H[SHUWLVH�DQG�VWUHQJWK�
RI� SUHIHUHQFHV�� :H� DOVR� PHDVXUHG� PD[LPL]LQJ� WHQGHQF\� RI� RXU�
SDUWLFLSDQWV�� XVLQJ� WKH� VKRUW� ��LWHP� YHUVLRQ� >��@� RI� WKH�
PD[LPL]DWLRQ� TXHVWLRQQDLUH� E\� 6FKZDU]� >��@�� 6FKZDU]� GHILQHV�
SHRSOH� ZKR� DOZD\V� WU\� WR� PDNH� WKH� EHVW� SRVVLEOH� FKRLFH� DV�
PD[LPL]HUV��DQG�SHRSOH�ZKR�DLP�IRU�³JRRG�HQRXJK´�DV�VDWLVILFHUV��
0D[LPL]HUV� FRQVLGHU� PRUH� RSWLRQV� ZKHUHDV� VDWLVILFHUV� VWRS�
ORRNLQJ�ZKHQ�WKH\�KDYH�IRXQG�DQ�LWHP�WKDW�PHHWV�WKHLU�VWDQGDUGV��
7KHUHIRUH� WKH� VHDUFK� FRVWV� RI� PD[LPL]HUV� DUH� KLJKHU� DQG�
FRQVHTXHQWO\� LW� LV� VXJJHVWHG� WKDW� WKH\� DUH�PRUH� SURQH� WR� FKRLFH�
RYHUORDG���
$IWHU� WKHVH� TXHVWLRQV�� WKH� VHFRQG� SDUW� RI� WKH� VWXG\� ZDV� XVHG� WR�
JDWKHU� UDWLQJ� LQIRUPDWLRQ� IURP� WKH� SDUWLFLSDQW� WR� EH� DEOH� WR�
FDOFXODWH� DQG� SURYLGH� SHUVRQDOL]HG� UHFRPPHQGDWLRQV�� ,Q� WKLV�
SKDVH� WKH� SDUWLFLSDQWV� ZHUH� DVNHG� WR� UDWH� D� WRWDO� RI� WHQ� PRYLHV��
7KH\�ZHUH�SUHVHQWHG�ZLWK�WHQ�UDQGRPO\�VHOHFWHG�PRYLHV�DW�D�WLPH��
ZLWK� WKH� LQVWUXFWLRQ� WR� UDWH� RQO\� WKH� PRYLHV� WKH\� ZHUH� IDPLOLDU�
ZLWK� �UDWLQJV� ZHUH� HQWHUHG� RQ� D� VFDOH� IURP� �� WR� �� VWDUV��� $IWHU�
LQVSHFWLQJ� DQG� �SRVVLEO\�� UDWLQJ� VRPH� RI� WKH� WHQ�PRYLHV� VKRZQ��
XVHUV�FRXOG�JHW�D�QHZ�OLVW�RI�PRYLHV�E\�SUHVVLQJ�D�EXWWRQ��:KHQ�
WKH�SDUWLFLSDQW�KDG�HQWHUHG�WHQ�RU�PRUH�UDWLQJV�LQ�WRWDO��WKH\�ZRXOG�
EH�JXLGHG�WR�WKH�WKLUG�SDUW��
,Q�WKH�WKLUG�SDUW�WKH�SDUWLFLSDQW�VHTXHQWLDOO\�UHFHLYHG�WKUHH�WLPHV�D�
OLVW� ZLWK� UHFRPPHQGDWLRQV�� HDFK� WLPH� ZLWK� D� GLIIHUHQW� OHYHO� RI�

�������������������������������������������������������������
��6HH�KWWS���ZZZ�P\PHGLDSURMHFW�RUJ��
���7KH�0RYLH/HQV�GDWDVHW�LV�DYDLODEOH�DW�KWWS���JURXSOHQV�RUJ��

GLYHUVLILFDWLRQ� �WKH� RUGHU� RI� GLYHUVLILFDWLRQ� OHYHOV� ZDV�
UDQGRPL]HG��� 'HSHQGLQJ� RQ� WKH� FRQGLWLRQ�� WKH� SDUWLFLSDQW� ZDV�
VKRZQ�D�UDQN�RUGHUHG�OLVW�RI�EHWZHHQ���DQG����PRYLHV��OLVW�OHQJWK�
ZDV�PDQLSXODWHG�EHWZHHQ� VXEMHFWV�� UHSUHVHQWHG�E\�D�PRYLH� WLWOH��
7KH� SUHGLFWHG� UDWLQJ� �LQ� VWDUV� DQG� RQH� SRLQW� GHFLPDO� YDOXH��ZDV�
VKRZQ�QH[W�WR�WKH�WLWOH��,I�WKH�SDUWLFLSDQW�KRYHUHG�RYHU�RQH�RI�WKH�
WLWOHV��DGGLWLRQDO�LQIRUPDWLRQ�DSSHDUHG�LQ�D�VHSDUDWH�SUHYLHZ�SDQHO��
7KLV�DGGLWLRQDO�LQIRUPDWLRQ�FRQVLVWHG�RI�WKH�PRYLH�FRYHU��WKH�WLWOH�
RI� WKH�PRYLH��D�V\QRSVLV�� WKH�QDPH�RI� WKH�GLUHFWRU�V��DQG�SDUW�RI�
WKH� FDVW�� %HIRUH� PRYLQJ� WR� WKH� QH[W� OLVW�� SDUWLFLSDQWV� ZHUH�
SUHVHQWHG� ZLWK� D� VKRUW� TXHVWLRQQDLUH� RI� ��� LWHPV�� PHDVXULQJ�
FKRLFH� GLIILFXOW\�� WUDGHRII� GLIILFXOW\�� SHUFHLYHG� GLYHUVLW\� DQG�
SHUFHLYHG� DWWUDFWLYHQHVV� RI� WKH� SUHVHQWHG� OLVW�� 3DUWLFLSDQWV� WKXV�
DQVZHUHG�WKHVH�TXHVWLRQV�DERXW�HDFK�RI�WKH�WKUHH�OLVWV��

���� 3DUWLFLSDQWV�
3DUWLFLSDQWV� IRU� WKLV� VWXG\� ZHUH� JDWKHUHG� XVLQJ� DQ� RQOLQH�
SDUWLFLSDQW� GDWDEDVH��3DUWLFLSDQWV�ZHUH� FRPSHQVDWHG�ZLWK��� HXUR�
�DERXW���86�GROODUV�� IRU�SDUWLFLSDWLQJ�����SDUWLFLSDQWV� FRPSOHWHG�
WKH� VWXG\� �PHDQ� DJH�� ����� \HDUV�� VG ������ ��� IHPDOHV� DQG� ���
PDOHV����

��� 5(68/76�
���� 0HDVXUHV��
7KH� LWHPV� LQ� WKH� TXHVWLRQQDLUHV� ZHUH� ILUVW� VXEPLWWHG� WR� DQ�
H[SORUDWRU\� IDFWRU� DQDO\VLV� �()$�� WR� GHWHUPLQH� ZKHWKHU� WKHLU�
FRYDULDQFHV� QDWXUDOO\� UHSURGXFHG� WKH� SUHGLFWHG� FRQVWUXFWV�� 7KH�
()$�XVHG�UHSHDWHG�RUGLQDO�GHSHQGHQW�YDULDEOHV��D�ZHLJKWHG�OHDVW�
VTXDUHV�HVWLPDWRU�DQG�*HRPLQ�URWDWLRQ��$IWHU�GHOHWLQJ�LWHPV�ZLWK�
ORZ�FRPPXQDOLWLHV�RU�KLJK�FURVV�ORDGLQJV�� WKH�DQDO\VLV�SURGXFHG�
ILYH�FRUUHODWHG�IDFWRUV�ZLWK�D�JRRG�PRGHO�ILW��Ȥ������ ��������S���
������ &),�  � ������ 7/,�  � ������ 506($�  � �������� D� JRRG� IDFWRU�
GHILQLWLRQ� �ORZHVW� UHOHYDQW� ORDGLQJ�� ������ KLJKHVW� LUUHOHYDQW�
ORDGLQJ�� ������ DQG� D� JRRG� GLVFULPLQDQW� YDOLGLW\� �KLJKHVW� IDFWRU�
FRUUHODWLRQ�� ������� 7KHVH� DUH� WKH� UHVXOWLQJ� ILYH� IDFWRUV� DQG� WKHLU�
XQGHUO\LQJ�LWHPV���

 3HUFHLYHG�UHFRPPHQGDWLRQ�GLYHUVLW\����LWHPV���
 7KH�OLVW�RI�PRYLHV�ZDV�YDULHG��
 $OO�WKH�PRYLHV�ZHUH�VLPLODU�WR�HDFK�RWKHU��
 0RVW�PRYLHV�ZHUH�IURP�WKH�VDPH�JHQUH���
 0DQ\�RI�WKH�PRYLHV�LQ�WKH�OLVW�GLIIHUHG�IURP�RWKHU�PRYLHV�
LQ�WKH�OLVW��

 7KH�PRYLHV�GLIIHUHG�D�ORW�IURP�HDFK�RWKHU�RQ�GLIIHUHQW�
DVSHFWV��

 3HUFHLYHG�UHFRPPHQGDWLRQ�DWWUDFWLYHQHVV����LWHPV���
 ,�ZRXOG�JLYH�WKH�UHFRPPHQGHG�PRYLHV�D�KLJK�UDWLQJ��
 7KH�OLVW�RI�PRYLHV�VKRZHG�WRR�PDQ\�EDG�LWHPV��
 7KH�OLVW�RI�PRYLHV�ZDV�DWWUDFWLYH��
 ,�GLGQெW�OLNH�DQ\�RI�WKH�UHFRPPHQGHG�LWHPV��
 7KH�OLVW�RI�UHFRPPHQGDWLRQV�PDWFKHG�P\�SUHIHUHQFHV��

 �6WUHQJWK�RI�SUHIHUHQFH����LWHPV���
 ,�KDYH�FOHDUO\�GHILQHG�SUHIHUHQFHV�FRQFHUQLQJ�PRYLHV���
 ,�NQRZ�ZKDW�NLQG�RI�PRYLHV�,�OLNH��
 0RVW�RI�WKH�WLPH�,�OHW�VRPHRQH�HOVH�SLFN�D�PRYLH�IRU�PH��
�

�������������������������������������������������������������
��%DVHG�RQ�H[WHQVLYH�VLPXODWLRQV��+X�DQG�%HQWOHU�>�@�SURSRVH�FXW�
RII�YDOXHV�IRU�WKHVH�ILW�LQGLFHV�WR�EH��&),�!������7/,�!������DQG�
506($��������
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 0RYLH�H[SHUWLVH����LWHPV���
 ,�DP�D�PRYLH�ORYHU���
 &RPSDUHG�WR�P\�SHHUV�,�ZDWFK�D�ORW�RI�PRYLHV���
 &RPSDUHG�WR�P\�SHHUV�,�DP�DQ�H[SHUW�RQ�PRYLHV���
 ,�RQO\�NQRZ�D�IHZ�PRYLHV��

 0D[LPL]LQJ�WHQGHQF\����LWHPV���
 1R�PDWWHU�ZKDW�,�GR��,�KDYH�WKH�KLJKHVW�VWDQGDUGV�IRU�
P\VHOI��

 ,�QHYHU�VHWWOH�IRU�WKH�VHFRQG�EHVW��
�

7ZR�DGGLWLRQDO�LWHPV�ZHUH�VHOHFWHG�DV�LQGLFDWRUV��

 &KRLFH�GLIILFXOW\��³,�ZRXOG�ILQG�LW�GLIILFXOW�WR�FKRRVH�D�PRYLH�
IURP�WKLV�OLVW´��

 7UDGHRII�GLIILFXOW\��³,�KDG�WR�SXW�D�ORW�RI�HIIRUW�LQWR�
FRPSDULQJ�WKH�GLIIHUHQW�DVSHFWV�RI�WKH�PRYLHV´��

1LQH�DGGLWLRQDO� LWHPV� IDLOHG�WR� FRQWULEXWH� WR� D� VLQJOH� IDFWRU�� DQG�
ZHUH�WKHUHIRUH�GHOHWHG�IURP�WKH�DQDO\VLV���

���� 0DQLSXODWLRQ�FKHFNV�
:H� FRPSDUHG� WKH� UHVXOWLQJ� GLYHUVLW\�� SUHGLFWHG� UDWLQJV� DQG�
YDULDQFH� RI� WKH� SUHGLFWHG� UDWLQJV� LQ� RXU� GDWD� WR� FKHFN� RXU�
GLYHUVLILFDWLRQ� DOJRULWKP�� $V� FDQ� EH� VHHQ� LQ� 7DEOH� ��� RXU�
GLYHUVLILFDWLRQ�DOJRULWKP�LQGHHG�LQFUHDVHV�WKH�DYHUDJH�UDQJH�RI�WKH�
VFRUHV�RQ�WKH����PDWUL[�IDFWRUL]DWLRQ�IHDWXUHV��FDOFXODWHG�WKURXJK�
(TXDWLRQ�����D�SUR[\�RI�WKH�OHYHO�RI�DWWULEXWH�GLYHUVLW\���

� 𝐴𝐹𝑆𝑅 =  ∑ ୫ୟ୶(௫)ି୫୧୬(௫)
ଵ

ଵ
ଵ   � ����

�
7DEOH����'LYHUVLW\�DQG�SUHGLFWHG�UDWLQJV�RI�WKH�SUHVHQWHG�LWHPV�

LQ�RXU�VWXG\�

GLYHUVLW\�
�

$YHUDJH�
IHDWXUH�VFRUH�
UDQJH��$)65��
PHDQ��6(��

3UHGLFWHG�
UDWLQJ�

PHDQ��6(��

6'�SUHGLFWHG�
UDWLQJ�

PHDQ��6(��
/RZ� �������������� �������������� ��������������

0HGLXP� �������������� �������������� ��������������
+LJK� �������������� �������������� ��������������

$W� WKH�VDPH�WLPH�WKH�SUHGLFWHG�UDWLQJV�GR�QRW�GLIIHU�EHWZHHQ�WKH�
WKUHH� OHYHOV� RI� GLYHUVLILFDWLRQ� VKRZLQJ� WKDW� ZH� PDQLSXODWHG�
GLYHUVLW\� LQGHSHQGHQW� RI� �SUHGLFWHG�� DWWUDFWLYHQHVV�� 7KH� VWDQGDUG�
GHYLDWLRQ� RI� WKH� SUHGLFWHG� UDWLQJV� IRU� WKH� WKUHH� VHW� GRHV� LQFUHDVH�
VOLJKWO\�ZLWK�LQFUHDVLQJ�GLYHUVLW\���

���� 6(0�0RGHO�
7KH� VXEMHFWLYH� FRQVWUXFWV� IURP� WKH� ()$� ZHUH� RUJDQL]HG� LQWR� D�
SDWK� PRGHO� XVLQJ� D� FRQILUPDWRU\� VWUXFWXUDO� HTXDWLRQ� PRGHOLQJ�
�6(0��DSSURDFK�ZLWK�UHSHDWHG�RUGLQDO�GHSHQGHQW�YDULDEOHV�DQG�D�
ZHLJKWHG� OHDVW� VTXDUHV� HVWLPDWRU�� ,Q� WKH� UHVXOWLQJ� PRGHO�� WKH�
VXEMHFWLYH�FRQVWUXFWV�DUH�VWUXFWXUDOO\�UHODWHG�WR�HDFK�RWKHU�DQG�WR�
WKH� FRQGLWLRQV� �OLVW� OHQJWK� DQG� GLYHUVLILFDWLRQ� OHYHO��� 7KH� PRGHO�
ZDV� FRQVWUXFWHG� EDVHG� RQ� WKH� XVHU�FHQWULF� IUDPHZRUN� IRU� XVHU�
H[SHULHQFH�RI�UHFRPPHQGHU�V\VWHPV�GHVFULEHG�LQ�.QLMQHQEXUJ�HW�
DO�� >��@��,Q� WKH�ILQDO�PRGHO�� WKH�PD[LPL]HU�VFDOH�GLG�QRW�UHODWH�WR�
DQ\�RWKHU�YDULDEOH��DQG�ZDV�WKHUHIRUH�UHPRYHG�IURP�WKH�DQDO\VLV��
7KH�PDQLSXODWLRQ�³OLVW� OHQJWK´��ZKHWKHU�SDUWLFLSDQWV�ZHUH�VKRZQ�
��� ���� ���� ��� RU� ��� UHFRPPHQGDWLRQV�� DOVR� GLG� QRW� KDYH� D�
VLJQLILFDQW� LQIOXHQFH� RQ� WKH� RWKHU� YDULDEOHV�� 7KH� UHVXOWV� DUH�
WKHUHIRUH�FROODSVHG�RYHU�WKHVH�FRQGLWLRQV��:H�DOVR�GLG�QRW�REVHUYH�
DQ\�HIIHFW�RI�WKH�RUGHU�LQ�ZKLFK�WKH�WKUHH�OLVWV�ZHUH�SUHVHQWHG���
7KH�ILQDO�PRGHO�KDG�D�JRRG�PRGHO�ILW��Ȥ������� ��������S���������
&),�  � ������7/,� � ������506($� � ������� )LJXUH��� GLVSOD\V� WKH�
HIIHFWV� IRXQG� LQ� WKLV�PRGHO��)DFWRU� VFRUHV� LQ� WKH� ILQDO�PRGHO� DUH�
VWDQGDUGL]HG�� WKH� QXPEHUV� RQ� WKH� DUURZV� �$�� %�� GHQRWH� WKH�
HVWLPDWHG�PHDQ�GLIIHUHQFH�LQ�%��PHDVXUHG�LQ�VWDQGDUG�GHYLDWLRQV��
EHWZHHQ�SDUWLFLSDQWV�WKDW�GLIIHU�RQH�VWDQGDUG�GHYLDWLRQ�LQ�$��7KH�
QXPEHU�LQ�SDUHQWKHVHV�GHQRWHV�WKH�VWDQGDUG�HUURU�RI�WKLV�HVWLPDWH��
DQG� WKH� S�YDOXH�EHORZ� WKHVH� WZR� QXPEHUV� GHQRWHV� WKH� VWDWLVWLFDO�
VLJQLILFDQFH�RI�WKH�HIIHFW��$V�SHU�FRQYHQWLRQ��RQO\�HIIHFWV�ZLWK�S���
���� DUH� LQFOXGHG� LQ� WKH� PRGHO�� 7KH� PHGLXP� DQG� KLJK�
GLYHUVLILFDWLRQ�FRQGLWLRQV�DUH�FRPSDUHG�WR�WKH�ORZ�GLYHUVLILFDWLRQ�
EDVHOLQH� FRQGLWLRQ�� QXPEHUV� RQ� WKH� DUURZV� RULJLQDWLQJ� LQ� WKH�
FRQGLWLRQV� GHQRWH� WKH� PHDQ� GLIIHUHQFHV� EHWZHHQ� SDUWLFLSDQWV� LQ�
PHGLXP� RU�KLJK� GLYHUVLILFDWLRQ� FRQGLWLRQ� DQG�SDUWLFLSDQWV� LQ� WKH�
ORZ�GLYHUVLILFDWLRQ�FRQGLWLRQ��
7R�EHWWHU�XQGHUVWDQG�WKH�HIIHFWV��ZH�SORWWHG�WKH�PDUJLQDO�PHDQV�RI�
WKH� VXEMHFWLYH� FRQVWUXFWV� LQ� WKH� PLG� DQG� KLJK� GLYHUVLILFDWLRQ�
FRQGLWLRQ�UHODWLYH�WR�ORZ�GLYHUVLILFDWLRQ�FRQGLWLRQ�LQ�)LJXUH����2XU�
GLYHUVLILFDWLRQ� DOJRULWKP� VLJQLILFDQWO\� DIIHFWV� WKH� SHUFHLYHG�
GLYHUVLW\� LQ� OLQHDU� IDVKLRQ��ZLWK�PHGLXP�DQG�KLJK�GLYHUVLILFDWLRQ�
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)LJXUH����/HIW�VLGH��PDUJLQDO�PHDQV�RI�SHUFHLYHG�DWWUDFWLYHQHVV�GLYHUVLW\�VFRUHV�IRU�PLG�DQG�KLJK�
GLYHUVLILFDWLRQ�UHODWLYH�WR�ORZ�GLYHUVLILFDWLRQ��5LJKW�VLGH��UHODWLYH�VFDOH�GLIIHUHQFHV�RI�PLG�DQG�KLJK�
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UHVXOWLQJ� LQ� VLJQLILFDQWO\�KLJKHU�SHUFHLYHG�GLYHUVLW\� WKDQ� WKH� ORZ�
GLYHUVLILFDWLRQ�FRQGLWLRQ��+LJKHU�SHUFHLYHG�GLYHUVLW\�VXEVHTXHQWO\�
LQFUHDVHV� WKH� SHUFHLYHG� DWWUDFWLYHQHVV� RI� WKH� UHFRPPHQGDWLRQV��
7KH� PHGLXP� GLYHUVLILFDWLRQ� FRQGLWLRQ� DOVR� KDV� D� GLUHFW� SRVLWLYH�
HIIHFW� RQ� DWWUDFWLYHQHVV�� PDNLQJ� PHGLXP� GLYHUVLILFDWLRQ� DV�
DWWUDFWLYH� DV� WKH� KLJK� GLYHUVLILFDWLRQ� �DQG� ERWK� DUH� VLJQLILFDQWO\�
PRUH� DWWUDFWLYH� WKDQ� ORZ� GLYHUVLILFDWLRQ�� VHH� )LJXUH� ���� 7KHUH� LV�
DOVR� D� GLUHFW� HIIHFW� RI� H[SHUWLVH�� D� SHUVRQDO� FKDUDFWHULVWLF�� RQ�
DWWUDFWLYHQHVV�� VKRZLQJ� WKDW� H[SHUW� SDUWLFLSDQWV� UHSRUW� KLJKHU�
DWWUDFWLYHQHVV�UDWLQJV��
,Q�WHUPV�RI�WUDGHRII�GLIILFXOW\��ZH�REVHUYH�WKDW�WKLV�LV�VLJQLILFDQWO\�
�DQG�QHJDWLYHO\�� LQIOXHQFHG�E\�WKH�KLJK�GLYHUVLILFDWLRQ�FRQGLWLRQ��
DV� ZHOO� DV� D� PDLQ� HIIHFW� RI� VWUHQJWK� RI� SUHIHUHQFHV�� 6R� SHRSOH�
H[SHULHQFH�OHVV�WUDGHRIIV�ZLWK�YHU\�KLJK�GLYHUVLILFDWLRQ�DQG�LI�WKHLU�
VHOI�UHSRUWHG�VWUHQJWK�RI�SUHIHUHQFH�LV�KLJKHU��WKH\�DOVR�H[SHULHQFH�
OHVV�WUDGHRII�GLIILFXOW\��7KH�QHJDWLYH�HIIHFW�RI�GLYHUVLILFDWLRQ�JRHV�
DJDLQVW�WKH�H[SHFWDWLRQ�WKDW�KLJKHU�GLYHUVLILFDWLRQ�OHDGV�WR�RSWLRQV�
WKDW�HQFRPSDVV�ODUJHU�WUDGHRIIV�EHWZHHQ�WKH�DWWULEXWHV��3RWHQWLDOO\�
WKH� KLJK� GLYHUVLILFDWLRQ� GRHV� QRW� JHQHUDWH� LWHPV� WKDW� HQFRPSDVV�
DSSDUHQW�WUDGHRIIV�LQ�WKH�VSHFLILF�GRPDLQ�RI�PRYLHV���
$OO� WKHVH� FRQVWUXFWV� WRJHWKHU� LQIOXHQFH� WKH� FKRLFH� GLIILFXOW\�
H[SHULHQFHG� E\� WKH� XVHU�� ZKLFK� JRHV� XS� ZLWK� LQFUHDVHG� WUDGHRII�
GLIILFXOW\�� EXW� JRHV� GRZQ� ZLWK� LQFUHDVHG� GLYHUVLW\� DQG�
DWWUDFWLYHQHVV�� 7KH�QHW� UHVXOW� RI� RXU� GLYHUVLILFDWLRQ�PDQLSXODWLRQ�
RQ�FKRLFH�GLIILFXOW\�LV�QHJDWLYH��WKH�KLJKHU�WKH�GLYHUVLW\�RI�WKH�VHW��
WKH� PRUH� DWWUDFWLYH� DQG� GLYHUVH�� DQG� WKH� OHVV� GLIILFXOW� LW� LV� WR�
FKRRVH�IURP�WKH�VHW��WKH�PDUJLQDO�HIIHFWV�LQ�)LJXUH���VXJJHVW�WKDW�
FKRLFH� GLIILFXOW\� GHFUHDVHV� DOPRVW� OLQHDUO\� ZLWK� GLYHUVLILFDWLRQ�
OHYHO���
2XU� WZR� H[SHULHQFH� FRQVWUXFWV�� WUDGHRII� DQG� FKRLFH� GLIILFXOW\��
VXJJHVW� WKDW� GLIILFXOW\� ZLWKLQ� WKLV� GRPDLQ� DQG� IRU� WKLV�
UHFRPPHQGHU�V\VWHP�LV�FDXVHG�SUHGRPLQDQWO\�E\�ODFN�RI�GLYHUVLW\�
LQ� WKH�LWHP�VHW��SUREDEO\�EHFDXVH� WKH�LWHPV�DUH�WRR�VLPLODU�WR� WKH�
XVHU�EH�DEOH�WR�PDNH�XS�KHU�PLQG�DQG�ILQG�DQ�RSWLRQ�WKDW�LV�HDV\�WR�
MXVWLI\��:H� GR� QRW� ILQG� DQ\� HYLGHQFH� IRU� WKH� WUDGHRII� GLIILFXOW\�
UHODWHG� WR� FRQIOLFWLQJ� SUHIHUHQFHV�� ZKLFK� DFFRUGLQJ� WR� 6FKROWHQ�
DQG�6KHUPDQ�>��@�PD\�RFFXU�ZKHQ�LWHPV�EHFRPH�WRR�GLYHUVH�DQG�
WUDGHRIIV�EHFRPH�GLIILFXOW�WR�UHVROYH���

��� &RQFOXVLRQ�DQG�'LVFXVVLRQ�
7KLV� SDSHU� VKRZV� KRZ� FKRLFH� GLIILFXOW\� DQG� WUDGHRII� GLIILFXOW\�
DVVRFLDWHG�ZLWK� D� OLVW� RI� UHFRPPHQGDWLRQV� DUH� LQIOXHQFHG� E\� WKH�
GLYHUVLW\� RI� WKH� OLVW� RQ� WKH� XQGHUO\LQJ� ODWHQW� IHDWXUHV�� %\�
LQFUHDVLQJ� WKH� GLYHUVLW\� RI� WKH� LWHPV� RQ� WKHVH� XQGHUO\LQJ�
GLPHQVLRQV��ZH�LQFUHDVH�WKH�SHUFHLYHG�GLYHUVLW\�DQG�DWWUDFWLYHQHVV�
RI� WKH� VHW�� DQG� VXEVHTXHQWO\� UHGXFH� FKRLFH� GLIILFXOW\�� 2XU� QHW�
UHVXOW�WKXV�LV�QRW�D�8�VKDSHG�UHODWLRQ�EHWZHHQ�GLYHUVLW\�DQG�FKRLFH�
GLIILFXOW\��EXW�UDWKHU�D�VLPSOH�OLQHDU�GRZQZDUG�WUHQG���
:H� DOVR� GR� QRW� REVHUYH� DQ� HIIHFW� RI� LWHP� VL]H� RQ� WKH� SHUFHLYHG�
GLYHUVLW\� RU� WKH� H[SHULHQFHG� GLIILFXOW\�� 7KRXJK� LQWXLWLYHO\�� RQH�
ZRXOG�H[SHFW�VXFK�DQ�HIIHFW��ZH�GLG�QRW�REVHUYH�ODUJH�YDULDWLRQV�
DFURVV� WKH� GLIIHUHQW� OHQJWKV�� *LYHQ� WKDW� RXU� GLYHUVLILFDWLRQ�
DOJRULWKP� ILQGV� LWHPV� WKDW� DUH� PD[LPDOO\� VSDFHG� RXW� IURP� HDFK�
RWKHU� RQ� WKH� ODWHQW� IHDWXUHV� ZLWKLQ� WKH� VHW� RI� HTXDOO\� DWWUDFWLYH�
RSWLRQV�� WKLV� PLJKW� EH� QRW� YHU\� VXUSULVLQJ�� ZKHQ� DOO� LWHPV� DUH�
JRRG�� GLYHUVLILFDWLRQ� KHOSV� IRU� ERWK� VPDOO� DQG� ODUJH� VHWV�� :H�
ZRXOG�WKXV�H[SHFW�WKH�HIIHFW�RI�GLYHUVLILFDWLRQ�WR�EH�URXJKO\�HTXDO�
IRU�GLIIHUHQW� OLVW� OHQJWKV��0RUHRYHU��DV�WKH���GLIIHUHQW�OLVW�OHQJWKV�
ZHUH�PDQLSXODWHG�EHWZHHQ� VXEMHFWV��ZH�KDYH� OLPLWHG� VWDWLVWLFDOO\�
SRZHU�WR�GHWHFW�VXFK�VPDOO�GLIIHUHQFHV��
:H�PD\� KDYH� IRXQG� D� ODFN� RI� DQ� HIIHFW� RI� LWHP� VL]H� RQ� FKRLFH�
GLIILFXOW\� �ZKLFK� GHYLDWHV� IURP� SUHYLRXV� VWXGLHV� RI� FKRLFH�
RYHUORDG��EHFDXVH�ZH�GLG�QRW�DVN�RXU�SDUWLFLSDQWV�WR�DFWXDOO\�PDNH�
D�FKRLFH�IURP�WKH�LWHP�VHWV��,Q�WKH�FXUUHQW�VWXG\�ZH�H[SOLFLWO\�GLG�
QRW� LQYHVWLJDWH� FKRLFH� RYHUORDG� LQ� WKH� FODVVLFDO� VHQVH� �VKRZLQJ�
WKDW� SHRSOH� GHIHU� FKRLFH� RU� DUH� OHVV� VDWLVILHG� ZLWK� WKHLU� FKRVHQ�
RSWLRQ� DIWHUZDUGV�� EXW� WULHG� WR� LQYHVWLJDWH� ILUVW� ZKHWKHU�
GLYHUVLI\LQJ�RQ�WKH�XQGHUO\LQJ�ODWHQW�IHDWXUHV�RI�WKH�UHFRPPHQGHU�
DOJRULWKP� FRXOG� LQIOXHQFH� WKH� SHUFHLYHG� GLYHUVLW\�� DWWUDFWLYHQHVV�
DQG� GLIILFXOW\�� ,Q� D� IROORZ�XS� VWXG\�� ZH� SODQ� WR� XVH� WKLV�
GLYHUVLILFDWLRQ�WR�IXUWKHU� LQYHVWLJDWH� LI�PDQLSXODWLQJ�WKH�GLYHUVLW\�
�FRPELQHG�ZLWK� LWHP�VHW�VL]H��ZLOO� LQIOXHQFH�FKRLFH�RYHUORDG�� ,Q�
WKDW�VWXG\�ZH�ZLOO�H[SOLFLWO\�DVN�SHRSOH�WR�FKRRVH�DQ�LWHP�IURP�WKH�
OLVW� RI� UHFRPPHQGDWLRQV� DQG�DOVR�PHDVXUH�WKHLU�VDWLVIDFWLRQ�ZLWK�
WKH�FKRVHQ�LWHP��DV�LQ�%ROOHQ�HW�DO��>�@����
2XU� UHVXOWV� VHHP� WR� FRUURERUDWH� WKH� LGHD� WKDW� ODWHQW� IHDWXUHV� LQ�
PDWUL[� IDFWRUL]DWLRQ� DOJRULWKPV� KDYH� SV\FKRORJLFDO� PHDQLQJ�� DV�
ZDV�VXJJHVWHG�EHIRUH� >��@��2WKHUV� >�����@� DOUHDG\� VXJJHVWHG�WKDW�
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PDQ\�RI�WKH�ILQGLQJV�IURP�GHFLVLRQ�PDNLQJ�UHVHDUFK�FRXOG�EH�YHU\�
UHOHYDQW� IRU� WKH�GHYHORSPHQW�RI� UHFRPPHQGHU� V\VWHPV��2XU�GDWD�
VXJJHVWV� WKDW� PDQLSXODWLQJ� WKH� XQGHUO\LQJ� ODWHQW� IHDWXUH� VSDFHV�
FRXOG� EH� RQH� NH\� WR� IXUWKHU� XQGHUVWDQG� DQG� H[SORUH� WKH� UROH� RI�
LPSRUWDQW� HIIHFWV� VXFK� DV� FRQWH[W� DQG� UHIHUHQFH� SRLQWV� LQ�
UHFRPPHQGHU�V\VWHPV��

��� $&.12:/('*0(176�
:H�ZRXOG�OLNH�WR�WKDQN�1LHOV�5HLMPHU�DQG�'LUN�%ROOHQ�IRU�KHOSIXO�
GLVFXVVLRQV�RQ�WKH�VWXG\��

��� 5()(5(1&(6�
>�@� %HWWPDQ�� -�5��� /XFH�� 0�)�� DQG� 3D\QH�� -�:�� ������

&RQVWUXFWLYH� &RQVXPHU� &KRLFH� 3URFHVVHV�� -RXUQDO� RI�
&RQVXPHU�5HVHDUFK���������'HF������������������

>�@� %ROOHQ��'���.QLMQHQEXUJ��%�3���:LOOHPVHQ��0�&��DQG�*UDXV��
0��������8QGHUVWDQGLQJ�FKRLFH�RYHUORDG� LQ�UHFRPPHQGHU�
V\VWHPV�� 3URFHHGLQJV� RI� WKH� IRXUWK� $&0� FRQIHUHQFH� RQ�
5HFRPPHQGHU� V\VWHPV� �� 5HF6\V� � ¶��� �%DUFHORQD�� 6SDLQ��
��������������
'2, KWWS���GRL�DFP�RUJ�������������������������

>�@� &KHUQHY�� $�� ������ 3URGXFW� DVVRUWPHQW� DQG� LQGLYLGXDO�
GHFLVLRQ� SURFHVVHV�� -RXUQDO� RI� 3HUVRQDOLW\� DQG� 6RFLDO�
3V\FKRORJ\�������������������������

>�@� )DVROR��%���+HUWZLJ��5���+XEHU��0��DQG�/XGZLJ��0��������
6L]H�� HQWURS\�� DQG� GHQVLW\�� :KDW� LV� WKH� GLIIHUHQFH� WKDW�
PDNHV� WKH� GLIIHUHQFH� EHWZHHQ� VPDOO� DQG� ODUJH� UHDO�ZRUOG�
DVVRUWPHQWV"� 3V\FKRORJ\� DQG� 0DUNHWLQJ�� ���� �� �0DU��
����������������

>�@� +HUORFNHU�� -�/��� .RQVWDQ�� -�$��� 7HUYHHQ�� /�*�� DQG� 5LHGO��
-�7��������(YDOXDWLQJ�FROODERUDWLYH� ILOWHULQJ� UHFRPPHQGHU�
V\VWHPV��$&0�7UDQV��,QI��6\VW���������-DQ����������±����

>�@� +X�� /��W]H� DQG� %HQWOHU�� 3�� ������ &XWRII� FULWHULD� IRU� ILW�
LQGH[HV� LQ� FRYDULDQFH� VWUXFWXUH� DQDO\VLV�� &RQYHQWLRQDO�
FULWHULD� YHUVXV� QHZ� DOWHUQDWLYHV�� 6WUXFWXUDO� (TXDWLRQ�
0RGHOLQJ��$�0XOWLGLVFLSOLQDU\�-RXUQDO���������������������

>�@� +X�� 5�� DQG� 3X�� 3�� ������ (QKDQFLQJ� UHFRPPHQGDWLRQ�
GLYHUVLW\� ZLWK� RUJDQL]DWLRQ� LQWHUIDFHV�� 3URFHHGLQJV� RI� WKH�
��WK�LQWHUQDWLRQDO�FRQIHUHQFH�RQ�,QWHOOLJHQW�XVHU�LQWHUIDFHV�
�1HZ�<RUN��1<��86$������������±�����

>�@� ,\HQJDU�� 6�6�� DQG� /HSSHU�� 0�5�� ������ :KHQ� FKRLFH� LV�
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ABSTRACT 
Recommender systems have been increasingly adopted in the 
current Web environment, to facilitate users in efficiently locating 
items in which they are interested. However, most studies so far 
have emphasized the algorithm’s performance, rather than from 
the user’s perspective to investigate her/his decision-making 
behavior in the recommender interfaces. In this paper, we have 
performed a user study, with the aim to evaluate the role of layout 
designs in influencing users’ decision process. The compared 
layouts include three typical ones: list, grid and pie. The 
experiment revealed significant differences among them, with 
regard to users’ clicking behavior and subjective perceptions. In 
particular, pie has been demonstrated to significantly increase 
users’ decision confidence, enjoyability, perceived recommender 
competence, and usage intention. 

Categories and Subject Descriptors 
H5.m. Information interfaces and presentation (e.g., HCI): 
Miscellaneous. 

General Terms 
Design, Experimentation, Human Factors. 

Keywords 
Users’ decision behavior, recommender system, interface layout, 
user study. 

1. INTRODUCTION 
Although recommender systems have been popularly developed 
in recent years as personalized decision support in social media 
and e-commerce environments, more emphasis has been placed 
on improving algorithm accuracy [10], and less on studying users’ 
actual decision behavior in the recommender interfaces. On the 
other hand, according to user studies conducted in other areas, 
users will likely adapt their behavior when being presented with 
different information presentations. For instance, in a recent study 
done by Kammerer and Gerjets, the presentation of Web search 
engine results by means of a grid interface seems to prompt users 
to view all results at an equivalent level and to support their 
selection of more trustworthy information sources [7]. Braganza 
et al. also investigated the difference between one-column and 
multi-column layouts for presenting large textual documents in 
web-browsers [1]. They indicated that users spent less time 
scrolling and performed fewer scrolling actions with the multi-
column layout.  

Unfortunately, little is known about the impact of recommender 
interface’s layout on users’ decision-making behavior. There is 
also lack of studies that examined whether users would perceive 
differently, especially regarding their decision confidence and 
perceived system’s competence, due to the change of layout. Thus, 
in this paper, we are particularly interested in exploring users’ 
behavior in the recommender interface when it is presented with 
three layout designs: list, grid and pie. As a matter of fact, most of 
current recommender systems follow the list structure, where 
recommended items are listed one after another. The grid layout, 
a two-dimensional display with multiple rows and columns, has 
also been applied in some recommender sites to display the items. 
As the third alternative design, pie layout, though it has been 
rarely used in recommender systems, has been proven as an 
effective menu design for accelerating users’ selection process 
[2]. The comparison among them via user evaluation could hence 
tell us which layout would be most desirable to optimize the 
recommender’s benefits. That is, with the ideal layout design, 
users can be more active in clicking recommendations, be more 
confident in their choices, and be more likely to adopt the 
recommender system for repeated uses.  
Concretely, we evaluated three layout designs from both objective 
and subjective aspects to measure users’ decision performance. 
The objective measures include users’ clicking behavior (e.g., the 
first clicked item’s position, the amount of clicked items, etc.), 
and time consumption. Subjective measures include users’ 
decision confidence, perceived interface competence, 
enjoyability, and usage intention. These measurements are mainly 
based on the user evaluation framework that we have established 
from prior series of user studies on recommenders [4,8,9]. We 
thus believe that they can be appropriately utilized as the standard 
to assess user behavior. Relative to our earlier work [5], this paper 
was for the first time to investigate the effect of basic layouts of 
recommender interfaces on users’ decision process, which is also 
new in the general domain of recommender systems, to the best of 
our knowledge.     

2. THREE LAYOUT DESIGNS 
2.1 List Layout 
As mentioned above, most existing recommender systems employ 
the standard one-dimensional ranked-order list style, where all 
items are displayed one after the other. For instance, MovieLens 
is a typical collaborative filtering (CF) based movie recommender 
system (www.movielens.org). In this system, items are ranked by 
their CF scores in the descending order and presented in the list 
format. The score represents the item’s matching degree with the 
current user’s interest.  
Figure 1.a shows the sample layout (where every position is for 
placing one item). The number of shown items varies among 
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existing systems. Some systems (e.g., Criticker.com) limit the 
number to 10 or less, while some systems (like MovieLens) give a 
list of items  as many as possible and divide them into pages (e.g., 
one page displays a fixed number of items). Each item is usually 
described with its basic info (e.g., thumbnail image, name, rating). 
When users click an item, more of its details will be displayed in 
a separate page.  

2.2 Grid Layout 
The grid layout design has also been applied in some existing 
websites (e.g., hunch.com). In this interface, recommendations are 
presented in multiple rows and columns, so several items are laid 
out next to each other in one line. The regular presentation is to 
align the items horizontally (line by line). For example, as shown 
in Figure 1.b, the positions 1, 2, 3, …, 12 are respectively 
allocated with items that are ranked 1st, 2nd, 3rd, …, 12st according 
to their relevance scores.  
Because users likely shift eyes to nearby objects [6], we were 
interested in verifying whether the grid format would stimulate 
users to discover more items than in list.  

 
Figure 1. The three layout designs for recommender interface 

(the number refers to the position of a recommendation). 

2.3 Pie Layout 
Another two-dimensional layout design is to place the items in the 
compass format, i.e., pie layout. This idea originates from the 
comparison of linear menu (i.e., the alphabetic ranked-order of 
menu choices) and pie menu [2]. In the pie menu, items are placed 
along the circumference of a circle at equal radial distances from 
the center. The distance to and size of the target can be seen as an 
effect on positioning time according to Fitts’ law [3]. Researchers 
previously found that due to the decreased distance (i.e., the 
minimum distance needed to highlight the item as selected) and 
increased target size, users selected items slightly faster. The drift 
distance after target selection and error rates were also minimized.  
We thus believe that the pie layout could offer a novel alternative 
and potentially more effective design to be studied. The reason is 
that it would support users to have a quicker overview of all 
displayed items, as the interface consumes greater width but less 
height. In addition, it would allow users to click items faster, 
because the mean distance between items is reduced.  
When we concretely implemented this interface, we adhere to the 
regular clockwise direction to display the items along the circle, 
with the most relevant item placed at the first position (see Figure 
1.c).   

3. PROTOTYPE IMPLEMENTATION 
We implemented a movie recommender system with the three 
layout versions. The recommending mechanism is primarily based 
on the hybrid of tag suggestions and tag-aware item 
recommendation [11]. Specifically, based on the user’s initial tag 
profile, the system will first recommend a set of tags from other 
users as suggestions to enrich the new user’s profile. In the mean 
time, a set of movie items with higher matching degree with the 
user’s current tag profile is returned as item recommendations. If 
the user modifies her/his profile, the set of recommendations will 
be updated accordingly. More concretely, the control flow of the 
system works in the following four steps: 
Step 1. To begin, the new user is asked to specify a reference 
product (e.g., a favorite movie) as the starting point. The product 
and its associated tags (as annotated by other users) are then 
stored in the user’s profile. Alternatively, s/he can directly input 
one or more tag(s) for building her/his initial profile.  
Step 2. Profile-based Item Recommendation. Based on the profile, 
the system generates a set of item recommendations (i.e., movies 
in our prototype) to the user via the weighted combination of 
FolkRank and content-based filtering approaches. Specifically, 
FolkRank transforms the tripartite graph found in the folksonomic 
systems into the two-dimension hyper-graph. In parallel, the 
content-based filtering approach rank items based on the 
correlation between the content of the items (i.e., title, keywords, 
and user-annotated tags) and the user’s current profile. A tuning 
parameter is dynamically set to adjust the two approaches’ 
relative weights in producing the top k recommendations.  
Step 3. Tag recommendation. In the recommender interface, the 
system not only returns item recommendations, but also a set of 
tags to help users further enrich their profile if they need. To 
generate the tag recommendation, we first deployed the Latent 
Dirichlet Allocation (LDA), which is a dimensionality reduction 
technique, to extract common topics among all user tags in the 
database. Each topic represents a cluster, and all the extracted 
clusters were then applied to match with the current user’s tag 
profile. New tags from the best matching clutsers are then 
retrieved as recommended tags to the user. These tags’ associated 
items are also integrated into the process of generating item 
recommendations in the next cycle if any of them were selected 
by the user. Moreover, the tag recommendations were grouped 
into three categories in the interface: factual tags (i.e., the tag 
describes a fact of the item, “rock”), subjective tags (the people’s 
opinion, “cool”) and personal tags (used to organize the user’s 
own collection, e.g., “my favorites”). The grouping is 
automatically performed. For example, if the tag is a common 
keyword in the item’s basic descriptions, it is treated as factual 

tags. General Inquirer1 , a content analysis program, is employed 
to determine whether a tag is subjective. The rest of the tags that 
do not belong to the first two categories are then considered to be 
personal tags. 

Step 4. If the user has done any modifications on her tag profile, it 
will be used to produce a finer-grained item recommendation in 
the next interaction cycle (returning to step 2).  
The process from Step 2 to Step 4 continues till the user selects 
item(s) as her/his final choice(s), or quit from the system without 

                                                                 
1 http://www.webuse.umd.edu:9090/ 
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selecting any recommendations. More details about the algorithm 
steps can be referred to [11]. 
To build the prototype, we crawled 998 movies and their info 
(including posters, names, overall ratings, number of reviewers, 
directors, actors/actresses, plots, etc.) from IMDB (Internet Movie 
Database) site. These movies’ associated tags were extracted from 
MovieLens for building the tag base.  
Concretely, the system returns 24 movie recommendations at a 
time. The 24 movies are sorted in the descending order by their 
relevance scores, and then divided into two pages (i.e., each page 
with 12 movies). The switching to the second page is through the 
“More Movies” button. Such design could enable us to evaluate 
user behavior not only in a single page, but also their switching 
behavior across pages (i.e., whether they click the button to view 
more items).  
The recommended movies are presented differently in the three 
layout versions (see Figure 3). In the list layout, the 12 movies in 
one page are displayed in the list style, where the ranked 1st is 
positioned at the top, followed by the ranked 2nd one (the ranked 
1st one means that the movie has the highest score among the 12 
movies). In the grid layout, three movies are displayed along one 
row and four in one column. More specifically, the first row 
shows the ranked 1st, 2nd and 3rd movies from left to right, the 
second row is with the ranked 4th, 5th, 6th movies, and so on. In the 
pie layout, the 12 movies (each with the same target size as in 
grid) are presented in a clockwise direction, with the ranked 1st 
movie at the 12 clock’s position, 2nd at the 1 clock’s position, and 
so forth.   
In all of the three interfaces, each movie has a poster image, name, 
rating, number of reviews and a brief plot. More of the movie’s 
details can be accessed by clicking it. A separate detail page will 
then show the movie’s director(s), actor/actress info, detailed plot, 
and give links to IMDB and trailer, etc. If users like this movie, 
they could click the button “My Choice” at the detail page. 
There is also a profile area in the three interfaces, which allows 
users to modify their tag profile by selecting the system-suggested 
ones or inputting their own. In list and grid, it is placed on the left 
panel, and in pie, it is in the central part.  

 

Figure 2. Objective and subjective measures in the user study. 

4. EXPERIMENT SETUP  

4.1 Measures 
Identifying the appropriate criteria for assessing a recommender 
system from the user’s perspective has always been a challenging 
issue. Accumulated from our previous experiences on this track 
[4,8,9], a set of measures have been established. The framework 
not only includes objective interaction effort that users have spent 
with the system (e.g., time consumption), but also users’ 
perceived confidence in choices that they made in the 
recommender and their intention to repeatedly use the system. 
More specifically, in this experiment, in order to in depth identify 
the three layouts’ respective effects on user behavior, we assessed 
the following aspects (see Figure 2).  

4.1.1 Objective Measures 

The objective measures mainly include quantitative results from 
analyzing users’ actual behavior in using the interface. Concretely, 
they cover two major aspects.  
Clicking behavior. It has been broadly recognized that users’ 
clicking decisions on the recommender interface (i.e., clicking an 
item to view its detailed info) reflects their interest in the item. 
Therefore we recorded users’ clicking behavior and clicked items’ 
positions. The goal was to evaluate whether the clicking would be 
influenced by the layout, and which interface could support users 
to easily find interesting items. Specifically, the clicking behavior 
was analyzed via three variables: 1) the users’ first clicked item’s 

position, from which we could know whether users’ first click 
falls on the most relevant item (as predicted by the system) or not. 
2) All clicks on distinct items that a user has made throughout 
her/his session of using the interface. This variable can expose the 
distribution of clicks over different areas on the interface. The 
comparison among all users could further reveal their similar 
clicking pattern. In addition, the total amount of clicked items 
could tell us how many items interested the user when s/he was 
confronted with the whole set of recommendations in the 
respective layouts. 3) Frequency of clicking “more movies”. Such 
action indicates that users switched to the next page to view more 
recommended items. If the frequency is higher, one possible 
explanation is that users felt enjoyable while using the interface 
and were motivated to take the effort in viewing more items, or it 
is because users cannot find the interesting items at the first page. 
Thus, this number should be analyzed in combination with other 
variables, especially users’ subjective opinions on the interface, 
so that we could more fairly attribute it to the pros or cons of the 
interface.   
Objective effort consumption. Besides above mentioned analyses 
on users’ clicking behavior, we also recorded the time a user 
spent in completing the task on the specific interface. This value 
can be used to represent the amount of objective effort that users 
exerted while using the interface. In fact, it has been frequently 
adopted in related literatures to be an indicator of the system’s 
performance [10]. However, less time does not mean that users 
would perceive less effort taken or have better decision quality [8]. 
That is why we included various subjective constructs (see the 
next subsection) to better understand the interface’s true merits.  

Subjective perceptions 
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Figure 3. A movie recommender interface with three layout versions. 

4.1.2 Subjective Measures 

Users’ decision confidence and perception of the interface were 
mainly obtained through the post-task survey. Actually, the 
subjective measures can be quite useful to expose the competence 
of the interface in assisting users’ decision-making and its ability 
in increasing users’ intention to use the system again. The 
variables that we have used in this experiment cover four 
constructs: decision confidence, perceived interface competence, 
enjoyability, and behavioral intentions. The perceived interface 
competence was qualitatively measured through multiple 
dimensions: users’ perception of item/tag recommendation quality, 
perceived ease of use of the interface in searching for info, and 
perceived ease of use in modifying their profile. The behavioral 
intention was assessed from users’ intention to use the interface 
again.  

Table 1 lists all of the questions we used to measure these 
subjective variables. In the form of questionnaire, each question 
was required to respond on a 5-point Likert scale from “strongly 
disagree” (1) to “strongly agree” (5). 

Table 1. Questions to measure users’ subjective perceptions 
Measured 
variables 

Question responded on a 5-point Likert scale from 
“strongly disagree” to “strongly agree” 

Decision 

confidence 

Q1: I am confident that I found the best choices 
through the interface. 

Perceived 

recommender 

interface’s 

competence 

Q2: The interface helps me find some good movies; 
Q3: This interface provides some good “tag” 
suggestions to help me specify criteria; 
Q4: I found it easy to use the interface to search for 
movies; 
Q5: I found it easy to modify my profiles in the 
interface. 

Enjoyability  Q6: I felt enjoyable while using this interface.  
Behavioral 

Intention 
Q7: I am inclined to use this interface again. 

4.2 Experiment Procedure and Participants 
The primary factor manipulated in the experiment is layout as we 
prepared with three versions in the prototype system: list, grid, pie. 
To compare the three layouts, we applied the within-subjects 
experiment design. That is, every participant was required to 
evaluate all of them one by one, but the interfaces’ appearance 

order was randomized in order to avoid any carryover effects (so 
there are six possible sequences of displaying the three layouts). 
To evaluate each layout, a concrete task was assigned to the user. 
Concretely, each layout interface was randomly associated with 
one scenario for the user to play the role and perform the 
situational task. For example, one scenario is “This is October, the 

festival Halloween is coming. John is a college student, and he 

would like to organize an event to watch movie with his friends at 

his home. After discussing with his friends, they would like to 

watch a horror movie in this festival. John is responsible for 

choosing some movies as candidates. Please imagine yourself as 

John and use the interface to find three candidates that you would 

like to recommend to your friends.” The other two scenarios were 
respectively for Valentine’s Day, and the military subject. In each 
scenario, the user was encouraged to freely use the interface to find 
three most suitable movies according to her/his own preferences. 
The experiment was setup as an online procedure. It contains the 
instructions, recommender interfaces and questionnaires, so that 
users could easily follow and we could also automatically record 
all of their actions in a log file. The same administrator supervised 
the experiment for all participants.  
A total of 24 volunteers (12 females) were recruited. 3 are with age 
less than 20, 1 with age above 30, and the others are between 20 and 
30. Most of them are students in the university, pursuing Bachelor, 
Master or PhD degrees, but their studying majors are diverse. All 
participants had visited movie recommender sites (e.g., Yahoo 
movie) before the experiment, and 58.3% have even visited the 
indicated sites at least a few times every three months. The 
participants also specified the mean reasons that will motivate them 
to repeatedly use such a site. Among the various reasons, the ease of 
use of the site’s user interface was indicated as the most important 
factor (with the importance rate 3.83 in the range of 1 to 5). The 
second important factor is the site’s ability in helping them find 
movies that they like (3.79), followed by the site’s reputation (3.5).  

4.3 Results 
4.3.1 Objective Behavior 
For each layout version, we first counted the number of users’ 
first clicks that fall on a particular position and then classified 
them into areas. Specifically, in one interface, each area contains 
three adjacent positions (e.g., 1-3 positions compose the first area, 
4-6 form the second area, and so on). Areas 5 to 8 refers to the 
positions at the second recommendation page of the interface. 
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Figure 4 shows the actual distribution. In total, 8, 10, and 8 users 
have clicked item in the first area respectively in list, grid and pie 
interfaces. Then in the list and pie, there exists a linear drop from 
areas 1, to 2, then to 3. In area 4, the list’s curve returns to the 
same level of area 2, but in pie it goes much higher even beyond 
the level of area 1. In grid, a sharp drop appears from areas 1 to 2. 
Then the curve rebounds and reaches to a level equivalent in areas 
3 & 4. Another interesting finding is that there are 3, 2, and 1 of 
users’ first clicks were at the second page respectively in list, grid 
and pie (i.e., in areas 5 to 8). To rank these areas by the amounts 
of first clicks, we can see that the hotter areas in list are 1, 2 & 4. 
In grid, they are 1, 3 & 4, and in pie, they are 1 and 4.  
To further investigate the hot areas throughout a user’s whole 
interaction session, we counted her/his total clicks made on each 
interface. The average numbers of items clicked by a single user 
are 3.96, 3.875, and 4.84 in list, grid and pie respectively. The 
difference between grid and pie is even marginally significant (p 
= 0.076, t = -1.86, by paired samples t-test). The exact distribution 
of the average user’s clicks among the eight areas is shown in 
Figure 5, from which we can see that above 50% of a user’s clicks 
on list were in areas 1 (28.42%) and 4 (27.37%), followed by 
areas 3 and 2. In grid and pie, the two hotter areas are also 1 and 
4, but the comparison regarding areas 2 and 3 shows that the 
clicks on them are more evenly distributed in pie (respectively 
17.24% and 18.10%), which in fact also has higher total amount 
of clicks than in grid.  
Moreover, the clicking distribution across pages 1 and 2 is 
significantly different among the three interfaces. More clicks 
appeared in grid’s second page (24.73% accumulated from areas 5 
to 8), and pie’s (19.83%), against 7.37% in list. This finding 
suggests that grid and pie might more likely stimulate users to 
click the “More Movies” button for viewing more recommended 
items. In this regard, we further found that 50% of users have 
actually gone to the second page while using grid, followed by 
41.7% users who did so in pie, and 25% in list (p = .056 between 
grid and list, t = -2.01).  

 
Figure 4. The distribution of users’ first clicks. 

   
Figure 5. The distribution of an average user’s whole clicks 

during her interaction session with an interface. 
As for the total time spent on each interface, on average, it is 
156.375 seconds in list, 109.875 seconds in grid, and 152.667 in 

pie. Though it took longer in list and pie, the differences are not 
significant (p > 0.1 by ANOVA and three pairs of t-test).  

4.3.2 Subjective Perceptions 
Besides measuring users’ objective behavior, we were driven to 
further understand their subjective perceptions such as decision 
confidence, perceived ease of use of the recommender interface, 
and intention to use it again in the future, as described in Section 
4.1.2.  
Significant differences were found in respect of these subjective 
measures (see Table 2). First of all, most of users were confident 
that they found the best choices through pie. The mean score is 
3.54 which is marginally significantly higher than the average in 
list (vs. 3.125, p = .076, t = -1.85). The grid’s score is in between 
(3.33). Secondly, due to the change of layout, users perceived pie 
more competent in helping them find good movies (3.58 vs. 3.29 
in grid, p = .09, t = -1.77; list: 3.33), easier to use (3.5 in pie 
against 3 in list, t = -2.77, p = .01; the difference between grid and 
list is also marginally significant: 3.375 vs. 3, p = .095), and 
easier to modify their profile (3.375 in pie vs. 3.04 in list, t = -
1.88, p = .07). Moreover, users rated higher on pie’s ability in 
providing good tag suggestions (3.46 in pie vs. 3 in list, t = .2.41, 
p = .02; vs. 2.9 in grid, t = -2.25, p = .03). They also felt more 
enjoyable while using pie than list (3.42 against 2.875 in list, t = -
2.72, p = .01; grid: 3.12). The median and mode values are also 
reported in Table 2. 
Table 2. Users’ subjective perceptions with the three layouts (L: 

List; G: Grid; P: Pie) 
 Mean (st.d) Median Mode 
 L G P L G P L G P 
Q1 3.125 

(.85) 
3.33 
(.92) 

3.54*L 
(.78) 

3 3.5 4 3 4 4 

Q2 3.33 
(.82) 

3.29 
(1.04) 

3.58*G 
(.72) 

3 3.5 4 4 4 4 

Q3 3 
(.88) 

3.375*L 
(.92) 

3.5*L 

(.88) 
3 3 4 3 3 4 

Q4 3 
(.98) 

2.92 
(1.02) 

3.46*L,G 
(.88) 

3 3 3.5 4 3 4 

Q5 3.04 
(.91) 

3.17 
(.92) 

3.375*L 
(.92) 

3 3 4 3 3 4 

Q6 2.875 
(.74) 

3.17 
(.96) 

3.42*L

(.93) 
3 3 3.5 3 4 4 

Q7 2.92 
(.83) 

3.17 
(.92) 

3.29*L

(.95) 
3 3 3.5 3 3 4 

Note: Asterisks denote highly or marginally significant differences to the 
respective abbreviated interfaces (by paired samples t-test). 

4.3.3  User Comments 
At the end of the study, we also asked each user to give some free 
comments on the interfaces. 9 users explicitly praised pie. As quoted 
from their words, “it is easy for me to see all without scrolling the 

page”, “easy, clear, more information”, “easy to use”, “no need to 

loop around as the movies are all in the middle”, etc. Similar 
preference was also given to grid: “I can get a glimpse of all movies 

within a page”, “the layout of displaying movie is good for 

browsing”, “it lists more movies”, “the item displayed clearly, and 

no need to scroll up or scroll down for watching the information”. 
Thus, the obvious advantage of pie and grid, as user perceived, is 
that they allow them to easily see many choices without scrolling 
and facilitate them to browse and seek info. On the other hand, the 
comments to list were mainly negative (as stated by 14 users): “find 

the movie difficultly”, “need to scroll down”, “not easy to use”, “I 

can’t see all suggested movies at once”, “too long inefficient take 

effort to scroll”, etc. Therefore, the frequent reason behind users’ 
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disliking is that the list is not easy for them to see all suggested 
movies and demands more effort.   

5. CONCLUSIONS AND FUTURE WORK 
In conclusion, this paper reports our in-depth studying of users’ 
decision behavior and attitudes in different recommender 
interface layouts. Specifically, we compared three typical layout 
designs: list, grid and pie. The results revealed that in list and 
grid, users’ first clicks largely fall in the top three positions, but in 
pie they also came to other areas. The distribution of an average 
user’s whole set of clicks in an interface further showed that 
though the top three positions (i.e., the area 1) and the last three 
positions (i.e., the area 4) are commonly popular in the three 
layouts, the clicks are more evenly distributed in pie among all 
areas at its first page. Grid and pie are even more active in 
stimulating users to click items in the next recommendation page. 
From subjective measures and user comments, we found that 
users did prefer using pie and grid to list. Moreover, pie has been 
demonstrated with significant benefits in increasing users’ 
decision confidence, perceived interface competence, enjoyability, 
and usage intention.  

For our future work, we will conduct more user studies, including 
eye-tracking experiments, to track users’ eye-movement behavior 
in the recommender interfaces. Another interesting topic will be 
to investigate the interaction effect from items’ relevance ordering 
with the layout. That is, when the ordering was changed (i.e., 
reversed ascending order instead of regular descending order), 
would users’ behavior be influenced or not? In fact, with the 
varied ordering condition, we are able to identify whether users 
would spontaneously evaluate the item’s relevance, or their 
selection behavior would be largely influenced by the layout. For 
example, in the list interface, would they still select items at the 
top though they are least relevant? The relative role of layout 
against the relevance ordering could be hence revealed. 
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ABSTRACT
Collaborative filtering is one of the most common approaches
in many current recommender systems. However, historical
data and customer profiles, necessary for this approach, are
not always available. Similarly, new products are constantly
launched to the market lacking historical information. We
propose a new method to deal with these “cold start” sce-
narios, designing price-estimation functions used for making
recommendations based on cost-benefit analysis. Experi-
mental results, using a data set of 836 laptop descriptions,
showed that such price-estimation functions can be learned
from data. Besides, they can also be used to formulate inter-
pretable recommendations that explain to users how prod-
uct features determine its price. Finally a 2D visualization
of the proposed recommender system was provided.

Categories and Subject Descriptors
H.1.2 [User/Machine Systems]: Human information pro-
cessing; H.4.2 [Types of Systems]: Decision support

General Terms
Experimentation

Keywords
Apriori recommendation, Cold-start recommendation, Price
estimation functions

1. INTRODUCTION
The internet and e-commerce grow exponentially. As a

result, decision-making process about products and services
is becoming increasingly complex. These processes involve
hundreds and even thousands of choices and a growing num-
ber of heterogeneous features for each product. This is
mainly due to the introduction and constant evolution of
new markets, technologies and products.

Unfortunately, human capacity for decision-making is too
limited to address the complexity of this scenario. Studies in
psychology field have shown that human cognitive capacities
are limited from five to nine alternatives for simultaneous
comparison [17, 14]. Consequently, making a purchasing de-
cision at an e-commerce store that does not provide tools to

Copyright is held by the author/owner(s).
RecSys’11, October 23–27, 2011, Chicago, Illinois, USA.
�

assist decision-making, is a task that largely overwhelms hu-
man capacities. Moreover, several studies have shown that
this problem generates adverse e↵ects on people such as: re-
gret due to the selected option, dissatisfaction due to poor
justification for the decision, uncertainty about the idea of
“best option”, and overload of time, attention and memory
(see [20]).

Many recommender systems approaches have addressed
this problem through collaborative filtering [6] based on prod-
uct content (i.e. descriptions) and on customer informa-
tion [2, 9]. This approach recommends products similar to
those chosen by similar users. On the other hand, latent se-
mantics approaches [10] have been successfully used to build
a�nity measures between products and users. Most of the
aforementioned approaches have been applied in domains
with products such as books and movies that remain avail-
able long enough to collect enough historical data to build
a model [4, 12].

While impressive progresses have been made in the field
using collaborative filtering, the relevance of current ap-
proaches in domains with frequent changes in products is
still an open question [8]. For example, customer-electronics
domain is characterized by products with a very short life
cycle in the market and a constant renewal of technologies
and paradigms. Collaborative approaches face two major
problems in this scenario [13]. First, product features are
constantly redefined, making di�cult for users to identify
relevant attributes. Second, historical sales product data
become obsolete very quickly due to the frequent product
substitution. This problem of making automatic recom-
mendations without historical data is known as cold-start
recommendation [18].

In this paper, we propose a new cold-start method based
on an estimate of the benefit to the user when purchasing
a product. This function is formulated as the di↵erence
between estimated and real prices. Therefore, our approach
recommends products with high benefit-cost ratio to find
“best-deals” on a data set of products. Figure 1 shows an
example of such recommendations based on utility functions
displaying 900 laptop computers. In this figure, the features
of laptops below the line in bold, indicating fair prices, do
not justify prices of laptops.

The rest of the paper is organized as follows. In Section
2, the necesary background and proposed method are pre-
sented. In Section 3, an evaluation methodology and some
data refinements are proposed and applied to the model.
Finally, in Section 4, some concluding remarks are briefly
discussed.

27



Figure 1: Graphic recommender based on price es-

timates
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2. APRIORI RECOMMENDATIONS USING
UTILITY FUNCTIONS

The general intuition of method is led by the lexicograph-
ical criterion [22]. That is, users prefer products that o↵er
more value for their money. Clearly, this approach is not ap-
plicable to all circumstances, but it is general enough when
customer profiles are not available in cold-start scenarios.

When a user purchases a product x

i

, a utility function
utility(x

i

) provides an estimation of the di↵erence between
the estimated price f(x

i

) and the market price y

i

, that is
utility(x

i

) = f(x
i

) � y

i

. Thus, the products in the market
are represented as a set X = {x1, x2,..., xn

, ..., x
N

}, where
each product x

i

is a vector characterized in a feature space
RM. With these data, a regression model, learned from X

and the vector of prices y, generates price estimations f(x
i

)
required for calculation of the utility. Finally, the utility
function is computed on all products thus providing an or-
dered list with the top-n apriori recommendations.

Estimates of price f(x
i

) can be obtained by a linear-
regression model as:

f(x
i

) = �

o

+
X

m2{1,...,M}

�

m

x

im

. (1)

This model is equivalent to an additive value function
used in the decision-making model SAW (simple additive
weighting) [5], but with coe�cients �

m

learned automat-
ically. Clearly, the recommendations obtained from these
estimates can be explained to users, since each term �

m

x

im

represents the money contribution to the final price estimate
provided by the m-th feature of the i-th product.

The quality of the apriori recommendations obtained with
the proposed method depends primarily on three factors:
the amount of training data, the accuracy of price estimates
f(x

i

), and the ability to extract user-understandable expla-
nations from the regression model. Certainly, linear models,
such as that of eq. 1, o↵er good interpretability, but in many
cases, these models generate high rates of error in their pre-
dictions when the interactions among features are complex.
These models are known as weak regression models. On the
other hand, discriminative approaches, such as support vec-

tor regression [19], provide better models with lower error
rates but also with lower interpretability.

This trade-o↵ can be overcome with a hybrid regression
model as 3FML (three-function meta-learner) [3]. This meta-
regressor combines two di↵erent regression methods in a new
improved combined model in a way similar to other meta-
algorithms such as voting, bagging and AdaBoost (see [1]).
Unlike these methods, 3FML uses one regression method to
make price predictions and another to predict the error. As
long as the former regression method is weak, stable and
interpretable, the latter can be any other regression method
regardless its interpretability. As a result, the combined re-
gression preserves the same interpretability level of the first
regressor but with lower error rate.

A linear regression model can be trained to learn param-
eters �

m

by minimizing the least squared error from data
[15]. This first model can be used by 3FML to build a base
regression model f0(x) with the full dataset. Then, this
model is used to divide the data into two additional groups
depending on whether the obtained price predictions were
below or above the training price, given a di↵erence thresh-
old ✓. Next, using the same base-regression method, two ad-
ditional models f+1(x) and f�1(x) are trained with the pair
of subsets called respectively, upper model and lower model.
Figure 3 illustrates upper, base and lower models compared
to the target function, which is the price in a data set of
laptop computers. The three resulting models are combined
using an aggregation mechanism – called mixture of experts
[11] – with the following expression:

f̂(x
i

) =

P

l✏H
w

l

(x
i

)f
l

(x
i

), (2)

having
P

l✏H
w

l

(x
i

) = 1, i 2 {1 . . . n} (3)

H is a dictionary of experts consisting on the base model
and two additional specialized models, H = {f�1(x), f0(x),
f+1(x)}. The gating coe�cient w

li

establishes the level of
relevance of the l model into the final price prediction for
the i-th product.

In 3FML model, coe�cients w

li

= w

l

(x
i

) are obtained
by chaining a membership function w

l

for each regression
model to a function ↵ that depends on the errors of the
three models, w

l

(x
i

) = w

l

(↵(f�1(xi

), f0(xi

), f+1(xi

), y
i

)).
These membership functions w

l

(↵) are similar to those used
in fuzzy sets [23] but these satisfy the constraint given by
eq. 3. Three examples of those functions are shown in Fig-
ure 2; one triangular and two Gaussian. Clearly, the range
of the error function ↵ must agree with the domain of the
membership functions. For instance, if the domain of the
membership functions is [0, 1], an appropriate function ↵

i

must return a value close to 0.5 when y

i

is better modeled
by f0(xi

). Similarly, reasonable values for ↵
i

, if y
i

is better
modeled by f�1(xi

) or f+1(xi

), are respectively 0.0 and 1.0.
Such function ↵ can be arithmetically constructed (see

[3] for triangular and Gaussian cases) and ↵

i

can be ob-
tained for every x

i

. 3FML makes use of a second regres-
sion method to learn a function for ↵

i

. This function is
called ↵-learner, which seeks to predict the same target y

i

but indirectly through the errors obtained by f�1, f0 and
f+1. The estimates obtained with ↵-learner are used in com-
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Figure 2: Triangular and Gaussian membership

functions

Figure 3: 3FML’s three regression models graph
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). Therefore, final predictions are obtained with a dif-
ferent linear model for each target price y

i

. The resulting
model is also linear, but di↵erent for each product instance
in function to x

i

:

f̂(x
i

) = �̂0(xi

) +

P

m✏ {1, ...,M} �̂m

(x
i

)x
im

, (4)

where

�̂

o

(x
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X

l2H
�

lo

w

l
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) ; �̂
m

(x
i

) =
X

l2H
�

lm

w

l

(x
i

).

Clearly, the model in eq. 4 is as user-explainable as that
of eq. 1.

The e↵ect of ↵-learner in eq. 4 is that the entire data set
is clustered into three latent classes. These classes can be
considered as market segments namely: high-end, mid-range
and low-end products. Many commercial markets exhibit
this segmentation, e.g. computers, mobile phones, cars, etc.

3. EXPERIMENTAL VALIDATION
The aim of experiments is to build a model that provides a

cost-benefit ranking of a set of products where each product
is represented as a vector of features. To assess the quality
of this ranking, two factors are observed. First, the error
of the price-estimation regression should be low to make
sure that this function provides a reasonable explanation
of the data set. Second, the model must be interpretable
and discovered knowledge must be consistent with market
data. For example, if a proposed model discovers a ranking
of how much money each operating system contributes to
laptop prices, this ranking should be in agreement the prices
of retail versions of the same operating systems.

In addition, the full features set of the top-10 recom-
mended products is provided along with a 2D visualization

Table 1: Attributes in Laptops 17 836 data set

Feature name Type % missing

Manufacturer Nominal 0.00%
Processor Speed Numeric 0.40%
Installed Memory Numeric 1.90%
Operating System Nominal 0.00%

Processor Nominal 0.20%
Memory Technology Nominal 7.20%

Max Horizontal Resolution Numeric 7.90%
Warranty-Days Numeric 15.50%

Infrared Nominal 0.00%
Bluetooth Nominal 0.00%

Docking Station Nominal 0.00%
Port Replicator Nominal 0.00%
Fingerprint Nominal 0.00%
Subwoofer Nominal 0.00%

External Battery Nominal 0.00%
CDMA Nominal 0.00%
Price Numeric 0.00%

of the entire data set. These resources allow the reader –
guided by a brief discussion – to qualitatively evaluate the
recommendations obtained with the proposed method.

3.1 Data
The data is a set of 836 laptop computers each represented

by a vector of 69 attributes including price, which is the
attribute to be estimated. Data were collected by Becerra1

from several U.S. e-commerce sites (e.g. Pricegrabber, Cnet,
Yahoo, etc.), during the second half of 2007 within a month.
A subset of 17 features was selected using the correlation-
based selection method proposed by Hall [7]. We call this
dataset Laptops 17 836 ; all its features and percentage of
missing values are shown in Table 1.

3.2 Price estimation results
For the construction of the price-estimation function, sev-

eral regression methods were used, namely: least mean squares
linear regression (LMS) [15], M5P regression tree [21, 16],
support vector regression (SVR) [19] and three-function meta-
learner (3FML, described in previous section). 3FML pro-
vides three interpretable linear models: upper, base and
lower models, which can be associated with product classes.
Finally, estimated price for each laptop was obtained with
the combination of these three models using eq. 4 with the
weights obtained from ↵-Learner and Gaussian membership
functions.

The performance of each method was measured using root-
mean-square error (RMSE) defined as:

RMSE =

vuut
P

i

⇣
f̂(x

i

)� y

i

⌘2

|X| .

The data set was randomly divided into 75% for training
and 25% for testing. Ten di↵erent runs of this partition ratio
were used for each method. These ten RMSE results were
averaged and reported. Table 2 shows the results, their stan-
dard deviation (in parentheses) and some model parameters.

1http://unal.academia.edu/claudiabecerra/teaching
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The method with lowest RMSE was SVR with a complex-
ity parameter C = 100 using radial basis functions (RBF)
as kernel. However, interpretability of this model is quite
limited, given the embedded feature space induced by the
kernel. On the other hand, LMS and 3FML provide straight-
forward interpretation of � coe�cients, which represent the
amount of the contribution of each feature to the product
estimated price. Clearly, 3FML was the method that better
coped with this interpretability-accuracy trade-o↵.

Table 2: 10 runs average RMSE results for price

estimates obtained with several regression methods

Regression model Avg. RMSE

M5P regression tree 239.70(21.57)
Least Mean Squares (LMS) 259.87(17.90)
"-SVR, C = 100, linear kernel 258.93(16.93)
3FML (LMS as base model) 233.48(14.76)
3FML ("-SVR, C = 100, linear kernel) 223.76( 8.57)

"-SVR, C = 100, RBF kernel � = 7.07 230.23(12.27)

3.3 Evaluation and feedback
In this section the price estimation function obtained us-

ing 3FML is manually analyzed checking coherence of � co-
e�cients with real facts of the market. Particularly, coef-
ficients for attributes operating system, processor and nu-
merical features are reviewed, and – when necessary – some
refinements are proposed to the data sets to deal with dis-
cussed issues.

3.3.1 Operating System attribute analysis

Table 3 shows the distribution of the di↵erent operating
systems into the entire data set of laptops and the abbrevi-
ations that we use to refer them at Table 5 and Table 4.

In order to evaluate the portion of the price estimation
model related to operating system (OS) attribute, coe�-
cients of this feature are compared with related Microsoft’s
retail prices. Table 4 shows public retail prices for Windows
Vista published at 2007-3Q. In spite that at that date,
Windows Vista operating system had already six months
of launched, many brand new laptops still had pre-installed
previousWindows XP . Thus, we consider for analysisWin-
dows XP Pro equivalent to Windows Vista Business , as
well as, Windows XP equivalent to Windows Vista Home
Premium . This assumption is also coherent with the ob-
served behavior in Microsoft’s price policy that keeps prices
of previous product releases invariable during version tran-
sition periods.

It is interesting to highlight the behavior of 3FML model
with Windows Vista Ultimate . Although this OS version
occurs only at 1.32% of instances (see Table 3), it is cor-
rectly recognized as the most expensive OS (see Table 4) by
the upper model. This fact corrects an erroneous tendency
recognized by base and lower models. In general terms, for
other OS versions, 3FML managed to predict similar order-
ing as that of retail prices.

3.3.2 Processor attribute coefficients

As shown in Table 1, Laptops 17 836 data set has two fea-
tures to describe the main processors of laptops , they are:
Processor Speed (numeric) and Processor (nominal). The
former is the processor clock rate and the latter is a text

Table 3: Proportions of operating systems ocur-

rences in Laptops 17 836 data set

Operating System # %

Vista Home Premium (WinVHP) 251 30.02%
WinXP Pro (WinXPP) 208 24.88%
WinXP (WinXP) 151 18.06%
Win. Vista Business (WinVB) 137 16.39%
Win. Vista Home Basic (WinVHB) 44 5.26%
Mac OS (MacOS) 34 4.07%
Win. Vista Ultimate (WinVU) 11 1.32%
Total 836 100%

Table 4: Retail prices for di↵erent editions of Win-

dows Vista

O.S.! WinVHB WinVHP WinVB WinVU

Retail price* $199.95 $259.95 $299.95 $319.95
*http://www.microsoft.com/windows/windows-
vista/compare-editions (site consulted in September
2007)

string that contains — in most of cases – the manufacturer,
the product family and the model (e.g. “Intel Core 2 Duo
Mobile T7200”). Unlike OS attribute, which has only seven
possible alternatives, Processor attribute has 133 possible
processor models. Moreover, the frequencies of occurrence
of each processor model exhibit a Zipf-type distribution (see
Figure 4). Thus, approximately half of the 836 laptops have
only 8 di↵erent processors and more than 80 processors oc-
cur only in one laptop. Part of this sparseness is due to
missing information, abbreviations and formatting.

The Processor attribute, as found in the data set, can
generate a detrimental e↵ect on the price-estimation func-
tion. Besides, � coe�cients could hardly be explained and
their evaluation against market facts could lead to mislead-
ing results. Thus, the model was withdrawn from Processor
attribute and it was renamed as Proc. Family. In addition,
the data set was enriched manually adding the following four
processor related attributes:

• L2-Cache: processor cache in Kibibytes (210 bytes).

• Hyper Transport : frontal bus clock rate in Mhz.

• Thermal Design: maximum dissipated power in watt.

• Process Technology : CMOS technology in nanometre.

This new data set is referred as Laptops 21 836 data set.
Performance results of new price-estimation functions are
shown in Table 6. Clearly, SVR and 3FML obtained sub-
stantial improvements using this new data set.

Similarly to the analysis made for OS attribute, processors
families also have a consumer-value ranking given by their
technology, which can be compared to a ranking taken from
an interpretable price-estimation function. The technology
ranking of Intel processors is: (1st) Core 2 Duo , Core
Duo , Core Solo , Pentium Dual Core and Celeron .
Same for AMD’s processors: (1st) Turion , Athlon and
Sempron 2. We extracted a ordering for processor fami-
2see http://www.notebookcheck.net/Notebook-
Processors.129.0.html for a short description of mobile
processor families (site consulted in June 2011)
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Table 5: 3FML base, upper and lower model coe�-

cients �

s.o

for operating system attribute

Base model Upper model Lower model

S.O. �

s.o

S.O. �

s.o

S.O. �

s.o

WinVU 323.3 WinVB 185.6 WinVB 127.3
WinVB 260.3 WinXPP 184.5 WinXPP 127
WinXPP 249.8 MacOS 169.2 MacOS 95.2
MacOS 245.9 WinVU 96.4 WinVHP 24.7
WinVHP 116.7 WinVHP 57 WinVU 0.0
WinXP 94.3 WinXP 27.8 WinVHB 0.0
WinVHB 0.0 WinVHB 0.0 WinXP -7.1

Figure 4: Distribution of Processor attribute
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lies by their corresponding � coe�cients from 3FML models.
Results for this ranking – means and standard deviation –
making 10 runs with di↵erent samples of 75% training and
25% test are shown in Table 7.

Results in Table 7 show how upper model better ordered
processor families with high technological ranking. Simi-
larly, lower model does a similar work recognizing Sempron
family at the lowest rank.

3.3.3 Numerical attributes coefficients

This subsection present a brief discussion on the interpre-
tation of � coe�cients extracted from the price-estimation
function for some numeric attributes (shown in Table 8).
Although this interpretation is clearly subjective, it reveals
some laptop-market facts, which were extracted in an unsu-
pervised way from the data.

For instance, consider Thermal Design attribute. Neg-
ative values in the � coe�cients reveal a fact: the lesser
power the CPU dissipates, the higher the laptop’s price.

Table 6: RMSE for regression price estimates in

Laptops 21 836 data set

Regression model RMSE

"-SVR (C = 1, lineal kernel ) 254.56(11.75)
"-SVR (C = 100, RBF kernel, ) 219.16( 9.88)
3FML* 220.91(10.97)

* Base model: "-SVR, C = 1, lineal kernel. ↵-Learner: "-
SVR, C = 100, RBF kernel.

Table 7: Processor families rankings obtained from

3FML price-estimation function

Upper model

Intel Core2 Duo 7.4(0.8)
Intel Core Duo 7.2(1.2)
Intel Core Solo 5.3(2.1)
Intel Celeron 5.1(1.7)
PowerPC 4.6(2.6)
Pent DualCore 3.7(1.4)
AMD Sempron 3.4(2.4)
AMD Turion 3.3(1.8)
AMD Athlon 1.8(1.4)

Lower model

Intel Core2 Duo 7.6(0.5)
Intel Core Solo 6.2(1.7)
AMD Athlon 5.7(3.8)
Intel Core Duo 4.8(2.1)
AMD Turion 4.8(1.8)
Pent DualCore 4.3(2.1)
PowerPC 4.3(3.1)
Intel Celeron 3.3(1.3)
AMD Sempron 2.8(2.3)

Base model

Intel Core Solo 8.5(0.7)
Intel Core2 Duo 8.3(0.7)
Intel Core Duo 6.8(0.9)
Pent DualCore 5.1(1.4)
Intel Celeron 5.0(0.7)
AMD Turion 3.7(1.1)
PowerPC 2.9(2.1)

AMD Sempron 2.6(1.8)
AMD Athlon 2.1(1.3)

Table 8: � coe�cients for numerical attributes from

3FML model with Laptops 21 836 data set

Feature name Upper Base Lower

�0 0.23 0.12 0.06
Warranty Days 0.04 0.01 -0.01

Installed Memory -0.11 0.17 0.10
Max. Horizontal Resolution 0.12 0.37 0.15

Processor Tech. 0.30 0.08 0.05
Thermal Desing -0.01 -0.37 -0.27
Hyper Transport -0.02 0.25 0.05

L2-Cache 0.08 0.16 0.11
Processor Speed -0.03 0.25 0.17

Besides, these coe�cients also shows that this e↵ect a↵ects
prices more at mid-range and low-end laptop-market seg-
ments. Similarly, Max. Horizontal Resolution attribute re-
veals that this feature has greater impact on the mid-range
laptop market prices.

Interestingly, there is a phenomenon revealed by the fea-
tures that are easy perceived by users, such as Installed
Memory, Max. Horizontal Res. (number of horizontal pixels
on screen), L2-Cache and Processor Speed. That is: those
features have considerably less e↵ect on prices in high-end
than in mid-range and low-end market segments. This phe-
nomenon can be explained by the fact that “luxury” goods
justify their price more by attributes such as brand-label,
exclusive features and physical appearance rather than for
their configuration.

3.4 Recommendations for users

3.4.1 Top-10 recommendations

After the quantitative evaluation (i.e. regression error)
and qualitative assessment (i.e. agreement with market facts)
using 3FML model, the resulting functions provided reason-
able estimates of price and support elements to explainable
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Figure 5: Visualization of 836 laptops recommendation ranking
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recommendations such as rankings and weights of attributes.
After obtaining the estimates of prices, the profit for each
laptop is calculated from the di↵erence between this esti-
mate and real price. Table 9 shows the top-10 recommen-
dations with the highest profit among all 836 laptops.

The first and second top-ranked laptops have similar con-
figurations, but even small di↵erences make comparison dif-
ficult at first sight. The second laptop has better price, more
memory, docking station and ports replicator slots. Unlike,
the former has higher screen resolution and a fingerprint sen-
sor. These di↵erences can be compared quantitatively with
the help of � coe�cients provided by the model. However, a
better explanation of the #1 recommended choice is a mar-
ket fact extracted from the obtained manufacturer ranking
showed in Table 10. The three regression models identify
the Lenovo brand better ranked than HP . Therefore,
the first recommended laptop becomes a “best deal” given
the standard prices of Lenovo at the time. Similarly, rec-
ommendations #7, #9 and #10 seem to get their high user
profit not because of their configuration features, but be-
cause of their label Sony , which do better positions on the
ranking of manufacturers than its counterparts.

Second and third recommendations only di↵er in Proces-
sor Speed attribute. Clearly, the estimated cost of that dif-
ferentia is the numerical di↵erence between their estimated
prices, which is $42. Nevertheless, their real price di↵erence
is $50. This explains the order of position in the ranking
assigned by the recommender system to the #2 and #3 rec-
ommendations. More pair-wise comparisons and evaluations
could be made but are omitted due to space limitations.

These paired comparisons become cognitively more di�-
cult when the number of features, di↵erences and instances
increases. However, the proposed recommender method pro-
vides reasonable explanations no matter how much data is
involved, and these can be provided by user request. This
is important because cold-start recommender systems need
to establish trust in users due of the lack of collaborative
support.

3.4.2 2D Visualization

Ordered lists are the most common format to present rec-
ommendations to users. However, despite having such an
ordination, establish the most appropriated choice for a par-
ticular user is a di�cult task. Therefore, we propose a novel
visualization method for our recommender system. The pur-
pose of this is to enable users to build a mental model of the
market. When users do not have a clear aim or a defined
budget, this tool provides a rough idea of the number of
options and prices. In addition, visualization can help the
short-term memory decreasing cognitive load and highlight
the recommended options.

The proposed 2D visualization is shown in Figure 5. The
horizontal axe represents actual price and the vertical axe
represents the profit, which is the di↵erence between the es-
timated and actual price. Each laptop is represented as a
bubble, where larger radius and warmer colors (darker gray
in the grayscale version) means higher profit-price di↵er-
ences. Besides, the number of ranking was included in the
top-99 recommendations.

This visualization highlights other “best deals” that are
hidden in the ranking list. For instance, consider recom-
mendation #53 (see Figure 5 in the coordinates $1550 price
and $260 profit). Perhaps this is an interesting option to
consider if user’s budget is over $1500. Similarly, recom-
mendation #26 can be quickly identified as the best option
for buyer on a low budget.

The proposed visualization also allows a qualitative as-
sessment of the price-estimation function. For instance, con-
sider the laptops above $1300, this function has di�culties
to predict prices using the current set of features, which in
turn appears to be very e↵ective for mid-range prices. This
problem could be solved indentifying and adding to the set
of attributes those distinctive features of high-end laptops,
namely: shockproof devices, special designs, colors, housing
materials, exclusive options, etc.
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Table 9: Detailed top-10 ranked recomendations

Recommendation rank ! #1 #2 #3 #4 #5

Horizontal Resol. 900 pixels 800 pixels 800 pixels 1536 pixels 768 pixels
Memory Tech. DDR2 DDR2 DDR2 DDR2 DDR2
Inst. Memory 512 MB 1024 MB 1024 MB 1024 MB 1024 MB

Family Core Duo Core Duo Core Duo Core2 Duo Core2 Duo
Processor Speed 1830 GHz 1830 GHz 2000 GHz 1500 GHz 2000 GHz

L2 Cache ?* ? ? 2048 kB 4096 kB
Hyper Transp ? ? ? 667 Mhz 667 Mhz
Thermal Design ? ? ? 35 34
Process Tech. ? ? ? 65nm 65nm
Manufacturer Lenovo HP HP Lenovo HP
Op. System WinXPP WinXPP WinXPP WinVB WinXPP

Warranty Days 1095 1095 1095 365 W 1095 W
IBDPFWC** YNYYYNN YYYYYNN YYYYYNN NNYYNNN YYYYYNN
Actual Price $ 899 $ 795 $ 845 $ 875 $ 849

Estimated Price $ 1,438 $ 1,319 $ 1,361 $ 1,383 $ 1,332
Profit $ 539 $ 524 $ 516 $ 508 $ 483

Recommendation rank ! #6 #7 #8 #9 #10

Horizontal Resol. 1050 pixels 800 pixels 800 pixels 800 pixels 800
Memory Tech. DDR2 DDR2 DDR2 DDR2 DDR2
Inst. Memory 1024 MB 1024 MB 1024 MB 512 MB 1024 MB

Family Core Duo Core2 Duo Core Duo Core Duo Core2 Duo
Processor Speed 2000 GHz 2160 GHz 1830 GHz 1660 GHz 2000 GHz

L2 Cache 2048 kB 4096 kB ?* 2048 kB 4096 kB
Hyper Transp 667 Mhz 667 Mhz ? 667 Mhz 800 Mhz
Thermal Design 31 W 34 W ? 31 W 35 W
Process Tech. 65nm 65nm ? 65nm 65nm
Manufacturer Lenovo Sony HP Sony Sony
Op. System WinXP Pro WinXP Pro WinXP Pro WinXP Pro V Business

Warranty Days 365 365 1095 365 365
I BDPFWC** NYNNYNN NYYYNNN YYYYYNN NNYYNNNN NYYYYNN
Actual Price $ 845 $ 1,060 $ 868 $ 649 $ 1,080

Estimated Price $ 1,312 $ 1,526 $ 1,319 $ 1,093 $ 1,522
Profit $ 467 $ 466 $ 451 $ 444 $ 442

* Question mark stands for missing values.
** Initials I B D P F W C stand for Infrared, Bluetooth, Docking Station, Port Replicator, Fingerprint, Subwoofer and CDMA.

Table 10: Average ranking of Manufacturer attribute using 3FML at Laptops 21 836 data set

Base model Upper model Lower model

Asus 10.6(0.7) Dell 10.0(0.9) Asus 10.2(0.8)
Sony 9.6(1.2) Fujitsu 9.2(1.0) Fujitsu 9.6(1.5)
Fujitsu 8.4(1.4) Sony 7.4(1.8) Sony 8.1(1.2)
Dell 7.9(0.9) Asus 6.8(1.8) Dell 7.3(1.4)
Apple 7.0(2.4) Apple 6.1(1.3) Apple 6.7(2.0)
Lenovo 6.5(1.6) Lenovo 4.1(2.4) Lenovo 5.2(1.5)
Toshiba 5.0(1.2) Gateway 4.0(2.9) Toshiba 4.7(1.5)
Acer 4.7(1.2) Averatec 3.8(1.3) Acer 3.9(1.3)
HP 2.3(0.7) Acer 3.6(1.3) HP 3.4(1.7)

Averatec 2.1(1.3) HP 3.3(1.9) Gateway 1.9(0.8)
Gateway 1.9(1.0) Toshiba 2.4(1.5) Averatec 1.9(2.1)
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4. CONCLUSIONS
We presented a novel product recommender system based

on an interpretable price-estimation function, which esti-
mates the economic benefit for the customer to buy a prod-
uct in a particular market. Accurate and interpretable price
estimations were obtained using the 3FML (three-function
meta-learner) method. This regression method allows the
combination of an interpretable regressor (e.g. LMS) to es-
timate prices and an uninterpretable regressor (e.g. SVR)
to identify the latent class of each product. The combined
model obtained better price estimates than LMS, SVR and
M5P regression tree, while it kept a high level of interpreta-
tion.

The proposed method was tested with real-market data
from a data set of laptops. The obtained price-estimation
model was interpretable, allowing evaluation and refinement
by domain experts and ensuring that price estimates are
a coherent consequence of the product features. In addi-
tion, the obtained recommendations are easy to understand
by users. For instance, feature rankings (e.g. ranking of
CPU) and feature price contributions (e.g. cost per GB of
main memory) are provided. Importantly, while the price
estimates are obtained in a supervised way, other domain
knowledge is extracted in a non-supervised way. Although
the proposed method was tested in a particular domain (i.e.
laptops), this same process can be applied to other domains
that exhibit similar number of options and features.

Moreover, a user-friendly visualization method for recom-
mendations was proposed using a 2D Cartesian metaphor
and concrete variables such as cost and profit. This visual-
ization allows users to make a quick mental map of a large
market to explore and identify recommendations in di↵erent
price ranges.

In conclusion, the proposed method is flexible and can be
useful in e-commerce scenarios with products that allow the
construction of price-estimation functions, such as customer-
electronics products and others. Finally, our method fills a
gap where recommender systems based on historical infor-
mation fail because of the lack of such information.
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ABSTRACT 
Recommender systems are becoming a salient part of many e-commerce 
websites.  Much research has focused on advancing recommendation 
technologies to improve the accuracy of predictions, while behavioral 
aspects of using recommender systems are often overlooked.  In this 
study, we explore how consumer preferences at the time of consumption 
are impacted by predictions generated by recommender systems.  We 
conducted three controlled laboratory experiments to explore the effects of 
system recommendations on preferences.  Studies 1 and 2 investigated 
user preferences for television programs, which were surveyed 
immediately following program viewing.  Study 3 broadened to an 
additional context—preferences for jokes.  Results provide strong 
evidence viewers’ preferences are malleable and can be significantly 
influenced by ratings provided by recommender systems.  Additionally, 
the effects of pure number-based anchoring can be separated from the 
effects of the perceived reliability of a recommender system.  Finally, the 
effect of anchoring is roughly continuous, operating over a range of 
perturbations of the system.   

1. INTRODUCTION 
Recommender systems have become important decision aids in 
the electronic marketplace and an integral part of the business 
models of many firms.  Such systems provide suggestions to 
consumers of products in which they may be interested and allow 
firms to leverage the power of collaborative filtering and feature-
based recommendations to better serve their customers and 
increase sales.  In practice, recommendations significantly impact 
the decision-making process of many online consumers; for 
example, it has been reported that a recommender system could 
account for 10-30% of an online retailer’s sales [25] and that 
roughly two-thirds of the movies rented on Netflix were ones that 
users may never have considered if they had not been 
recommended to users by the recommender system [10].  
Research in the area of recommender systems has focused almost 
exclusively on the development and improvement of the 
algorithms that allow these systems to make accurate 
recommendations and predictions.  Less well-studied are the 
behavioral aspects of using recommender systems in the 
electronic marketplace.   

Many recommender systems ask consumers to rate an item that 
they have previously experienced or consumed.  These ratings are 
then used as inputs by recommender systems, which employ 
various computational techniques (based on methodologies from 
statistics, data mining, or machine learning) to estimate consumer 
preferences for other items (i.e., items that have not yet been 
consumed by a particular individual).  These estimated 
preferences are often presented to the consumers in the form of 
“system ratings,” which indicate an expectation of how much the 
consumer will like the item based on the recommender system 
algorithm and, essentially, serve as recommendations.  The 
subsequent consumer ratings serve as additional inputs to the 
system, completing a feedback loop that is central to a 

recommender system’s use and value, as illustrated in Figure 1.  
The figure also illustrates how consumer ratings are commonly 
used to evaluate the recommender system’s performance in terms 
of accuracy by comparing how closely the system-predicted 
ratings match the later submitted actual ratings by the users.  In 
our studies, we focus on the feed-forward influence of the 
recommender system upon the consumer ratings that, in turn, 
serve as inputs to these same systems.  We believe that providing 
consumers with a prior rating generated by the recommender 
system can introduce anchoring biases and significantly influence 
consumer preferences and, thus, their subsequent rating of an 
item.  As noted by [7], biases in the ratings provided by users can 
lead to three potential problems: (i) biases can contaminate the 
inputs of the recommender system, reducing its effectiveness; (ii) 
biases can artificially improve the resulting accuracy, providing a 
distorted view of the system’s performance; (iii) biases might 
allow agents to manipulate the system so that it operates in their 
favor.   

 
Figure 1.  Ratings as part of a feedback loop in consumer-

recommender interactions. 
For algorithm developers, the issue of biased ratings has been 
largely ignored.  A common underlying assumption in the vast 
majority of recommender systems literature is that consumers 
have preferences for products and services that are developed 
independently of the recommendation system.  However, 
researchers in behavioral decision making, behavioral economics, 
and applied psychology have found that people’s preferences are 
often influenced by elements in the environment in which 
preferences are constructed [5,6,18,20,30].  This suggests that the 
common assumption that consumers have true, non-malleable 
preferences for items is questionable, which raises the following 
question:  Whether and to what extent is the performance of 
recommender systems reflective of the process by which 
preferences are elicited?  In this study, our main objective is to 
answer the above question and understand the influence of a 
recommender system’s predicted ratings on consumers’ 
preferences.  In particular, we explore four issues related to the 
impact of recommender systems: (1) The anchoring issue—
understanding any potential anchoring effect, particularly at the 
point of consumption, is the principal goal of this study: Are 
people’s preference ratings for items they just consumed drawn 
toward predictions that are given to them?  (2) The timing issue—

Recommender System 
(Consumer preference 

estimation) 
Consumer 

(Item consumption)

Predicted Ratings (expressing recommendations for unknown items) 

Actual Ratings (expressing preferences for consumed items) 

Accuracy 

Copyright is held by the author/owner(s). 
Decisions@RecSys’11, October 27, 2011, Chicago, IL, USA. 

35



 

 

does it matter whether the system’s prediction is presented before 
or after user’s consumption of the item?  This issue relates to one 
possible explanation for an anchoring effect.  Showing the 
prediction prior to consumption could provide a prime that 
influences the user’s consumption experience and his/her 
subsequent rating of the consumed item.  If this explanation is 
operative, an anchoring effect would be expected to be lessened 
when the recommendation is provided after consumption.  (3) The 
system reliability issue—does it matter whether the system is 
characterized as more or less reliable?  Like the timing issue, this 
issue is directed at illuminating the nature of the anchoring effect, 
if obtained.  If the system’s reliability impacts anchoring, then this 
would provide evidence against the thesis that anchoring in 
recommender systems is a purely numeric effect of users applying 
numbers to their experience.  (4) The generalizability issue—does 
the anchoring effect extend beyond a single context?  We 
investigate two different contexts in the paper.  Studies 1 and 2 
observe ratings of TV shows in a between-subjects design.  Study 
3 addresses anchoring for ratings of jokes using a within-subjects-
design.  Consistency of our findings supports a more general 
phenomenon that affects preference ratings immediately following 
consumption, when recommendations are provided. 

2. BACKGROUND AND HYPOTHESES 
Behavioral research has indicated that judgments can be 
constructed upon request and, consequently, are often influenced 
by elements of the environment in which this construction occurs.  
One such influence arises from the use of an anchoring-and-
adjustment heuristic [6,30], the focus of the current study.  Using 
this heuristic, the decision maker begins with an initial value and 
adjusts it as needed to arrive at the final judgment.  A systematic 
bias has been observed with this process in that decision makers 
tend to arrive at a judgment that is skewed toward the initial 
anchor.  Prior research on anchoring effects spans three decades 
and represents a very important aspect of decision making, 
behavioral economics, and marketing literatures.  Epley and 
Gilovich [9] identified three waves of research on anchoring: (1) 
establishes anchoring and adjustment as leading to biases in 
judgment [5,9,21,29,30], (2) develops psychological explanations 
for anchoring effects [5,9,13,21,23], and (3) unbinds anchoring 
from its typical experimental setting and “considers anchoring in 
all of its everyday variety and examines its various moderators in 
these diverse contexts” ([9], p.21) [14,17].  Our study is primarily 
located within the latter wave while informing the second wave—
testing explanations—as well; specifically, our paper provides a 
contribution both (a) to the study of anchoring in a preference 
situation at the time of consumption and (b) to the context of 
recommender systems.   

Regarding the former of these contextual features, the effect of 
anchoring on preference construction is an important open issue.  
Past studies have largely been performed using tasks for which a 
verifiable outcome is being judged, leading to a bias measured 
against an objective performance standard (also see review by [6].  
In the recommendation setting, the judgment is a subjective 
preference and is not verifiable against an objective standard.  The 
application of previous studies to the preference context is not a 
straightforward generalization.   

Regarding our studies’ second contextual feature, very little 
research has explored how the cues provided by recommender 
systems influence online consumer behavior.  The work that 
comes closest to ours is [7], which explored the effects of system-
generated recommendations on user re-ratings of movies.  It found 

that users showed high test-retest consistency when being asked to 
re-rate a movie with no prediction provided.  However, when 
users were asked to re-rate a movie while being shown a 
“predicted” rating that was altered upward/downward from their 
original rating for the movie by a single fixed amount (1 rating 
point), they tended to give higher/lower ratings, respectively. 

Although [7] did involve recommender systems and preferences, 
our study differs from theirs in important ways.  First, we address 
a fuller range of possible perturbations of the predicted ratings.  
This allows us to more fully explore the anchoring issue as to 
whether any effect is obtained in a discrete fashion or more 
continuously over the range of possible perturbations.  More 
fundamentally, the focus of [7] was on the effects of anchors on a 
recall task, i.e., users had already “consumed” (or experienced) 
the movies they were asked to re-rate in the study, had done so 
prior to entering the study, and were asked to remember how well 
they liked these movies from their past experiences.  Thus, 
anchoring effects were moderated by potential recall-related 
phenomenon, and preferences were being remembered instead of 
constructed.  In contrast, our work focuses on anchoring effects 
that occur in the construction of preferences at the time of actual 
consumption.  In our study, no recall is involved in the task 
impacted by anchors, participants consume the good for the first 
time in our controlled environment, and we measure the 
immediate effects of anchoring. 

Still, [7] provide a useful model for the design of our studies, with 
two motivations in mind.  First, their design provides an excellent 
methodology for exploring the effects of recommender systems on 
preferences.  Second, we build upon their findings to determine if 
anchoring effects of recommender systems extend beyond recall-
related tasks and impact actual preference construction at the time 
of consumption.  Grounded in the explanations for anchoring, as 
discussed above, our research goes beyond their findings to see if 
recommender system anchoring effects are strong enough to 
manipulate a consumer’s perceptions of a consumption experience 
as it is happening. 

Since anchoring has been observed in other settings, though 
different than the current preference setting, we begin with the 
conjecture that the rating provided by a recommender system 
serves as an anchor.  Insufficient adjustment away from the 
anchor is expected to lead to a subsequent consumer preference 
rating that is shifted toward the system’s predicted rating.  This is 
captured in the following primary hypothesis of the studies: 

Anchoring Hypothesis:  Users receiving a recommendation 
biased to be higher will provide higher ratings than users 
receiving a recommendation biased to be lower. 

One mechanism that may underlie an anchoring effect with 
recommendations is that of priming, whereby the anchor can serve 
as a prime or prompt that activates information similar to the 
anchor, particularly when uncertainty is present [6].  If this 
dynamic operates in the current setting, then receiving the 
recommendation prior to consumption, when uncertainty is higher 
and priming can more easily operate, should lead to greater 
anchoring effects than receiving the recommendation after 
consumption.  Manipulating the timing of the recommendation 
provides evidence for tying any effects to priming as an 
underlying mechanism. 

Timing Hypothesis:  Users receiving a recommendation prior 
to consumption will provide ratings that are closer to the 
recommendation (i.e., will be more affected by the anchor) 
than users receiving a recommendation after viewing. 
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Another explanation proposed for the anchoring effect is a 
content-based explanation, in which the user perceives the anchor 
as providing evidence as to a correct answer in situations where 
an objective standard exists.  When applied to the use of 
recommender systems and preferences, the explanation might 
surface as an issue of the consumer’s trust in the system.  Prior 
study found that increasing cognitive trust and emotional trust 
improved consumer’s intentions to accept the recommendations 
[15].  Research also has highlighted the potential role of human-
computer interaction and system interface design in achieving 
high consumer trust and acceptance of recommendations 
[7,19,22,28].  However, the focus of these studies differs from 
that underlying our research questions.  In particular, the 
aforementioned prior studies focused on interface design 
(including presentation of items, explanation facilities, and rating 
scale definitions) rather than the anchoring effect of 
recommendations on the construction of consumer preferences.  
Our work was motivated in part by these studies to specifically 
highlight the role of anchoring on users’ preference ratings.   

In their initial studies, Tversky and Kahneman [30] used anchors 
that were, explicitly to the subjects, determined by spinning a 
wheel of fortune.  They still observed an effect of the magnitude 
of the value from this random spin upon the judgments made (for 
various almanac-type quantities, e.g., the number of African 
countries in the United Nations).  [27] also demonstrated 
anchoring effects even with extreme values (e.g., anchors of 1215 
or 1992 in estimating the year that Einstein first visited the United 
States).  These studies suggest that the anchoring effect may be 
purely a numerical priming phenomenon, and that the quality of 
the anchor may be less important. 

In contrast, [20] found that the anchoring effect was mediated by 
the plausibility of the anchor.  The research cited earlier 
connecting cognitive trust in recommendation agents to users’ 
intentions to adopt them [15] also suggests a connection between 
reliability and use.  To the extent that the phenomenon is purely 
numerically driven, weakening of the recommendation should 
have little or no effect.  To the extent that issues of trust and 
quality are of concern, a weakening of the anchoring should be 
observed with a weakening of the perceived quality of the 
recommending system.  

Perceived System Reliability Hypothesis:  Users receiving a 
recommendation from a system that is perceived as more 
reliable will provide ratings closer to the recommendation 
(i.e., will be more affected by the anchor) than users 
receiving a recommendation from a less reliable system. 

To explore our hypotheses, we conducted three controlled 
laboratory experiments, in which system predictions presented to 
participants are biased upward and downward so our hypotheses 
can be tested in realistic settings.  The first study explores our 
hypotheses by presenting participants with randomly assigned 
artificial system recommendations.  The second study extends the 
first and uses a live, real-time recommender system to produce 
predicted recommendations for our participants, which are then 
biased upward or downward.  The final study generalizes to 
preferences among jokes, studied using a within-subjects design 
and varying levels of rating bias.  The next three sections provide 
details about our experiments and findings. 

3. STUDY 1: IMPACT OF ARTIFICIAL 
RECOMMENDATIONS 

The goals of Study 1 were fivefold:  (1) to perform a test of the 
primary conjecture of anchoring effects (i.e., Anchoring 

Hypothesis) using artificial anchors; (2) to perform the 
exploratory analyses of whether participants behave differently 
with high vs. low anchors; (3) to test the Timing Hypothesis for 
anchoring effects with system recommendations (i.e., concerning 
differential effects of receiving the recommendation either before 
or after consuming the item to be subsequently rated) ; (4) to test 
the Perceived System Reliability Hypothesis for anchoring effects 
with system recommendations (i.e., concerning the relationship 
between the perceived reliability of the recommender system and 
anchoring effects of its recommendations); and (5) to build a 
database of user preferences for television shows, which would be 
used in computing personalized recommendations for Study 2. 

3.1.  Methods 
216 people completed the study.  Ten respondents indicated 
having seen some portion of the show that was used in the study 
(all subjects saw the same TV show episode in Study 1).  
Excluding these, to obtain a more homogeneous sample of 
subjects all seeing the show for the first time, left 206 subjects for 
analysis.  Participants were solicited from a paid subject pool and 
paid a fixed fee at the end of the study.  

In Study 1 subjects received artificial anchors, i.e., system ratings 
were not produced by a recommender system.  All subjects were 
shown the same TV show episode during the study and were 
asked to provide their rating of the show after viewing.  
Participants were randomly assigned to one of seven experimental 
groups.  Before providing their rating, those in the treatment 
groups received an artificial system rating for the TV show used 
in this study.  Three factors were manipulated in the rating 
provision.  First, the system rating was set to have either a low 
(1.5, on a scale of 1 through 5) or high value (4.5).  Since [29] 
found an asymmetry of the anchoring effect such that high 
anchors produced a larger effect than did low anchors in their 
study of job performance ratings, we used anchors at both ends of 
the scale. 

The second factor in Study 1 was the timing of the 
recommendation.  The artificial system rating was given either 
before or after the show was watched (but always before the 
viewer was asked to rate the show).  This factor provides a test of 
the Timing Hypothesis.  Together, the first two factors form a 2 x 
2 (High/Low anchor x Before/After viewing) between-subjects 
design (the top four cells of the design in Table 1). 

Intersecting with this design is the use of a third factor: the 
perceived reliability of the system (strong or weak) making the 
recommendation.  In the Strong conditions for this factor, subjects 
were told (wording is for the Before viewing/Low anchor 
condition): “Our recommender system thinks that you would rate 
the show you are about to see as 1.5 out of 5.”  Participants in the 
corresponding Weak conditions for the perceived reliability factor 
saw: “We are testing a recommender system that is in its early 
stages of development.  Tentatively, this system thinks that you 
would rate the show you are about to see as 1.5 out of 5.”  This 
factor provides a test of the Perceived System Reliability 
Hypothesis.  At issue is whether any effect of anchoring upon a 
recommendation is merely a numerical phenomenon or is tied to 
the perceived reliability and quality of the recommendation. 

Since there was no basis for hypothesizing an interaction between 
timing of the recommendation and strength of the system, the 
complete factorial design of the three factors was not employed.  
For parsimony of design, the third factor was manipulated only 
within the Before conditions, for which the system 
recommendation preceded the viewing of the TV show.  Thus, 
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within the Before conditions of the Timing factor, the factors of 
Anchoring (High/Low) and Reliability of the anchor 
(Strong/Weak) form a 2x2 between-subjects design (the bottom 
four cells of the design in Table 1). 

In addition to the six treatment groups, a control condition, in 
which no system recommendation was provided, was also 
included.  The resulting seven experimental groups, and the 
sample sizes for each group, are shown in Table 1. 

Subjects participated in the study using a web-based interface in a 
behavioral lab, which provided privacy for individuals 
participating together.  Following a welcome screen, subjects 
were shown a list of 105 popular, recent TV shows.  TV shows 
were listed alphabetically within five genre categories:  Comedy, 
Drama, Mystery/Suspense, Reality, and Sci Fi/Fantasy.  For each 
show they indicated if they had ever seen the show (multiple 
episodes, one episode, just a part of an episode, or never), and 
then rated their familiarity with the show on a 7-point Likert scale 
ranging from “Not at all familiar” to “Very familiar.”  Based on 
these responses, the next screen first listed all those shows that the 
subject indicated having seen and, below that, shows they had not 
seen but for which there was some familiarity (rating of 2 or 
above).  Subjects rated each of these shows using a 5-star scale 
that used verbal labels parallel to those in use by Netflix.com.  
Half-star ratings were also allowed, so that subjects had a 9-point 
scale for expressing preference.  In addition, for each show, an 
option of “Not able to rate” was provided.  Note that these ratings 
were not used to produce the artificial system recommendations in 
Study 1; instead, they were collected to create a database for the 
recommender system used in Study 2 (to be described later).   

Table 1 Experimental Design and Sample Sizes in Study 1. 

Control:  29    
Reliability condition Timing condition Low 

(anchor) 
High 
(anchor) 

Strong (reliability) After (timing) 29 28 
Strong (reliability) Before (timing) 29 31 
Weak (reliability) Before (timing) 29 31 

Following the rating task, subjects watched a TV episode.  All 
subjects saw the same episode of a situation comedy.  A less well-
known TV show was chosen to maximize the likelihood that the 
majority of subjects were not familiar with it.  The episode was 
streamed from Hulu.com and was 23 minutes 36 seconds in 
duration.  The display screen containing the episode player had a 
visible time counter moving down from 20 minutes, forcing the 
respondents to watch the video for at least this time before the 
button to proceed to the next screen was enabled.   

Either immediately preceding (in the Before conditions) or 
immediately following (in the After conditions) the viewing 
display, subjects saw a screen providing the system 
recommendation with the wording appropriate to their condition 
(Strong/Weak, Low/High anchor).  This screen was omitted in the 
Control condition.  Following, subjects rated the episode just 
viewed.  The same 5-star (9-point) rating scale used earlier was 
provided for the preference rating, except that the “Not able to 
rate” option was omitted.  Finally, subjects completed a short 
survey that included questions on demographic information and 
TV viewing patterns. 

3.2. Results 
All statistical analyses were performed using SPSS 17.0.  Table 2 
shows the mean ratings for the viewed episode for the seven 
experimental groups.  Our preliminary analyses included data 

collected by survey, including both demographic data (e.g., 
gender, age, occupation) and questionnaire responses (e.g., hours 
watching TV per week, general attitude towards recommender 
systems), as covariates and random factors.  However, none of 
these variables or their interaction terms turned out to be 
significant, and hence we focus on the three fixed factors.  

We begin with analysis of the 2x2 between-subjects design 
involving the factors of direction of anchor (High/Low) and its 
timing (Before/After viewing).  As is apparent from Table 2 (rows 
marked as Design 1), and applying a general linear model, there is 
no effect of Timing (F(1,113) = 0.021, p = .885).  The interaction 
of Timing and High/Low anchor was also not significant (F(1, 
113) = 0.228, p = .634).  There is a significant observed anchoring 
effect of the provided artificial recommendation (F(1, 113) = 
14.30, p = .0003).  The difference between the High and Low 
conditions was in the expected direction, showing a substantial 
effect between groups (one-tailed t(58) = 2.788, p = .0035, 
assuming equal variances).  Using Cohen’s (1988) d, which is an 
effect size measure used to indicate the standardized difference 
between two means (as computed by dividing the difference 
between two means by a standard deviation for the data), the 
effect size is 0.71, in the medium-to-large range. 

Table 2.  Mean (SD) Ratings of the Viewed TV Show by 
Experimental Condition in Study 1. 

Design 
1 

Design 
2 

Group (timing-anchor-
reliability) 

N Mean (SD) 

* * Before-High-Strong 31 3.48 (1.04) 
*  After-High-Strong 28 3.43b (0.81) 
  Control 29 3.22 (0.98) 
 * Before-High-Weak 31 3.08 (1.07) 
 * Before-Low-Weak 29 2.83 (0.75) 
*  After-Low-Strong 29 2.88 (0.79) 
* * Before-Low-Strong 29 2.78 (0.92) 

Using only data within the Before conditions, we continue by 
analyzing the second 2 x 2 between-subjects design in the study 
(Table 2, rows marked as Design 2), involving the factors of 
direction of anchor (High/Low) and perceived system reliability 
(Strong/Weak).  The anticipated effect of weakening the 
recommender system is opposite for the two recommendation 
directions.  A High-Weak recommendation is expected to be less 
pulled in the positive direction compared to a High-Strong 
recommendation; and, a Low-Weak recommendation is expected 
to be less pulled in the negative direction as compared to Low-
Strong.  So, we explore these conjectures by turning to the direct 
tests of the contrasts of interest.  There is no significant difference 
between the High and Low conditions with Weak 
recommendations (t(58) = 1.053, p = .15), unlike with Strong 
recommendations (as noted above, p = .0035).  Also, the overall 
effect was reduced for the Weak setting, compared to the Strong 
recommendation setting, and was measured as a Cohen’s d = 0.16, 
less than even the small effect size range.  Thus, the subjects were 
sensitive to the perceived reliability of the recommender system.  
Weak recommendations did not operate as a significant anchor 
when the perceived reliability of the system was lowered. 

Finally, we check for asymmetry of the anchoring effect using the 
control group in comparison to the Before-High and Before-Low 
groups.  (Similar results were obtained using the After-High and 
After-Low conditions as comparison, or using the combined High 
and Low groups.)  In other words, we already showed that the 
High and Low groups were significantly different from each 
other, but we also want to determine if each group differs from the 
Control (i.e., when no recommendation was provided to the users) 
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in the same manner.  When an artificial High recommendation 
was provided (4.5), ratings were greater than those of the Control 
group, but not significantly so (t(58) = 0.997, p = .162).  But when 
an artificial Low recommendation was provided (1.5), ratings 
were significantly lower than those of the Control group (t(56) = 
1.796, p = .039).  There was an asymmetry of the effect; however, 
the direction was opposite to that found by Thorsteinson et al. 
(2008).  To study the effect further, Study 2 was designed to 
provide further evidence.  So, we will return to the discussion of 
the effect later in the paper. 

In summary, analyses indicate a moderate-to-strong effect, 
supporting the Anchoring Hypothesis.  When the recommender 
system was presented as less reliable, being described as in test 
phase and providing only tentative recommendations, the effect 
size was reduced to a minimal or no effect, in support of the 
Perceived System Reliability Hypothesis.  Finally, the Timing 
Hypothesis was not supported – the magnitude of the anchoring 
effect was not different whether the system recommendation was 
received before or after the viewing experience.  This suggests 
that the effect is not attributable to a priming of one’s attitude 
prior to viewing.  Instead, anchoring is likely to be operating at 
the time the subject is formulating a response. 

Overall, viewers, without a system recommendation, liked the 
episode (mean = 3.22, where 3 = “Like it”), as is generally found 
with product ratings.  However, asymmetry of the anchoring 
effect was observed at the low end:  Providing an artificial low 
recommendation reduced this preference more so than providing a 
high recommendation increased the preference.  This effect is 
explored further in Study 2. 

4. STUDY 2: IMPACT OF ACTUAL 
RECOMMENDATIONS 

Study 2 follows up Study 1 by replacing the artificially fixed 
anchors with actual personalized recommendations provided by a 
well-known and commonly used recommendation algorithm.  
Using the user preferences for TV shows collected in Study 1, a 
recommender system was designed to estimate preferences of 
subjects in Study 2 for unrated shows.  Because participants 
provide input ratings before being shown any recommendations or 
other potential anchors, the ratings were unbiased inputs for our 
own recommendation system.  Using a parallel design to Study 1, 
we examine the Anchoring Hypothesis with a recommender 
system comparable to the ones employed in practice online. 

4.1. Methods 
197 people completed the study.  They were solicited from the 
same paid subject pool as used for Study 1 with no overlap 
between the subjects in the two studies.  Participants received a 
fixed fee upon completion of the study.   

In Study 2, the anchors received by subjects were based on the 
recommendations of a true recommender system (discussed 
below).  Each subject watched a show that he/she had indicated 
not having seen before – that was recommended by an actual real-
time system based on the subject’s individual ratings.  Since there 
was no significant difference observed between subjects receiving 
system recommendations before or after viewing a show in Study 
1, all subjects in the treatment groups for Study 2 saw the system-
provided rating before viewing.   

Three levels were used for the recommender system’s rating 
provided to subjects in Study 2:  Low (i.e., adjusted to be 1.5 
points below the system’s predicted rating), Accurate (the 
system’s actual predicted rating), and High (1.5 points above the 

system’s predicted rating).  High and Low conditions were 
included to learn more about the asymmetry effect observed in 
Study 1.  In addition to the three treatment groups, a control group 
was included for which no system recommendation was provided.  
The numbers of participants in the four conditions of the study are 
shown in Table 4 (Section 4.2). 

Based on the TV show rating data collected in Study 1, an online 
system was built for making TV show recommendations in real 
time.  We compared seven popular recommendation techniques to 
find the best-performing technique for our dataset.  The 
techniques included simple user- and item-based rating average 
methods, user- and item-based collaborative filtering approaches 
and their extensions [2,4,24], as well as a model-based matrix 
factorization algorithm [11,16] popularized by the recent Netflix 
prize competition [3].  Each technique was evaluated using 10-
fold cross validation based on the standard mean absolute error 
(MAE) and coverage metrics.  Although the performances are 
comparable, the item-based CF performed slightly better than 
other techniques (measured in predictive accuracy and coverage).  
Also because the similarities between items could be pre-
computed, the item-based technique performed much faster than 
other techniques.  Therefore the standard item-based collaborative 
filtering approach was selected for our recommender system. 

During the experiments, the system took as input subject’s ratings 
of shows that had been seen before or for which the participant 
had indicated familiarity.  In real time, the system predicted 
ratings for all unseen shows and recommended one of the unseen 
shows for viewing.  To avoid possible show effects (e.g., to avoid 
selecting shows that receive universally bad or good predictions) 
as well as to assure that the manipulated ratings (1.5 points 
above/below the predicted rating) could still fit into the 5-point 
rating scale, only shows with predicted rating scores between 2.5 
and 3.5 were recommended.  When making recommendations, the 
system examined each genre in alphabetical order (i.e., comedy 
first, followed by drama, mystery, reality, and sci-fi) and went 
through all unseen shows within each genre alphabetically until 
one show with a predicted rating between 2.5 and 3.5 was found.  
This show was then recommended to the subject.  When no show 
was eligible for recommendation, subjects were automatically re-
assigned to one of the treatment groups in Study 1. 

Our TV show recommender system made suggestions from a list 
of the 105 most popular TV shows that have aired in the recent 
decade according to a ranking posted on TV.com.  Among the 105 
shows, 31 were available for online streaming on Hulu.com at the 
time of the study and were used as the pool of shows 
recommended to subjects for viewing.  Since our respondents 
rated shows, but viewed only a single episode of a show, we 
needed a procedure to select the specific episode of a show for 
viewing.  For each available show, we manually compared all 
available episodes and selected the episode that received a median 
aggregated rating by Hulu.com users to include in the study.  This 
procedure maximized the representativeness of the episode for 
each show, avoiding the selection of outlying best or worst 
episodes that might bias the participant’s rating.  Table 3 shows 
the distributions of rated and viewing-available shows by genre. 

The procedure was largely identical to the Before and Control 
conditions used for Study 1.  However, in Study 2, as indicated 
earlier, subjects did not all view the same show.  TV episodes 
were again streamed from Hulu.com.  The episode watched was 
either approximately 22 or 45 minutes in duration.  For all 
subjects, the viewing timer was set at 20 minutes, as in Study 1.  
Subjects were instructed that they would not be able to proceed 
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until the timer reached zero; at which time they could choose to 
stop and proceed to the next part of the study or to watch the 
remainder of the episode before proceeding. 

Table 3.  Distribution of Shows. 

Genre Number of Shows Available for Viewing 
Comedy 22 7 
Drama 26 8 
Mystery/Suspense 25 4 
Reality 15 4 
Sci Fi and Fantasy 17 8 
Total 105 31 

4.2. Results 
Since the subjects did not all see the same show, the preference 
ratings for the viewed show were adjusted for the predicted 
ratings of the system, in order to obtain a response variable on a 
comparable scale across subjects.  Thus, the main response 
variable is the rating drift, which we define as: 

Rating Drift = Actual Rating – Predicted Rating. 

Predicted Rating represents the rating of the TV show watched by 
the user during the study as predicted by the recommendation 
algorithm (before any perturbations to the rating are applied), and 
Actual Rating is the user’s rating value for this TV show after 
watching the episode.  Therefore, positive/negative Rating Drift 
values represent situations where the user’s submitted rating was 
higher/lower than the system’s rating, as possibly affected by 
positive/ negative perturbations (i.e., high/low anchors).  

Similarly to Study 1, our preliminary analyses using general linear 
models indicated that none of the variables collected in the survey 
(such as demographics, etc.) demonstrated significance in 
explaining the response variable.  The mean (standard deviation) 
values across the four conditions of the study for this variable are 
shown in Table 4.  Using a one-way ANOVA, overall the three 
experimental groups (i.e., High, Low, and Accurate) significantly 
differed (F(2, 147) = 3.43, p = .035). 

Table 4.  Mean (SD) Rating Drift of the Viewed TV Show by 
Experimental Condition, Study 2. 

 Study 2 
Group N Mean (SD) 
High 51 0.40 (1.00) 
Control 48 0.14 (0.94) 
Accurate  51 0.13 (0.96) 
Low 47 -0.12 (0.94) 

Providing an accurate recommendation did not significantly affect 
preferences for the show, as compared to the Control condition 
(two-tailed t(97) = 0.023, p = .982).  Consistent with Study 1, the 
High recommendation condition led to inflated ratings compared 
to the Low condition (one-tailed t(96) = 2.629, p = .005).  The 
effect size was of slightly less magnitude with Cohen’s d = 0.53, a 
medium effect size.  However, unlike in Study 1, the anchoring 
effect in Study 2 is symmetric at the High and Low end.  There 
was a marginally significant effect of the recommendation being 
lowered compared to being accurate (t(96) = 1.305, p = .098, 
Cohen’s d = .30), and a marginally significant effect at the High 
end compared to receiving Accurate recommendations (t(100) = 
1.366, p = .088, Cohen’s d = .23).  Similar effects are observed 
when comparing High/Low to Control condition.  In summary, 
the Anchoring Hypothesis is supported in Study 2, consistently 
with Study 1.  However, the anchoring effects were symmetric in 

the overall analysis of Study 2 at the High and Low ends.   

To pursue the results further, we recognize that one source of 
variation in Study 2 as compared to Study 1 is that different shows 
were observed by the subjects.  As it turns out, 102 of the 198 
subjects in Study 2 (52%) ended up watching the same Comedy 
show.  As a result, we are able to perform post-hoc analyses, 
paralleling the main analyses, limited to this subset of viewers.  
The mean (standard deviation) values across the four conditions 
of these subjects for the main response variable are shown in 
Table 5.  Using the same response variable of rating drift, the 
overall effect across the experimental conditions was marginally 
maintained (F(2, 77) = 2.70, p = .07.  Providing an accurate 
recommendation still did not significantly affect preferences for 
the show, as compared to the Control condition (two-tailed t(47) = 
0.671, p = .506).  Consistent with Study 1 and the overall 
analyses, the High recommendation condition led to inflated 
ratings compared to the Low condition (one-tailed t(51) = 2.213, p 
= .016).  The effect size was also comparable to the overall effect 
magnitude with Cohen’s d = 0.61, a medium effect size.   

However, for the limited sample of subjects who watched the 
same episode, the effects at the High and Low end were not 
symmetric.  Compared to receiving an Accurate recommendation, 
there was a significant effect of the recommendation being raised 
(t(52) = 1.847, p = .035, Cohen’s d = .50), but not of being 
lowered (t(51) = 0.286, p = .388). 

Table 5.  Mean(SD) Rating Drift for Subjects Who Watched 
the Same Comedy Show in Study 2. 

Group N Mean (SD) 
High 27 0.81 (0.82) 
Control 22 0.53 (0.76) 
Accurate  27 0.37 (0.93) 
Low 26 0.30 (0.86) 

Thus, the indicated asymmetry of the anchoring effect is different 
from the asymmetry present in Study 1, being at the High end 
rather than the Low end.  Also, the asymmetry is not robust across 
the overall data.  Indicated is that the underlying cause of 
asymmetries is situational, in this case depending upon specific 
TV show effects.  When looking at effects across different TV 
shows (Table 4), the show effects average out and symmetry is 
observed overall.  When looking at effects for a particular show 
(Tables 2 and 5), idiosyncratic asymmetries can arise. 

5. STUDY 3: ACTUAL 
RECOMMENDATIONS WITH JOKES 

Study 3 provides a generalization of Study 2 within a different 
content domain, applying a recommender system to joke 
preferences rather than TV show preferences.  As in Study 2, the 
procedure uses actual recommendations provided by a commonly 
used recommendation algorithm.  A within-subjects design also 
allows us to investigate behavior at an individual level of analysis, 
rather than in the aggregate.  We apply a wider variety of 
perturbations to the actual recommendations for each subject, 
ranging from -1.5 to 1.5, the values used in Study 2, rather than 
just using a single perturbation per subject.   

5.1. Methods 
61 people received a fixed fee for completing the study.  They 
were solicited from the same paid subject pool used for Studies 1 
and 2 with no overlap across the three studies. 

As with Study 2, the anchors received by subjects were based on 
the recommendations of a true recommender system.  The item-
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based collaborative filtering technique was used to maintain 
consistency with Study 2.  The same list of 100 jokes was used 
during the study, though the order of the jokes was randomized 
between subjects.  The jokes and the rating data for training the 
recommendation algorithm were taken from the Jester Online 
Joke Recommender System repository [12].  Specifically, we used 
their Dataset 2, which contains 150 jokes.  To get to our list of 
100, we removed those jokes that were suggested for removal at 
the Jester website (because they were either included in the 
“gauge set” in the original Jester joke recommender system or 
because they were never displayed or rated), jokes that more than 
one of the coauthors of our study identified as having overly 
objectionable content, and finally those jokes that were greatest in 
length (based on word count). 

The procedure paralleled that used for Study 2 with changes 
adapted to the new context.  Subjects first evaluated 50 jokes, 
randomly selected and ordered from the list of 100, as a basis for 
providing recommendations.  The same 5-star rating scale with 
half-star ratings from Studies 1 and 2 was used, affording a 9-
point scale for responses.  Next, the subjects received 40 jokes 
with a predicted rating displayed.  Thirty of these predicted 
ratings were perturbed, 5 each using perturbations of -1.5, -1.0, -
0.5, +0.5, +1.0, and +1.5.  The 30 jokes that were perturbed were 
determined pseudo-randomly to assure that the manipulated 
ratings would fit into the 5-point rating scale.  First, 10 jokes with 
predicted rating scores between 2.5 and 3.5 were selected 
randomly to receive perturbations of -1.5 and +1.5.  From the 
remaining, 10 jokes with predicted rating scores between 2.0 and 
4.0 were selected randomly to receive perturbations of -1.0 and 
+1.0.  Then, 10 jokes with predicted rating scores between 1.5 and 
4.5 were selected randomly to receive perturbations of -0.5 and 
+0.5.  Ten predicted ratings were not perturbed, and were 
displayed exactly as predicted.  These 40 jokes were randomly 
intermixed.  Following the first experimental session (3 sessions 
were used in total), the final 10 jokes were added as a control.  A 
display was added on which subjects provided preference ratings 
for the 10 jokes with no predicted rating provided, again in 
random order.  Finally in all sessions, subjects completed a short 
demographic survey. 

5.2. Results 
As with Study 2, the main response variable for Study 3 was 
Rating Drift (i.e., Actual Rating – Predicted Rating).  As an 
illustration of the overall picture, Figure 2 shows the mean Rating 
Drift, aggregated across items and subjects, for each perturbation 
used in the study.  In the aggregate, there is a linear relationship 
both for negative and positive perturbations.  For comparison 
purposes, Table 6 shows the mean (standard deviation) values 
across the four perturbation conditions of Study 3 that were 
comparable to those used in Study 2 (aggregating across all 
relevant Study 3 responses).  The general pattern for Study 3—
using jokes and within-subjects design—parallels that for Study 
2—using TV shows and a between-subjects design.   

The within-subjects design also allows for analyses of the 
Anchoring Hypothesis at the individual level.  We began by 
testing the slopes across subjects between negative and positive 
perturbations, and no significant difference was observed (t(60) = 
1.39, two-tailed p = .17).  We also checked for curvilinearity for 
each individual subject for both positive and negative 
perturbations.  No significant departures from linearity were 
observed, so all reported analyses use only first-order effects.  As 
an indicator of the magnitude of the effect, we examined the 
distribution of the correlation coefficients for the individual 

analyses.  The mean magnitude of the relationship is 0.37, with 
values ranging from -0.27 to 0.87.   

Overall, the analyses strongly suggest that the effect of 
perturbations on rating drift is not discrete.  Perturbations have a 
continuous effect upon ratings with, on average, a drift of 0.35 
rating points occurring for every rating point of perturbation (e.g., 
mean rating drift is 0.53 for a perturbation of +1.5). 

 
Figure 2.  Mean Rating Drift as a Function of the Amount of 
Rating Perturbation and for Control Condition in Study 3. 

Table 6.  Mean (SD) Rating Drift, in the Comparable 
Conditions Used in Study 2 (±1.5, 0, Control), for Study 3. 

Group N Mean (SD) 
High 305 0.53 (0.94) 
Control 320 -0.04 (1.07) 
Accurate  610 -0.20 (0.97) 
Low 305 -0.53 (0.95) 

6. DISCUSSION AND CONCLUSIONS 
We conducted three laboratory experiments and systematically 
examined the impact of recommendations on consumer 
preferences.  The research integrates ideas from behavioral 
decision theory and recommender systems, both from practical 
and theoretical standpoints.  The results provide strong evidence 
that biased output from recommender systems can significantly 
influence the preference ratings of consumers.   

From a practical perspective, the findings have several important 
implications.  First, they suggest that standard performance 
metrics for recommender systems may need to be rethought to 
account for these phenomena.  If recommendations can influence 
consumer-reported ratings, then how should recommender 
systems be objectively evaluated?  Second, how does this 
influence impact the inputs to recommender systems?  If two 
consumers provide the same rating, but based on different initial 
recommendations, do their preferences really match in identifying 
future recommendations?  Consideration of issues like these arises 
as a needed area of study.  Third, our findings bring to light the 
potential impact of recommender systems on strategic practices.  
If consumer choices are significantly influenced by 
recommendations, regardless of accuracy, then the potential arises 
for unscrupulous business practices.  For example, it is well-
known that Netflix uses its recommender system as a means of 
inventory management, filtering recommendations based on the 
availability of items [26].  Taking this one step further, online 
retailers could potentially use preference bias based on 
recommendations to increase sales.   
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Further research is clearly needed to understand the effects of 
recommender systems on consumer preferences and behavior.  
Issues of trust, decision bias, and preference realization appear to 
be intricately linked in the context of recommendations in online 
marketplaces.  Additionally, the situation-dependent asymmetry 
of these effects must be explored to understand what situational 
characteristics have the largest influence.  Moreover, future 
research is needed to investigate the error compounding issue of 
anchoring:  How far can people be pulled in their preferences if a 
recommender system keeps providing biased recommendations?  
Finally, this study has brought to light a potentially significant 
issue in the design and implementation of recommender systems.  
Since recommender systems rely on preference inputs from users, 
bias in these inputs may have a cascading error effect on the 
performance of recommender system algorithms.  Further 
research on the full impact of these biases is clearly warranted. 
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ABSTRACT
Group recommendation presents significant challenges in evo-
lving best practice approaches to group modeling, but even
moreso in dataset collection for testing and in developing
principled evaluation approaches across groups of users. Ear-
ly research provided more limited, illustrative evaluations for
group recommender approaches, but recent work has been
exploring more comprehensive evaluative techniques. This
paper describes our approach to evaluate group-based rec-
ommenders using data sets from traditional single-user col-
laborative filtering systems. The approach focuses on clas-
sic memory-based approaches to collaborative filtering, ad-
dressing constraints imposed by sparsity in the user-item
matrix. In generating synthetic groups, we model ‘actual’
group preferences for evaluation by precise rating agreement
among members. We evaluate representative group aggrega-
tion strategies in this context, providing a novel comparison
point for earlier illustrative memory-based results and for
more recent model-based work, as well as for models of ac-
tual group preference in evaluation.

Categories and Subject Descriptors
H.4 [Information Systems Applications]: Miscellaneous;
D.2.8 [Software Engineering]: Metrics—complexity mea-
sures, performance measures

General Terms
Algorithms, Experimentation, Standardization

Keywords
Evaluation, Group recommendation, Collaborative filtering,
Memory-based

1. INTRODUCTION
Recommender systems have traditionally focused on the

individual user as a target for personalized information fil-
tering. As the field has grown, increasing attention is being

�
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�
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�

given to the issue of group recommendation [14, 4]. Group
recommender systems must manage and balance preferences
from individuals across a group of users with a common pur-
pose, in order to tailor choices, options, or information to the
group as a whole. Group recommendations can help to sup-
port a variety of tasks and activities across domains that
have a social aspect with shared-consumption needs. Com-
mon examples arise in social entertainment: finding a movie
or a television show for family night, date night, or the like
[22, 11, 23]; finding a restaurant for dinner with work col-
leagues, family, or friends [17]; finding a dish to cook that
will satisfy the whole group [5], the book the book club
should read next, the travel destination for the next family
vacation [19, 2, 13], or the songs to play at any social event
or at any shared public space [24, 3, 7, 9, 18].

Group recommenders have been distinguished from single
user recommenders primarily by their need for an aggre-
gation mechanism to represent the group. A considerable
amount of research in group-based recommenders concen-
trates on the techniques used for a recommendation strat-
egy, and two main group recommendation strategies have
been proposed [14]. The first strategy merges the individual
profiles of the group members into one group representative
profile, while the second strategy merges the recommenda-
tion lists or predictions computed for each group member
into one recommendation list presented to the group. Both
strategies utilize recommendation approaches validated for
individual users, leaving the aggregation strategy as a dis-
tinguishing area of study applicable for group-based recom-
menders.

Group recommendation presents significant challenges in
evolving best practice approaches to group modeling, but
even moreso in dataset collection for testing and in develop-
ing principled evaluation approaches across groups of users.
Early research provided more limited, illustrative evalua-
tions for group recommender approaches (e.g., [18, 20, 17]),
but recent work has been exploring more comprehensive
evaluative techniques (e.g., [4, 8, 1]). Broadly, evaluations
have been conducted either via live user studies or via syn-
thetic dataset analysis. In both types of evaluation, deter-
mining an overall group preference to use as ground truth in
measuring recommender accuracy presents a complementary
aggregation problem to group modeling for generating rec-
ommendations. Based on group interaction and group choice
outcomes, either a gestalt decision is rendered for the group
as a whole, or individual preferences are elicited and com-
bined to represent the overall group preference. The former
lends itself to user studies in which the decision emerges from
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group discussion and interaction, while the latter lends itself
to synthetic group analysis. Currently, the limited deploy-
ment of group recommender systems coupled with the addi-
tional overhead of bringing groups together for user studies
has constrained the availability of data sets that can be used
to evaluate group based recommenders. Thus as with other
group evaluation e↵orts [4], we adopt the approach of gen-
erating synthetic groups for larger scale evaluation.

It is important to note that there are two distinct group
modeling issues at play. The first is how to model a group
for the purpose of making recommendations (i.e., what a
group’s preference outcome will be). We refer to this as the
recommendation group preference model (RGPM). The sec-
ond is how to determine an “actual” group preference based
on outcomes in user data, in order to represent ground truth
for evaluation purposes (i.e., what a group’s preference out-
come was). We refer to this as the actual group preference
model (AGPM). For example, it might be considered a triv-
ial recommendation if each group member had previously
given a movie the same strong rating across the board. How-
ever, such an agreement point is ideal for evaluating whether
that movie should have been recommended for the group.

In evaluating group-based recommenders, the primary con-
text includes choices made about:

• the underlying recommendation strategy (e.g., content-
based, collaborative memory-based or model-based)

• group modeling for making recommednations — RGPM
(e.g., least misery)

• determining actual group preferences for evaluative com-
parison to system recommendations — AGPM (e.g.,
choice aggregation)

• choices about metrics for assessment (e.g., ranking,
rating value).

Exploring the group recommendation space involves evalu-
ation across a variety of such contexts.
To date, we are not aware of a larger-scale group rec-

ommender evaluation using synthetic data sets that (1) fo-
cuses on traditional memory-based collaborative filtering or
(2) employs precise overlap across individual user ratings
for evaluating actual group preference. Given the founda-
tional role of classic user-based [22] collaborative filtering
in recommender systems, we are interested in understand-
ing the behavior of group recommendation in this context
as a comparative baseline for evaluation. Given that addi-
tional inference to determine “ground truth” preference for
synthetic groups can potentially decrease precision in eval-
uation, we are interested in comparing results when group
members agree precisely in original ratings data.
In this paper, we focus on traditional memory-based ap-

proaches to collaborative filtering, addressing constraints
imposed by sparsity in the user-item matrix. In generating
valid synthetic groups, we model actual group preferences
by direct rating agreement among members. Prediction ac-
curacy is measured using root mean squared error and mean
average error. We evaluate the performance of three repre-
sentative group aggregation strategies (average, least misery,
most happiness) [15] in this context, providing a novel com-
parison point for earlier illustrative memory-based results,
for more recent model-based work, and for models of ac-
tual group preference in evaluation. This paper is organized
as follows: section 2 overviews related researches. Section 3
outlines our group testing framework. Section 4 provides the

evaluation using the proposed framework. Finally section 5
outlines our results and discussion.

2. RELATED WORK
Previous research that involves evaluation of group recom-

mendation approaches falls into two primary categories. The
first category employs synthetic datasets, generated from ex-
isting single-user datasets (typically MovieLens1). The sec-
ond category focuses on user studies.

2.1 Group Aggregation Strategies
Various group modeling strategies for making recommen-

dations have been proposed and tested to aggregate the in-
dividual group user’s preferences into a recommendation for
the group. Mastho↵ [16] evaluated eleven strategies inspired
from social choice theory. Three representative strategies are
average strategy, least misery, and most happiness.

• Average Strategy: this is the basic group aggregation
strategy that assumes equal influence among group
members and calculates the average rating of the group
members for any given item as the predicted rating.
Let n be the number of users in a group and rij be the
rating of user j for item i, then the group rating for
item i is computed as follows:

Gri =

Pn
j=1 rji

n
(1)

• Least Misery Strategy: this aggregation strategy is ap-
plicable in situations where the recommender system
needs to avoid presenting an item that was really dis-
liked by any of the group members, i.e., that goal is to
please the least happy member. The predicted rating
is calculated as the lowest rating of for any given item
among group members and computed as follows:

Gri = min
j

rji (2)

• Most Happiness: this aggregation strategy is the oppo-
site of the least misery strategy. It applies in situations
where the group is as happy as their happiest member
and computed as follows:

Gri = max
j

rji (3)

2.2 Evaluation with Synthetic Groups
Recent work by Baltrunas [4] used simulated groups to

compare aggregation strategies of ranked lists produced by
a model based collaborative filtering methodology using ma-
trix factorization with gradient descent (SVD). This ap-
proach addresses sparsity issues for user similarity. The
MovieLens data set was used to simulate groups of di↵er-
ent sizes (2, 3, 4, 8) and di↵erent degrees of similarity (high,
random). They employed a ranking evaluation metric, mea-
suring the e↵ectiveness of the predicted rank list using Nor-
malized Discounted Cumulative Gain (nDCG). To account
for the sparsity in the rating matrix nDCG was computed
only over the items that appeared in the target user test set.
The e↵ectiveness of the group recommendation was mea-
sured as the average e↵ectiveness (nDCG) of the group mem-
bers where a higher nDCG indicated better performance.

1www.movielens.org
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Chen et al. [8] also used simulated groups and addressed
the sparsity in user-rating matrix by predicting the missing
ratings of items belonging in the union set of items rated by
group members. They simulated 338 random groups from
the MovieLens data set and used it for evaluating the use
of Genetic Algorithms to exploit single user ratings as well
as item ratings given by groups to model group interactions
and find suitable items that can be considered neighbors in
their implemented neighborhood-based CF.

Amer-Yahia et al. [1] also simulated groups from Movie-
Lens. The simulated groups where used to measure the per-
formance of di↵erent strategies centered around a top-k TA
algorithm. To generate groups a similarity level was spec-
ified, groups were formed from users that had a similarity
value within a 0.05 margin. They varied the group similar-
ity between 0.3, 0.5, 0.7 and 0.9 and the size 3, 5 and 8. It
was unclear how actual group ratings were established for
the simulated groups or how many groups were created.

2.3 Evaluation with User Studies
Mastho↵ [15] employed user studies, not to evaluate spe-

cific techniques, but to determine which group aggregation
strategies people actually use. Thirty-nine human subjects
were given the same individual rating sets from three people
on a collection of video clips. Subjects were asked to decide
which clips the group should see given time limitations for
viewing only 1, 2, 3, 4, 5, 6, or 7 clips, respectively. In addi-
tion, why they made that selection. Results indicated that
people particularly use the following strategies: Average,
Average Without Misery and Least Misery.

PolyLens [20] evaluated qualitative feedback and changes
in user behavior for a basic Least Misery aggregation strat-
egy. Results showed that while users liked and used group
recommendation, they disliked the minimize misery strat-
egy They attributed this to the fact that this social value
function is more applicable to groups of smaller sizes.

Amer-Yahia et al. [1] also ran a user study using Ama-
zon’s Mechanical Turk users, they had a total of 45 users
where various groups were formed of sizes 3 and 8 to repre-
sent small and large groups. They established an evaluation
baseline by generating a recommendation list using four im-
plemented strategies. The resulting lists are combined into
a single group list of distinct items and were presented to
the users for evaluation where a relevance score of 1 was
given if the user considered the item suitable for the group
and 0 otherwise. They employed an nDCG measure to eval-
uate their proposed prediction lists consensus function. The
nDCG measure was computed for each group member and
the average was considered the e↵ectiveness of the group
recommendation.

Other work considers social relationships and interactions
among group members when aggregating the predictions [10,
8, 21]. They model member interactions, social relation-
ships, domain expertise, and dissimilarity among the group
members when choosing a group decision strategy. For ex-
ample, Recio-Garcia et al. [21] described a group recom-
mender system that takes into account the personality types
for the group members.

Berkovsky and Freyne [5] reported better performance in
the recipe recommendation domain when aggregating the
user profiles rather than aggregating individual user predic-
tions. They implemented a memory-based recommendation
approach comparing the performance of four recommenda-

tion strategies, including aggregated models and aggregated
predictions. Their aggregated predictions strategy combined
the predictions produced for each of the group members into
one prediction using a weighted, linear combination of these
predictions. Evaluation consisted of 170 users where a 108
of them belonged to a family group with size ranges between
1 and 4.

2.4 Establishing Group Preference
A major question that must be addressed in evaluating

group recommender systems is how to establish the actual
group preference in order to compare accuracy with system
predictions. Previous work by [4, 8, 1] simulated groups
from single-user data sets. Their simulated group creation
was limited to groups of di↵erent sizes (representing small,
medium and large) with certain degrees of similarity (ran-
dom, homogeneous and heterogeneous ). Chen et al. [8]
used a baseline aggregation as the ground truth while [4]
compares the e↵ectiveness of the group-based recommenda-
tion to the e↵ectiveness of the individual recommendations
made to each member in the group. This led to our work
in investigating ways to create synthesized groups from the
most commonly used CF single-user data sets taking into
consideration the ability to identify and establish ground
truth. We propose a novel Group Testing Framework that
allows for the creation of synthesized groups that can be
used for testing in memory-based CF recommenders. In the
remainder of the paper we give an overview of our proposed
Group Testing Framework and we report on the evaluations
we conducted using this framework.

Overall, larger-scale synthetic evaluations for group rec-
ommendation have not focused on traditional memory-based
approaches. This may be because it is cumbersome to ad-
dress group generation, given sparsity constraints in the
user-item matrix. Moreover, only limited attention has been
given to evaluation based on predictions, rather than rank-
ing. Our evalution approach addresses these issues.

3. GROUP TESTING FRAMEWORK
We have developed a group testing framework in order

to support evaluation of group recommender approaches.
The framework is used to generate synthetic groups that are
parametrized to test di↵erent group contexts. This enables
exploration of various parameters, such as group diversity.
The testing framework consists of two main components.
The first component is a group model that defines specific
group characteristics, such as group coherence. The sec-
ond component is a group formation mechanism that applies
the model to identify compatible groups from an underlying
single-user data set, according to outcome parameters such
as the number of groups to generate.

3.1 Group Model
In simulating groups of users, a given group will be defined

based on certain constraints and characteristics, or group
model. For example, we might want to test recommenda-
tions based on di↵erent levels of intra-group similarity or
diversity. For a given dataset, the group model defines the
space of potential groups for evaluation. While beyond the
scope of this paper, we note that the group model for evalu-
ation could include inter-group constraints (diversity across
groups) as well as intra-group constraints (similarity within
groups).
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3.1.1 Group Descriptors
Gartrell et al. [10] use the term “group descriptors” for

specific individual group characteristics (social, expertise,
dissimilarity) to be accounted for within a group model. We
adopt the group descriptor convention to refer to any quan-
tifiable group characteristic that can reflect group structure
and formation. Some of these group descriptors that can
reflect group structure are user-user correlation, number of
co-rated items between users and demographics such as age
di↵erence. We use these group descriptors to identify rela-
tionships between user pairs within a single user data set.

3.1.2 Group Threshold Matrix
A significant set of typical group descriptors can be evalu-

ated on a pairwise basis between group members. For exam-
ple, group coherence can be defined as a minimum degree of
similarity between group members, or a minimum number of
commonly rated items. We employ such pairwise group de-
scriptors as a foundational element in generating candidate
groups for evaluation. We operationalize these descriptors
in a binary matrix data structure, referred to as the Group
Threshold Matrix (GTM). The GTM is a square n⇥n sym-
metric matrix, where n is the number of users in the system,
and the full symmetric matrix is employed for group gener-
ation. A single row or column corresponds to a single user,
and a binary cell value represents whether the full set of
pairwise group descriptors holds between the respectively
paired users.

To populate the GTM, pairwise group descriptors are eval-
uated across each user pair in a given single-user dataset.
The GTM enables e�cient storage and operations for test-
ing candidate group composition. A simple lookup indicates
whether two users can group. A bitwise-AND operation on
those two user rows indicates which (and how many) other
users they can group with together. A further bitwise-AND
with a third user indicates which (and how many) other
users the three can group with together, and so on. Com-
posing such row- (or column-) wise operations provides an
e�cient foundation for a generate-and-test approach to cre-
ating candidate groups from pairwise group descriptors.

3.2 Group Formation
Once the group model is constructed it can be applied

to generate groups from any common CF user-rating data
models as the underlying data source. The group formation
mechanism applies the set of group descriptors to gener-
ate synthetic groups that are valid for the group model. It
conducts an exhaustive search through the space of poten-
tial groups, employing heuristic pruning to limit the number
of groups considered. Initially, individual users are filtered
based on group descriptors that can be applied to single
users (e.g., minimum number of items rated). The GTM
is generated for remaining users. Baseline pairwise group
descriptors are then used to eliminate some individual users
from further consideration (e.g., minimum group size). The
GTM is used to generate-and-test candidate groups for a
given group size.

To address the issue of modeling actual group preferences
for evaluating system predictions, the framework is tuned to
identify groups where all group members gave at least one
co-rated item the exact same rating among all group mem-
bers. Such identified “test items” become candidates for the
testing set in the evaluation process in conjunction with the

corresponding group. We note that there are many poten-
tial approaches to model agreement among group members.
In this implementation we choose the most straightforward
approach, where the average rating among group members
is equal to the individual group member rating for that item
as a baseline for evaluation. We do not currently eliminate
“universally popular” items, but enough test items are iden-
tified that we do not expect such items to make a significant
di↵erence. A common practice in evaluation frameworks is
to divide data sets into test and target data sets. In this
framework the test data set for each group would consist of
the identified common item or items for that group.

4. EVALUATION

4.1 Baseline Collaborative Filtering
We implement the most prevalent memory-based CF algo-

rithm, neighborhood-based CF algorithm [12, 22]. The basis
for this algorithm is to calculate the similarity, wab, which
reflects the correlation between two users a and b. We mea-
sure this correlation by computing the Pearson correlation
defined as:

wab =

Pn
i=1[(rai � ra)(rbi � rb)]pPn

i=1(rai � ra)2
Pn

i=1(rbi � rb)2
(4)

To generate predictions a subset of the nearest neighbors
of the active user are chosen based on their correlation.

We then calculate a weighted aggregate of their ratings
to generate predictions for that user. We use the following
formula to calculate the prediction of item i for user a:

pai = ra +

Pn
b=1[(rbi � rb) · wab]Pn

b=1 wab
(5)

Herlocker et al. [12] noted that setting a maximum for the
neighborhood size less than 20 negatively a↵ects the accu-
racy of the recommender systems. They recommend setting
a maximum neighborhood size in the range of 20 to 60. We
set the neighborhood size to 50 we also set that as the min-
imum neighborhood size for each member of the groups we
considered for evaluation. Breese et al. [6] reported that
neighbors with higher similarity correlation with the target
user can be exceptionally more valuable as predictors than
those with the lower similarity values. We set this threshold
to 0.5 and we only consider the ones based on 5 or more
co-rated items.

4.2 Group Prediction Aggregation
Previous group recommender research has focused on sev-

eral group aggregation strategies for combining individual
predictions. We evaluate the three group aggregation strate-
gies which are outlined in section 2.1 as representative RGPMs.
We compare the performance of these three aggregation strate-
gies with respect to group characteristics: group size and the
degree of similarity within the group.

4.3 Data Set
To evaluate the accuracy of an aggregated predicted rat-

ing for a group we use the MovieLens 100K ratings and 943
users data set. Simulated groups were created based on dif-
ferent thresholds defined for the group descriptors. The two
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Table 1: Degrees of Group Similarity
Similarity Definition
Level 8i, j 2 G
High wij � 0.5
Medium 0.5 > wij � 0
Low 0 > wij

Table 2: Similarity Statistics for Test Data Set
Degree of Number of Valid Average User-User
Similarity Correlations Similarity

High 39,650 0.65
Medium 192,522 0.22
Low 95,739 -0.25

descriptors we varied were group size and degree of similar-
ity among group members. We presume the same data set
that is used to create the simulated groups is the same data
set used to evaluate recommendation techniques.

By varying the thresholds of the group descriptors used to
create the group threshold matrix we were able to represent
groups of di↵erent characteristics, which we then used to
find and generate groups for testing. One aspect we wanted
to investigate is the a↵ect of group homogeneity and size on
the di↵erent aggregation methods used to predict a rating
score for a group using the baseline CF algorithms defined in
section 4.1. To answer this question we varied the threshold
for the similarity descriptor and then varied the size of the
group from 2 to 5. We defined three similarity levels: high,
medium and low similarity groups as outlined in Table 1
where the inner similarity correlation between any two users
i, j belonging to group G is calculated as defined in equation
1.

To ensure significance of the calculated similarity correla-
tions we only consider user pairs that have at least 5 common
rated items. For the MovieLens data set used we have a total
of 444153 distinct correlations (943 taking two combinations
at a time). For the three similarity levels defined previously
the total correlation and average correlation are outlined in
Table 2.

Table 3 reflects the GTM group generation statistics for
the underlying data set used in our evaluation. Total com-
binations field indicate the number of possible group com-
binations that can be formed giving user pairs that satisfy
our group size threshold descriptor. The valid groups field
indicates the number of possible groups that satisfy both
the size and similarity threshold whereas the testable groups
are valid groups with at least one identified test item as de-
scribed in section 3.2. As we increase the size of the groups
to be created the number of combinations the implementa-
tion has to check increases significantly. We can also see
that the number of testable groups is large in comparison
to the number of groups used in actual user studies. As of
this writing and due to system restrictions we were able to
generate all testable groups for group size 2 and 3 across
all similarity levels, group size 4 for low and high similarity
level and group size 5 for the high similarity level.

4.4 The Testing Framework
The framework creates a Group Threshold Matrix based

on the group descriptor conditions defined. In our imple-

Figure 1: RMSE - High degree of similarity.

mentation of this framework the group descriptors used to
define inputs for the group threshold matrix are the user-
user correlation and the number of co-rated items between
any user pair. This forms the group model element of the
testing framework. For the group formation element we var-
ied the groups size and for each group the similarity category,
5000 testable groups were identified (with at least one com-
mon rating across group members). A predicted rating was
computed for each group member and those values were ag-
gregated to produce a final group predicted rating. Table 3
gives an overview of the number of di↵erent group combi-
nations the framework needs to consider to identify valid,
and testable groups. The framework exploits the possible
combinations to identify groups where the group descriptors
defined are valid between every user pair belonging to that
group this is then depicted in the GTM.

We then utilized the testing framework to assess the pre-
dicted rating computed for a group based on the three de-
fined aggregation strategies in section 4.2. We compared
the group predicted rating calculated for the test item to
the actual rating using MAE and RMSE across the di↵erent
aggregation methods.

It is worth noting here that just like any recommendation
technique quality depends on the quality of the input data,
the quality of the generated test set depends on the quality of
the underlying individual ratings data set when it comes to
the ability to generate predictions. For example, prediction
accuracy and quality decrease due to sparsity in the original
data set.

5. RESULTS AND DISCUSSION
Our evaluation goal is to test group recommendation based

on traditional memory-based collaborative filtering techniques,
in order to provide a basis of comparison that covers (1)
synthetic group formation for this type of approach, and (2)
group evaluation based on prediction rather than ranking.
We hypothesize that aggregation results will support previ-
ous research for the aggregation strategies tested. In doing
so, we investigate the relationship between the group’s co-
herence, size and the aggregation strategy used. Figures
1-6 reflect the MAE and RMSE for these evaluated rela-
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Table 3: Group Threshold Matrix Statistics
2 3 4 5

High Similarity >= 0.5 Total Combinations 39,650 1,351,657 40,435,741 1,087,104,263
Valid Groups 39,650 226,952 417,948 390,854
Testable Groups 37,857 129,826 129,851 71,441

Medium >=0 < 0.5 Total combinations 192,522 30,379,236 3,942,207,750 434,621,369,457
Valid groups 192,522 17,097,527
Testable groups 187,436 11,482,472

Low similarity < 0.0 Total combinations 95,739 7,074,964 421,651,608 21,486,449,569
Valid groups 95,739 1,641,946 6,184,151
Testable groups 87,642 470,257 283,676

Figure 2: MAE - High degree of similarity.

tionships. Examining the graphs for the groups with high
similarity levels, Figures 1 and 2 show that average strat-
egy and most happiness perform better than least misery.
We conducted a t-test to evaluate the results significance
and found that both MAE and RMSE for average and most
happiness strategies, across all group sizes, significantly out-
perform the least misery strategy (p<0.001 ). For group sizes
2 and 3 there was no significant di↵erence between the av-
erage and most happiness strategies (p>0.01 ). For group
sizes 4 and 5 most happiness strategy performs better than
the average strategy (p<0.001 ). Both least happiness and
average strategies performance decreases as the group size
grows. This indicates that a larger group of highly similar
people are as happy as their happiest member.

Figures 3 and 4 show the RMSE and MAE for groups with
medium similarity levels. The average strategy performs
significantly better than most happiness and least misery
across group sizes 2,3 and 4 (p<0.001 ). For the groups
of size 5 there was no significant di↵erence between aver-
age and most happiness strategies (p>0.01 ). For groups
with medium similarity level the least misery strategy per-
formance is similar to the groups with high coherency levels.

Figures 5 and 6 show the results for the groups with
low similarity level. Examining the RMSE and MAE in
these graphs the average strategy performs best across all
group sizes compared to the other two strategies. MAE and
RMSE for the average strategy for all group sizes with low

Figure 3: RMSE - Medium degree of similarity.

Figure 4: MAE - Medium degree of similarity.
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Figure 5: RMSE - Low degree of similarity.

coherency had a statistically significant p value (p<0.001 )
compared to both least misery and most happiness strate-
gies. Inconsistent with the groups with high coherency, for
groups with low coherency the most happiness performance
starts to decrease as the group size increases while the per-
formance of the least misery strategy starts to increase.

These evaluation results indicate that in situations where
groups are formed with highly similar members most happi-
ness aggregation strategy would be best to model the RGPM
while for groups with medium to low coherency average
strategy would be best. These results using the 5000 syn-
thesized groups for each category coincide with the results
reported by Gartrell using real subjects. Gartrell defined
groups based on the social relationships between the group
members. They identified three levels of social relationships
(couple, acquaintance and first-acquaintance) that might ex-
ist between group members. In their study to compare the
performance of the three aggregation strategies across these
social ties, they reported that for the groups of two members
with a social tie defined as couple the most happiness strat-
egy outperforms the other two. For the acquaintance groups,
these groups had 3 members, the average strategy performs
best, while for the first-acquaintance, they had one group
with 12 members, the least misery strategy outperforms the
best. It is apparent that their results for the couple groups
performance is equivalent to our high-coherency groups, the
acquaintance groups maps to the medium-coherency groups
while the first-acquaintance groups follow the low-coherency
groups. Mastho↵ studies reported that people usually used
average strategy and least misery since they valued fairness
and preventing misery. It is worth noting that her studies
evaluated these strategies for groups of size 3 only without
any reference to coherency levels.

6. CONCLUSION
As group-based recommender systems become more preva-

lent, there is an increasing need for evaluation approaches
and data sets to enable more extensive analysis of such sys-
tems. In this paper we developed a group testing framework
that can help address the problem by automating group
formation resulting in generation of groups applicable for

Figure 6: MAE - Low degree of similarity.

testing in this domain. Our work provides novel cover-
age in the group recommender evaluation space, considering
(1) focus on traditional memory-based collaborative filter-
ing, and (2) employs precise overlap across individual user
ratings for evaluating actual group preference. We evalu-
ated our framework with a foundational Collaborative Fil-
tering neighborhood-based approach, prediction accuracy,
and three representative group prediction aggregation strate-
gies. Our results show that for small-sized groups with high-
similarity among their members average and most happiness
perform the best. For larger size groups with high-similarity
performs most happiness performs better. For the low and
medium similarity groups, average strategy has the best per-
formance. Overall, this work has helped to extend the cov-
erage of group recommender evaluation analysis, and we ex-
pect this will provide a novel point of comparison for further
developments in this area. Going forward we plan to evalu-
ate various parameterizations of our testing framework such
as more flexible AGPM metrics (e.g. normalizing the ratings
of the individual users).
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ABSTRACT
Digital access to our cultural heritage assets was facilitated
through the rapid development of the digitization process
and online publishing initiatives as Europeana or the Google
books project. As Galleries, Libraries, Archiving institu-
tions and Museums (GLAM) created digital representations
of their masterpieces new concerns arise regarding the long-
term accessibility of digitized and digitally born content.
Repository managers of institutions need to take well docu-
mented decisions with regard to which digital object repre-
sentations to use for archiving or long term access to their
valuable collections. The digital preservation recommender
system presented within this paper aims at reducing the
complexity in the process of decision making by providing
support for classification and the preservation risk analy-
sis of digital objects. Technical information which is avail-
able as linked data in open knowledge sources facilitates
the construction of the DiPRec’s recommender knowledge
base. This paper presents the DiPRec recommender sys-
tem, a community approach on how to achieve the genera-
tion of well founded and trusted recommendations through
open linked data and inferred knowledge in the domain of
long-term information preservation for GLAM institutions.

Categories and Subject Descriptors
H.3.7 [Information Systems Applications]: Digital Li-
braries; M.8 [Knowledge Management]: Knowledge Reuse

General Terms
Digital preservation, Recommender systems

Keywords
Knowledge based recommender, open recommendations, linked
open data, preservation planning
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1. INTRODUCTION
Knowledge based recommender systems (KBRs) as natu-

ral followers of expert systems are nowadays used for sup-
porting the decision making process in multiple application
areas as: e-commerce, financial services, tourism, etc. One
of the most important challenges of KBRs is the construc-
tion of their underlying knowledge base. This is typically
composed by sets of factual knowledge, i.e. information de-
scribing the application’s domain and business rules. Both
together enable the drawing of conclusions and support the
decisions making process when analyzing the utility of a spe-
cific item in a given context as for example, analyzing the ef-
fectiveness of digitizing and publishing Mircea Eliade’s book
”History of Religious Ideas” within Google books.

Even though the world wide web has turned out to be
the largest knowledge base, information published lacks an
unified well-formed representation and mainly is intended
for human readers. The Linked Open Data (LOD)1 and
Open Knowledge2 initiatives address these weaknesses by
describing a method on how to provide structured data in a
well-defined and queriable format. By linking together and
inferring properties of di↵erent independent and publically
available information sources like FreeBase3, DbPedia4 and
Pronom 5 within the specific context of a digital preservation
scenario we shortcut the well known challenge of KBRs, the
knowledge acquisition bottleneck.

In this paper we present our work carried out in the con-
text of the Assets6 project with the aim of preparing the
ground for digital preservation within Europeana7. The Eu-
ropeana portal serves as a central point for the large public
to easily explore and research European cultural and sci-
entific heritage online. It aggregates and collects data on
digital resources from galleries, libraries, archives and muse-
ums accross Europe and by now manages about 19 million
object descriptions collected from more than 15 hundred in-
stitutions. Within this very heterogeneous context it is eas-
ily understandable that digital objects are encoded in very
heterogeneous file formats and versions throughout various
di↵erent hardware and software content repository systems.
Depending on the underlying use case it is likely that mul-

1http://linkeddata.org/
2http://www.okfn.org/
3http://www.freebase.com
4http://dbpedia.org/
5http://www.nationalarchives.gov.uk/PRONOM/
6http://www.assets4europeana.eu/
7http://www.europeana.eu/portal/
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tiple representations of the same ’physical’ object exist at
a time. For example in most cases it is useful to provide
access copies on demand which are easily distribuatable via
the web while the master record needs to adhere to di↵er-
ent requirements as for example the institution’s long-term
scenario and preservation policy.

A key topic in preservation planning is the file formats
used for encoding the digital information. The Pronom
Unique Identifiers (PUIDs) registry provides persistent, unique
and unambiguous identifiers for file formats and therefore
takes a fundamental role in the process of managing elec-
tronic records. Currently it lists information on about 820
di↵erent PUIDs. While some of the formats are properly
documented, open-source and well supported, others may
be outdated, redeemed by software vendors and no longer
functional in modern operating systems. As always the the
binary file’s dependencies on the underlying platform, its
configuration (codecs, plugins, etc.) as well as the render-
ing software are responsible on generating a concrete user
performance, it is vital to have a solid understanding on all
of them. This process is costly and requires a high degree
of engineering expertise. Many of the GLAM institutions
already outsource IT related activities and don’t have the
resources to keep track of the required level of complexity in
house.

The Digital Preservation Recommender (DiPRec) system
addresses the topics of ’preservation watch’ and ’preserva-
tion policy recommendation’. It proposes a solution in the
domain of digital long-term preservation for making doc-
umented recommendations based on risk scores, while the
underlying knowledge base is built through a linked data ap-
proach. Information from FreeBase, DbPedia and Pronom
in the areas of file formats, file conversions tools, hardware
and software vendors is taken into account. The main con-
tribution of this paper consists in the integration of open
(general or domain specific) data when constructing knowl-
edge based recommendations. The ”knowledge acquisition
bottleneck” and the high costs of setting up and maintain-
ing KBRs are still an impediment for extensively adoption
by the industry. Recommendations provided by DiPRec are
meant to support GLAM institutions across Europe in the
process of analyzing their digital assets. The technical foun-
dation and the explanation of the DiPRec recommendations
are computed on top of shared and collaboratively built data
sources, trust in the area of LOD and digital preservation
is a key issue which has been left out for this paper due to
simplicity.

The novelty of our work consists in combining expert tools
(as File, Droid or Fido) and automated object identifica-
tion processes, with structured information (e.g. techni-
cal information on file formats) from open data reposito-
ries. This information is use for infering new knowledge,
calculate preservation risks and finally for computing rec-
ommendations on preservation actions in the domain of dig-
ital long-term preservation. We present the rationale used
for the construction of the DiPRec recommender by pre-
senting concrete examples of a given content analysis which
was provided for the Assets project. The rest of the pa-
per is organized as follows; in Section 2 we present related
work carried out on recommender systems and in the field
of digital preservation. Section 3 highlights the architecture
of DiPRec by comparing it against the construction of clas-
sical KBRs. The functionality provided by our system is

explained in detail through a concrete example on the TIFF
file format. The evaluation of our approach is presented in
Section 4 by analyzing the digital collections of the Assets
project. This is followed in the last Section of the paper (nr.
5) by the summarization of the concluding remarks for our
work.

2. RELATED WORK
Knowledge Based Recommender systems gained broad pop-

ularity in e-commerce and e-tourism [7, 11, 24, 19] appli-
cations supporting customers in their decision making pro-
cesses. The two most popular use cases are guidance through
large and complex product o↵ers (e.g. trip organization, fea-
ture selection of technical equipment) as well as accompany-
ing the process of high cost decision making (e.g. financial
investments). When designing the DiPRec recommender we
took into consideration the Advisor Suite [12] and Planets
Testbed infrastructure [16]. The main component of the
Advisor Suite is a multipurpose workbench which o↵ers sup-
port and advanced graphical user interfaces for constructing
knowledge based recommenders. Advisor Suite features in-
clude the import of product catalogues, visual editing of a
recommendation workflow and the generation of a runtime
environment. The Planets8 project focused on constructing
practical services and tools for establishing empirical evi-
dence in the process of informed decision making in the area
of digital long-term preservation. A major achievement was
the definition of basic nouns and verbs for core preserva-
tion operations. This allows to easily combine and swap
tools within a preservation workflow and lead to a num-
ber of over fifty preservation services. Available services
were deployed and tested within the Planets Testbed [22], a
uniform environment for experimentation under well-defined
and controlled surroundings. It provides automated quality
assurance support for tools like DROID9, JHOVE10 and the
eXtensible Characterisation Languages11[5].

A key topic in preservation planning is the process of eval-
uating objectives under the limitation of well-known con-
straints. A state of the art report on technical require-
ments and standards as well as available tools to support
the analysis and planning of preservation actions is given in
[2]. Strodl et al. present the Planets preservation planning
methodology Plato12 by an empirical evaluation of image
scenarios [21] and demonstrate specific cases of recommen-
dations for image content in four major National Libraries in
Europe[4]. After eliciting information regarding the preser-
vation scenario (user requirements) the Plato tool is able to
recommend specific preservation actions [3] for a given sce-
nario. The tool was specifically designed to work on sam-
ples of the underlying data set and therefore is able to make
use of XCL or similar tools for automated quality assurance
and semi-automated evaluation of objectives. In contrast to
these scenario evaluations, DiPRec aims at collecting infor-
mation on a broader range from open linked data registries
and dynamic knowledge sources. It can evaluate more gen-
eral, even ’non-technical’ objectives (e.g. what is the risk
that no software vendor will support old formats like Word

8http://www.planets-project.eu/
9http://droid.sourceforge.net/

10http://hul.harvard.edu/jhove/
11http://planetarium.hki.uni-koeln.de/public/XCL/
12http://www.ifs.tuwien.ac.at/dp/plato/intro.html
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Figure 1: A comparison of regular KBRs and DiPRec recommender processes

3 documents? ). This is a significant improvement over the
Plato tool where all this information needs to provided by
domain experts.

The Scape13 project is one of the major current initiatives
[18] which is partially funded by the European Union’s FP7
on institutional preservation requirements. The project ad-
dresses besides the issues of scalable preservation and quality-
assured preservation workflows also the topic of policy-based
preservation planning and watch.

The paradigms of semantic Web and linked open data [6]
transform the web from a pool of information into a valu-
able knowledge source of data according to the definitions
of a knowledge management theory [17]. The exploitation
of linked data as knowledge source for recommender sys-
tem started as research topic in the last few years and was
first applied to improve case-based and collaborative filter-
ing recommenders [10, 9, 20]. In [20] the authors present the
Talis Aspire system which is able to assists educational sta↵
in picking educational web resources. The employment of
linked data in collaborative filtering and case-based reason-
ing was explored by Heitmann and Hayes in [9] and [10].

3. SYSTEM OVERVIEW
Typically the creation of classic knowledge based recom-

mender systems consists of three main tasks. Dealing with
the collection of detailed descriptions of products o↵ers is
followed by the process of constructing a recommendation
knowledge base (see section 3.2). At runtime user require-
ments elicitation takes place and recommendations are com-
puted based on the underlying recommendation knowledge
base and the items that match the given user requirements.
DiPRec follows the same process but improves the way the
knowledge base is built in order to reduce the e↵orts spent
on domain knowledge acquisition. This is especially relevant
for being exploited in GLAM preservation scenarios, where
the underlying knowledge base contains broader informa-

13http://www.scape-project.eu/

tion than the domain specific KBRs. Within the DiPRec
recommender the Domain Information Aggregation module
is responsible for collecting file format related information
(e.g. formats, vendors, applications, etc.) from the open
knowledge bases Pronom, DBPedia and Freebase. Further-
more the Domain Knowledge Aggregation module combines
the outcome of a risk analysis process with the knowledge
manually provided by domain experts. Figure 1 compares
the process used by regular KBRs and the one presented by
DiPRec which enhances the process of building the under-
lying knowledge base. In the following sections we present
extended details on how the knowledge base of DiPRrec is
built by using as example the Tagged Image File Format
(TIFF).

The TIFF format is still very popular among the publish-
ing industry, as it is a very adaptable file format although
it did not have a major update since 1992. It was originally
created by Aldus and since 2009 it is now under control of
Adobe Systems. There are a number of extensions avail-
able (e.g. TIFF/IT, TIFF-FX) which have been based on
the TIFF 6.0 specification, but not all of them are broadly
used. A standard and broadly accepted approach in the
archiving world is the migration of TIFF encoded content
to the JPEG2000 format. In [4, 2] one can find the context
in which several content providers took the decision to per-
form this kind of content migration. However within these
scenarios, the context evaluation and the recommendation
were computed by domain experts and by expert systems.

The DiPRec system, on the one hand applies to the ap-
proach of well-documented and trackable decision making,
and at the same time it uses a semi-automatic approach
on domain knowledge acquisition. This reduces the human
e↵ort invested by domain experts when providing reserva-
tion recommendations, reduces the financial e↵orts invested
in the context evaluations, and in the same time is able to
o↵er good quality recommendations.
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FILE FORMAT DESCRIPTION
Format Name Tagged Image File Format (P), Tagged Image File Format (D), Tagged Image File Format(F)
Pronom Id fmt/10 (P)
Mime Type /media type/image/ti↵-fx, /media type/image/ti↵ (F), image/ti↵(P)
File Extensions .ti↵, .tif (D)
Current Version 6 (P)
Current Version Release Date 03 Jun 1992 (P)
Software License Proprietary software (D)
Software QuickView Plus, Acrobat, AutoCAD, CorelDraw, Freemaker, GoLive, Illustrator, Photoshop,

Powerpoint (P), SimpleText, Seashore, Imagine (D)
Software Homepage http://adobe.com/photoshop(D)

Operating System PC, Mac OS X, Microsoft Windows (D)
Genre Image (Raster) (P), Image file format (I), SimpleText - Text editor, Adobe Photoshop - Raster

graphics editor (D)
Open Format none (P)
Standards ISO 12639:2004 (W)
Vendors Aldus, Adobe Systems, Apple Computer, now Apple Inc., Microsoft (D), Adobe Systems

Incorporated (P), Aldus Corporation (P)
VENDOR DESCRIPTION

Organization Name Adobe Systems
Country United States (P)
Foundation date Dec 1982 (F)
Number of Employees 6068 (Jan 2007), 8660 (2009)(F), 9,117 (2010)(W)
Revenue 3,579,890,000 US$ (Nov 28, 2008) (F)
Homepage http://adobe.com/photoshop(F)

Table 1: File format and vendor description. (Information sources P = Pronom, D = DBPedia, F = Freebase,

W = Wikipedia)

3.1 Domain Information Aggregation
Di↵erently to the e-commerce domain where KBRs import

detailed item descriptions from product catalogs there is no
such catalog for computer file formats. The Unified Digi-
tal Format Registry (UDFR)14 project was started in 2009
by a group of Universities and GLAM institutions with the
aim of building a single, shared technical registry for file
formats based on a semantic web and linked data approach.
The project is based on the Pronom database which pro-
vides basic information about a large number of file formats
and will be extended by data on migration pathways and
available software/tools. The registry should be available
from the beginning of 2012. As Pronom data is not rich
enough to build a recommendation and reasoning mecha-
nism for preservation scenarios of file formats on top, we
collect additional information sources and aggregate them
into a single homogeneous property representation in the
recommender’s knowledge base. DiPRec uses two types of
operations for aggregating domain information:

• data unification: the data representation retrieved from
di↵erent knowledge bases is unified and combined un-
der the DiPRecs property model definition. For exam-
ple, the number of software tools supporting a given file
format is calculated over di↵erent data sources. The
individual object’s namespace, the transformation pro-
cess of values, the query on how to extract a given
record, etc. are preserved and are part of the prop-
erty’s model representation.

• property composition: more abstract properties which
require a hierarchical composition are computed by ag-
gregating basic properties by weighted numbers. The
model on property definition is meant to be kept very
simple. For example ”supported by major vendors”
will check if at least one of the software companies is

14http://www.udfr.org/

considered to fulfill this requirement by combining the
properties like ”NUMBER OF EMPLOYEES”, ”VEN-
DOR REVENUE”). See Table 2.

When aggregating domain information we are interrogat-
ing external knowledge sources like DbPedia and Freebase
which manage huge amounts of linked open data triples.
This allows us to extract fragmental descriptions on file for-
mats, software applications and vendors supporting given
file formats (see Table 1). DbPedia allows to post sophis-
ticated queries using SPARQL query and OWL ontology
languages [13] for retrieving data available in Wikipedia.
Freebase [15] is a practical, scalable semantic database for
structured knowledge and is mainly composed and main-
tained by community members. Public read/write access to
Freebase is allowed through an graph-based query API using
the Metaweb Query Language (MQL) [6]. PRONOM data
is released as linked open data and is accessible through a
public SPARQL endpoint.

AGGREGATED PROPERTIES
File format related

Is supported by major software vendors? yes
Is an open file format? no
Is widely supported by current web browsers? yes
Which versions o�cially supported by vendor? 6.0
Which versions are frequently used? 6.0
Image file compression supported? yes

Preservation related metadata
Is creator information available? yes/no
Is publisher information available? yes/no
Is digital rights information available? yes/no
Is file migration allowed? yes/no
Object creation date? datetime
Is an object preview available? URL

Table 2: Sample compound properties.
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3.2 Domain Knowledge Aggregation
Pronom as presented before is a viable resource for any-

one requiring impartial and definitive information about the
file formats, software products and other related data. Ex-
tremely valuable to the DiPRec recommender is the infor-
mation related to the file conversion tools based on a given
PUID. Therefore we employ the Droid 15 characterization
service for automatically extracting technical metadata and
identifying file formats from physical media files. This meta-
data is then used in conjunction within the domain knowl-
edge aggregation process presented in the Fig. 2

The risk analysis module is in charge of evaluating in-
formation previously aggregated in the DiPRec knowledge
base for a given record at hand over following (exemplary)
dimensions of digital preservation:

• Web accessibility: Dissemination copies are published
and accessible on e.g. the content provider’s web por-
tal. There should be previews of objects (e.g. thumb-
nails for images, video summaries, short intro for au-
dio files) and ’rich’ object descriptions to increase their
visibility and retrieval. The chosen file representations
should render in the latest browsers without plugin
support and cope with modern features (e.g. pseudo
streaming, progressive image display, HTML5, X3D,
etc). Content is made available through di↵erent ex-
ploitation channels.

• Archiving and costs: The decision of following a spe-
cific institutional preservation policy for a given tech-
nology is heavily influenced by given hardware and
budget constraints. Future exploitations on the costs
for content exploitation need to be predicted and taken
into account.

Other scenarios may include:

• Provenance metadata

• Data exchange and collaborative data enrichment

• Publishing and digital rights management

The definition of preservation dimensions is not orthogo-
nal and therefore certain properties might be involved more
than once when computing di↵erent risk score. Due to
management and maintenance reasons properties are also
grouped by sets and a property may belong to one or more
property sets. The extent to which a property belongs to a

15http://sourceforge.net/projects/droid/

property set and consequently contributes to the risk com-
putation over a given dimension is modeled through the in-
troduction of specific weighting factors (see Equation 1).

The value of the overall risk score for a given collection
of objects is computed as a weighted sum over all digital
preservation dimensions:

Ri =
X

ps2PSi

wps,i ⇤
X

p2PROPps

wp,ps ⇤ d(p, PFV (p)) (1)

Where Ri represents the preservation risk computed over
the dimension i. ps represents the index of the current prop-
erty set within all sets associated to the dimension i. The
w(ps,i) is the weight of the contribution of the property set ps
to the dimension i. Similarly, p stands for the index of cur-
rent properties within the list of properties available in the
given property set PROPps. wp,ps denotes the importance
of a property p for the property set ps. The distance be-
tween the current property and the defined - ’preservation
conform’ - value for this property is represented through
d(p, PFV (p)).

3.3 User requirements elicitation
DiPRec is designed to work as a multi-purpose digital

preservation support tool which can be used in various sce-
narios by di↵erent types of customers. For examples the tool
may support content providers in analyzing the ’preservation
friendliness’ of their infrastructure, their archiving solutions
or the visibility of their artifacts published in the Europeana
portal. Recommendations are always to be seen in the con-
text in which the digital objects are used. Within the scope
of the Assets project there is the common interest to o↵er
public access to digital assets through the Europeana portal
(i.e. web discovery), to provide advance search functional-
ity (i.e. description richness and preservation of provenance
information) as well as the topic of the data archiving di-
mension.

As a result of the requirements elicitation process user pro-
files are created. A set of multiple choice questions is used to
distinguish the relevant dimensions of available preservation
objectives. According to di↵erent levels of complexity, role
and required domain knowledge the system o↵ers a subset
of questions which are well understood and the best avail-
able choice for a user to express his needs. Fig. 3 presents
sample workflow which could be used to determine a given
user profile. For example a private user (ut = private per-

son) with a solid level of IT knowledge (itk = expert) will
be asked about preferred encodings and compression types
of the digital content, while others would define attributes
about storage limitations and upload samples of a given col-
lection.

3.4 Recommendation computation
Di↵erently to classic KBRs where the application’s scope

is very well delimited in terms of selecting the best match-
ing items in a list of known possibilities, the DiPRec sys-
tem relies on expressing an institutional preservation con-
text in form of user requirements that are combined with the
knowledge acquired about the long term accessibility threat-
ening. We employ tools to evaluate the content of a given
collection from a technical point of view and to generate fine
grained preservation risk scores. When records are identified
to have vulnerabilities on certain preservation dimensions a
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Figure 3: User requirements elicitation workflow

rule based engine as JBoss Drools16 is used to propose ap-
propriate preservation actions. The set of available business
rules are defined by domain experts in form of simple IF-
THEN-ELSE rules. These rules are neither complete nor
meant to be non-overlapping. Unified tool access for pro-
cessing executable preservation plans is provided through
the Assets preservation normalisation framework which is
able to invoke the tools with exactly defined settings and
parameter configurations.

IF ( rac > 0.5 AND ia == true AND iwa == true AND
open format == FALSE)
THEN migrate(preservation format)

IF (content type == IMAGE)
THEN preservation format = (JPEG/2000:1, TIFF/6:0.8)

IF (file format == TIFF/5 AND
preservation format == JPEG/2000)

THENmigration tool = IMAGE MAGICK (2)

The preservation recommendations are computed using
the constraint solving problems (CSP) theory [8, 11]. Con-
straints are defined within the preservation actions knowl-
edge base, the CSP context is defined by user profiles and
the preservation risks are identified for the given data col-
lection. The recommendations are represented in form of
preservation actions. For example, the set of business rules
defined above combined with a user profile indicating inter-
est in the dimension of archiving and web accessibility will
lead to the following recommendation when analyzing a col-
lection of images in TIFF format:
migrate(TIFF/5, JPEG/2000, IMAGE MAGICK)
In free text translation, the recommendation will suggest

16http://www.jboss.org/drools

the migration of the files available in TIFF/5 format to
JPEG/2000 by using the IMAGE MAGICK software with
standard settings.

4. EVALUATION
The evaluation of the first prototype of DiPRec was con-

ducted within the scope of the Assets project. Ten partners
of the project consortium provided metadata and binary
content (10 collections with a total size of 516GB contained
in 368067 media files) for supporting the development and
testing of services developed within the scope of the project.
The first step in the evaluation process was the identification
of file formats, definition of property sets and the aggrega-
tion of the domain knowledge available in open knowledge
bases on these file formats.

The Table 3 lists the distribution of file formats by content
type. Even the experimental data was taken from a small
number of content providers, we discovered a variety of 18
formats in 38 di↵erent versions used for encoding the digital
content.

Content Type File Format # Versions # Files
TEXT TXT 1 4
TEXT DOC 1 16
TEXT XML 1 20101
TEXT HTML 1 1205
IMAGE JPG 8 323332
IMAGE PSD 1 3
IMAGE PNG 4 1228
IMAGE BMP 2 141
IMAGE GIF 2 1066
IMAGE TIFF 4 4
IMAGE PDF 16 25008
AUDIO MP3 1 3634
VIDEO FLV 1 9468
VIDEO MPEG4 1 935
VIDEO MPEG1 1 3074
VIDEO MPEG3 1 3074
3D PLY 1 50
3D DAE 1 307

Table 3: Distribution of file formats in Assets col-

lections.

The Digital Record Object Identification tool (DROID)
version 5, signature file 45 was executed through the As-
sets preservation normalisation tool suite and was able to
successfully identify file formats in 95 percent of the cases
through its binary signature method except of the 3D model
objects which have not yet been collected by Pronom. Ap-
propriate information on all of the file formats was contained
in DbPedia and Freebase and the domain knowledge acqui-
sition process was completed by successfully computing the
preservation risk analysis scores.

The second part of the evaluation consisted in comput-
ing recommendations for the given content. Therefore, we
created a user profile for content providers that are inter-
ested in making their content accesible through Europeana.
Within this context, the content providers manifest interest
for the web accessibility digital preservation dimension.

The highest diversity of file formats was found in the
image collections. The recommendation to migrate these
files to the JPEG 2000 format didn not get a high priority
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and will be performed within the next period of scheduled
storage migration. The Image Magick tool was the recom-
mended choise for performing this transformation action.
The whole audio content available in Assets was provided in
the mp3 format and no recommendation was made for trans-
forming audio collections. The most restrictive constraints
for web accessibility are defined for the video content. The
pseudostreaming protocol is an advanced technological solu-
tion used for distributing information over the web. It allows
the user to interact with the media-player and to quickly
navigate within the content without the needed to down-
load the entire media file. This protocol is supported by
two file formats: flash video (FLV) and MPEG4 with H2.64
video encoding. It has native support in HTML5 and is used
in HTML4 with an adequate browser plugin. A part of the
Assets content is already available in FLV format and an-
other part is available in MPEG1 or MPEG2. The DiPRec
resulting recommendation is to migrate the content to FLV
by using the ↵mpeg 17 tool.

5. CONCLUSION
Within this paper we introduced the DiPRec recommender

system, an expert support tool in the domain of digital long-
term preservation for GLAMs. An important contribution
of this papers is the exploitation of an open linked data ap-
proach for constructing the recommender’s knowledge base
built upon open registries as DbPedia and Pronom. Since
the knowledge acquisition, aggregation and unification pro-
cess is fully automated it is easy to upgrade the recom-
mender’s knowledge base.

We looked at preservation planning which is the process of
specifying clearly defined and relevant trees of objectives in a
defined preservation dimension and evaluating them within
a given (institutional) context to generate well-documented
decisions. DiPRec is able to advance the process with in-
ferred community knowledge and reduces the degree of man-
ual evaluation processes or require technical expertise in this
process.

Am important concern related to the KBRs is the trust
in the provided recommendations. This is especially rele-
vant for the digital preservation domain where we deal with
a large amount of multimedia material and the execution
of the preservation actions is associated with considerable
costs. Within this paper we did not examine the complete-
ness, correctness and quality degree of the underlying data.
We however argue that data from open knowledge bases like
DbPedia or Freebase could protect from biases introduced
by the economical interests of professional companies by its
underlying community approach.

The tool has been designed by reusing our past experience
in building knowledge based and case based recommender
systems [23, 8] and combining it with the expertise of cre-
ation long-term preservation infrastructure and applications
[14, 1]. Based on this work the Assets normalisation tool
suite is able to automate the process of object identification
and characterisation and therefore directly integrates within
the property evaluation, risk analysis and recommendation
process for a given record. We presented a first evaluation
of digital content provided by national libraries and archives
through the Assets project where the underlying concepts of
the DiPRec approach were proven to work adequately.

17http://www.ffmpeg.org/
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ABSTRACT 

This research proposes an automated OWL product domain 
ontology (PDO) evolution (without a human inspection) based on 
given user feedback and enhancing an existing ontology evolution 
concept. Its manual activities are eliminated by formulating an 
adaptation strategy for the conceptual aspects of an automated 
PDO evolution and establishing a feedback cycle. The adaptation 
strategy consists of a feedback transformation strategy and a PDO 
evolution strategy and decides when and how to evolve by 
evaluating the impact of the evolution on the application. An 
evolution heuristic and evolution strategies are utilised. The 
adaptation strategy was validated/ firstly “instantiated” by 
applying it to a real-world conversational content-based e-
commerce recommender system as use case. The evolved PDO is 
going to be evaluated with an experiment and validated with the 
use case as well. 

Categories and Subject Descriptors 

D.2.10 [Software Engineering]: Design – Methodologies. H.3.3 
[Information Storage and Retrieval]: Information Search and 
Retrieval – relevance feedback. H.3.5 [Information Storage and 
Retrieval]: On-line Information Services – commercial services, 

web-based services. I.2.4 [Artificial Intelligence]: Knowledge 
Representation Formalisms and Methods – representations 

(procedural and rule-based), semantic networks. I.2.6 [Artificial 
Intelligence]: Learning – concept learning, knowledge 

acquisition. K.4.3 [Computers and Society]: Organizational 
Impacts – automation. 

General Terms 

Management, Measurement, Experimentation, Standardization. 

Keywords 
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1. INTRODUCTION 

Recommender systems in e-commerce applications have become 
business relevant in filtering the vast information available in e-
shops (and the Internet) to present useful recommendations to the 
user. As the range of products and customer needs and 
preferences change, it is necessary to adapt the recommendation 
process. Doing that manually is inefficient and usually very 
expensive. 

Recommenders based on product domain ontologies1 (PDO) can 
extract questions about the product characteristics and features to 
investigate the user preference and eventually recommend 
products that match the needs of the user. By changing the PDO, 
such a recommender generates different questions and/ or their 
order and herewith adapts the recommender interface to the user 
preference. Hence, an automated adaptation of the 
recommendation process can be realised by automatically 
evolving the PDO2. The high cost of the manual adaptation of the 
recommendation process and the underlying PDO can herewith be 
minimised. 

This research proposes an automated OWL PDO evolution 
(without a human inspection) based on given user feedback3 and 
enhancing an existing ontology evolution concept. Its manual 
activities are eliminated by formulating an adaptation strategy for 
the conceptual aspects of an automated PDO evolution and 
establishing a feedback cycle. Automatically evolving the PDO is 
more efficient and less expensive than manually doing it. The 
present research tackles an automated process for the first time (to 
the best knowledge of the author). 

Figure 1 depicts the starting basis schematically. 

In the data modelling layer the OWL PDO evolution is induced by 
different kinds of user feedback, i.e. from external and internal 
data sources. When evolving the PDO, it can be necessary to 
adapt instance data (i.e. products) as well in order to keep them 
correctly annotated. Afterwards, the new PDO version including 
associated instance data is provided to the application layer. There 

                                                                 
1 A product domain ontology (PDO) is defined as the formal, 

explicit specification of a shared conceptualisation of a product 
description based on OWL DL; this definition is derived from 
[6] 

2 Ontology evolution is defined as the timely adaptation of a PDO 
by preserving its consistency (a PDO is consistent if and only if 
it preserves the OWL DL constraints); this definition is derived 
from [7] and [16] 

3 In order to focus this research on developing an automated 
ontology evolution, the feedback is given 
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and in the external data sources, the effect of the PDO evolution is 
evaluated and again reported to the data modelling layer which 
concludes the feedback cycle. 

Data Modelling Layer
(OWL PDO*)

(Assumption: Initial PDO* given)

Instance Data
Annotation
(e.g. XSL)

1. Kind of feedback:
Internal data sources
from the application
layer
(Assumption: Given)

Ontology modifications
lead to instance
modifications

OWL/ RDF data

2. Kind of feedback:
External data sources
(Assumption: Given)

Application Layer
(e.g. Recommender System)

(Assumption: Given)

?

?

* Product Domain Ontology  

Figure 1. PDO evolution induced by user feedback 

The main research question is: How can an automated4 product 
domain ontology evolution be realised based on feedback? 

2. RELATED WORK 
Previous approaches in the topic of this research can be found in 
concepts for ontology evolution like formulated frameworks for 
ontology evolution. 

[13] focused on the evolution process and have defined six phases 
consisting of capturing, representation, semantics of change (i.e. a 
rich description about the semantic role of an ontology entity in 
order to get more information for solving inconsistencies), 
implementation, propagation, and validation of ontology changes. 
This process is implemented in the KAON5 framework and the 
Ontologging6 system. Evolution strategies have been formulated 
defining elementary and composite changes for executing a 
change request and eventually deciding the evolution path. [9] 
focused on detecting ontology changes and have defined five 
components relating the different change representations to each 
other. They have proposed a component-based framework for 
ontology evolution supporting data transformation between two 
ontology versions, update of remote ontologies, consistent 
reasoning, verification and approval of ontology changes, and 
data access to an old ontology via the new one. [14] focused on 
the user interaction and have provided a usage-based approach 
implemented in the OntoManager7 system. The conceptual 
architecture is based on the MAPE model (Monitor – Analyse – 
Plan – Execute). The activities of a user are captured in a semantic 
log and are instances of a user log ontology. The log data is 
aggregated and visualised helping an ontology manager in 
adapting the ontology. Eventually, the ontology evolution process 
guarantees a transfer from one ontology version to another while 
preserving consistency. [8] focused on handling inconsistency in 

                                                                 
4 Without human inspection 
5 http://kaon.semanticweb.org 
6 European Commission project IST-2000-28293 
7 German BMBF project SemIPort (08C5939) and European 

Commission project Ontologging 

changing ontologies and have defined a framework consisting of 
four approaches addressing the consistent ontology evolution, the 
repairing of inconsistencies, the reasoning with inconsistent 
ontologies, and multi-version reasoning. For the first three 
approaches consistency algorithms have been formulated. A 
consistent ontology evolution is ensured by removing axioms that 
are structurally connected with the conflicting axioms. [11] 
focused on collaborative environments and have developed a set 
of Protégé8 plugins to support different ontology evolution 
scenarios. Those include synchronous (i.e. online)/ asynchronous 
ontology editing, continuous editing/ periodic archiving (i.e. 
versions), curation (i.e. inspection by a human)/ no curation, and 
monitored (i.e. record of changes)/ non-monitored ontology 
changes. The central element is a change and annotation ontology 
(ChAO) which gathers and provides information about the 
ontology changes including meta-information like the author and 
timestamp. [10] introduced a general framework answering the 
essential questions of what can be changed in an ontology and 
how each change should be implemented. It is split in five steps 
comprising the ontology model selection, supported operations, 
consistency model (i.e. integrity rules), inconsistency resolution, 
and action selection based on a preference ordering. [18] 
proposed Evolva, a framework and tool for the whole ontology 
evolution cycle which decreases user input by making use of 
background knowledge like lexical databases, online ontologies 
and unstructured Web documents. It consists of the components 
information discovery (i.e. extracts content from external data 
sources manually specified), data validation (i.e. identifies new 
terms and checks the quality), ontology changes (i.e. integrates the 
new information to the ontology), evolution validation (i.e. 
handles conflicts), and evolution management (i.e. manually 
controlling the evolution (modifying, filtering), records changes 
and propagates them to dependent ontologies). 

Due to the specific challenges of the present research like the 
automated ontology evolution process, none of the frameworks 
discussed can be completely used as basis, e.g. all frameworks 
include a step for the human inspection of the ontology changes 
before they are executed. The closest work to the research in this 
paper is [13] – in the six phase evolution process, two steps 
include manual activities, namely (i) “implementation” in which 
the implications of an ontology change are presented to the user 
and have to be approved by her before execution, and (ii) 
“validation” in which performed changes can get manually 
validated. The research in this paper aims at eliminating both 
manual steps in [13] with the adaptation strategy and its 
implementation. To automate (i), the ontology evolution is 
conceptualised and implemented as a complete feedback cycle. 
An insufficient ontology change is indicated by decreased metrics 
and gets revised according to the evolution strategy chosen. 
Hence, the ontology changes do not have to get manually 
approved before execution. To automate (ii), the PDO changes are 
predefined and application-oriented. Hence, only valid changes 
are executed, and nobody has to manually validate them. 

3. APPROACH AND PROPOSED 
SOLUTION 
The aim of this research is to combine the use of PDO with 
processing user feedback. The work focuses on how the given 

                                                                 
8 http://protege.stanford.edu 
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feedback can lead to a self-improvement of the semantic 
application by adapting the PDO. In this context self-
improvement means that by automatically processing user 
feedback and evolving the PDO, the defined key performance 
indicators (KPI) of the application will increase. 

The use case is a real-world conversational content-based e-
commerce recommender system based on PDO that semantically 
describe the products offered in e-commerce applications 
according to GoodRelations9. Four types of PDO changes are 
defined with the following impact on the user dialogue in the 
recommender system: 

• Switching individuals (i.e. properties are related to other 
individuals within the same class): This leads to a different 
clustering of the questions 

• Switching datatype property ranges (i.e. properties get 
Boolean ranges instead of string ranges and vice versa 
(where applicable)): This leads to textual modifications of 
the questions 

• Switching annotation properties label and comment (i.e. 
properties get different labels and comments extracted from 
another information source): This leads to textual 
modifications of the questions (and maybe a need-based sales 
approach instead of a technology-prone one) 

• Changing annotation property priority (i.e. different priority 
values): This leads to a different ranking of the questions and 
skips the ones with low priorities 

In this paper the PDO change switching individuals is used as an 
example (confer section 4.2). A digital camera has a feature 
HDMI. This PDO change defines in which feature-related section 
the question is nestled whether the camera should offer HDMI. 

The success and thus the KPI of an e-commerce recommender are 
usually defined by the click-out rate (i.e. clicks-to-
recommendations) or conversion rate (i.e. customers-to-
recommender users). The user gives feedback to the quality of a 
product recommendation in following the recommendation (i.e. 
click-out) or even buying the product (i.e. conversion). 

In the approach a six step adaptation strategy for the conceptual 
aspects of an automated PDO evolution has been formulated and a 
feedback cycle established. The adaptation strategy answers the 
questions when and how to evolve the PDO by evaluating the 
impact of the evolution in the precedent feedback cycle. The first 
question defines the (temporal and causal) trigger initiating the 
PDO change. Basically, this is receiving and transforming the 
feedback into ontology input and will be addressed with the 
feedback transformation strategy. The second question defines the 
changing of the PDO with annotated instances. This is evolving 
the PDO and will be addressed with the PDO evolution strategy. 
Due to space limitations and the focus on realising a user-centric 
evaluation, the adaptation strategy is not elaborated in this paper. 
The strategy is used to concisely describe the application for 
which the automated PDO evolution should be implemented and 
the impacts of PDO changes on the application behaviour. The 
interested reader is referred to [17]. 

                                                                 
9 www.purl.org/goodrelations 

3.1 Evolution Heuristic and Evolution 
Strategies 
The automated ontology evolution is realised by utilising an 
evolution heuristic and evolution strategies. Those are defined in 
the fifth step of the adaptation strategy “Decide the adequate PDO 
evolution”. The impact of the PDO change is measured in the 
Feedback Transformer (confer section 3.2) component by 
calculating the Success Trend ST for the new user feedback from 
the application layer and external data sources. The ST is analysed 
by a heuristic that defines the PDO change to be executed. A 
heuristic is a strategy that uses accessible and loosely applicable 
information to solve a problem of a human being or a machine 
[12] and leads to a solution of a complex problem with simplified 
conceptual aspects or reduced computation power. [3] mentioned 
first the term metaheuristic for a computational method that makes 
few or no assumptions about the problem being optimised and 
introduced the tabu search metaheuristic [4]. The tabu search 
enhances a local search (i.e. iteratively improving a criterion in 
the search space) metaheuristic by using “taboos” – a solution is 
not executed again according to the criteria defined in the tabu 
list. The philosophy when utilising a heuristic should be that the 
highest precedent ST defines the next PDO change to always 
choose the best evolution. The relevant characteristics of the 
heuristic have initially to be defined, confer section 4.1. This 
manual effort is rewarded with a greater conceptual flexibility 
resulting in an evolution that is more application-oriented. The 
relevant metrics have to be defined and the calculations 
formulated. 

The PDO evolution is decided based on the ST. In case the 
feedback includes information extracted from the PDO (e.g. 
property-based feedback), the subsequent evolution (i.e. type of 
PDO change) is defined by implementing the ST in the same 
representation as before (e.g. ontological entity, range), and 
neither statistical means nor a heuristic has to be applied. 

This research proposes to additionally formulate evolution 
strategies that decide the general evolution behaviour (e.g. 
executing the same type of PDO change or a rollback) by 
correlating the types of PDO changes needed to the ST calculated. 
Additionally, the path for determining the initial ST has to be 
defined, e.g. the order of the different types of PDO changes and 
for which PDO they are executed (i.e. ramp-up of the evolution 
strategies). The philosophy should be that the development (and 
its strength) of the precedent ST defines the next type of PDO 
change to distinguish different evolution impacts. 

A positive ST means a positive trend (i.e. an increase) of the 
metrics, a negative the opposite. The larger the figure is, the 
stronger the development of the metrics (in either direction) from 
the precedent to the current cycle has been. So, there are two 
criteria (i.e. ST and its strength) to decide about the next type of 
PDO change. Basically, there can be two resulting user 
behaviours in the e-commerce recommender system: 

• The user is satisfied with the product recommendation and 
clicks to see the detail page or order it; in that case the 
metrics increase, but it still has to be decided if a change 
should be made 

• The user is not satisfied with the product recommendation 
and leaves the recommender; the metrics decrease, though 
we do not know why she was not pleased, and a PDO change 
is advisable 
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In the first case, one can argue either way – a change is luring to 
even further increase the metrics. On the other hand, one could 
keep everything as it is and wait for the next feedback. The latter 
case is more urging for a change. It has still to be decided if it is a 
change or just a rollback to retrieve the previous setting. So, it is 
advisable to define evolution strategies reflecting different 
behaviours with associated types of PDO changes. In the 
following, these strategies are predefined and discussed. 

Risky Evolution: 

An evolution is induced in either case, i.e. a positive or a negative 
trend. Different types of PDO changes than in the precedent 
feedback cycle are executed. This behaviour tries to radically 
improve the metrics by all means and can be described as “always 
evolve differently”. The decision criteria are as follows: 

• Increase of the KPI (i.e. 0 ≤ ST ≤ 1) 

• Decrease of the KPI (i.e. -1 ≤ ST < 0) 

Progressive Evolution: 

An evolution depends on the leap in the ST between two 
consecutive feedback cycles and can be fine-tuned with a 
threshold defining the trend significance (i.e. the increase of the 
ST between the precedent and the current cycle). In case of a 
significant positive trend, the same type of PDO change as in the 
precedent feedback cycle is executed. In case of a moderately 
positive trend, a different type of PDO change than in the 
precedent feedback cycle is executed. In case of a negative trend, 
it is optional to either do a different type of PDO change than in 
the precedent feedback cycle or a rollback (to be selected in the 
administration interface of the Adaptation Manager). This 
behaviour tries to repeat a significant increase by the same means 
but gives also the option to revert a negative development. It can 
be described as “learn from the past”. Additionally, the “risk” of 
the evolution can be adjusted with the threshold. The higher it is 
the more unlikely the same type of PDO change as in the 
precedent feedback cycle is executed, and the strategy is tuned 
towards the Risky Evolution (with a higher threshold). Initially, 
the threshold is defined to be 20%10 and can be changed in the 
administration interface as well. The decision criteria are as 
follows: 

• Significant increase of the KPI (for the beginning, the 

threshold is defined to be 20%, i.e. 0,2 ≤ ST ≤ 1) 

• Moderate increase of the KPI (i.e. 0 ≤ ST < 0,2) 

• Decrease of the KPI (i.e. -1 ≤ ST < 0) 

Safe Evolution: 

An evolution is induced only by a negative trend. In that case, a 
rollback is executed. This behaviour tries only to revert a negative 
development. It can be described as “only revert negative trends”. 
The decision criteria are as follows: 

• Increase of the KPI (i.e. 0 ≤ ST ≤ 1) 

• Decrease of the KPI (i.e. -1 ≤ ST < 0) 

                                                                 
10 Increase of the ST by 20 basis points between the precedent and 

the current feedback cycle 

Rollback: 
This “strategy” reverts the PDO changes from the precedent 
feedback cycle (i.e. rolling back to the precedent PDO version) 
and is based on any reason or decision of the manager. It is 
executed only once but can be manually chosen multiple times. 
The behaviour can be described as “undo the PDO changes”. 

The evolution strategies introduced above are considered as basic 
categories. They can be fine-tuned with regard to the associated 
types of PDO changes as well as the threshold defining the trend 
significance. Table 1 sums up the predefined evolution strategies, 
decision criteria (ST), and the type of PDO changes to be 
executed in the feedback cycle. 

Table 1. Evolution strategy, Success Trend ST, and associated 
type of PDO change 

Evolution Strategy 
Decision 
Criteria 

Type of PDO 
Change 

Risky Evolution 

(“always evolve 
differently”) 

-1 ≤ ST ≤ 1 Different than before 

Progressive Evolution 

(“learn from the past”) 

0,2* ≤ ST ≤ 1 

0 ≤ ST < 0,2* 

-1 ≤ ST < 0 
 

Same as before 
Different than before 
Different than before 
or Rollback 

Safe Evolution 

(“only revert negative 
trends”) 

0 ≤ ST ≤ 1 

-1 ≤ ST < 0 

None 
Rollback 

Rollback 

(“undo the PDO 
changes”) 

Manually Rollback 

* Increase of the ST by 20 basis points between the precedent and 
the current feedback cycle 

Each evolution strategy besides Rollback ensures an adaptive 
change of the PDO and thus the recommender interface. By 
selecting a strategy in the administration interface, the business 
manager decides how fundamental the evolution will be. 

3.2 Implementing the Strategy by 
Programming an Application 
By following the principles of adaptive systems [2], the 
adaptation strategy is implemented in a new adaptation layer 
(confer figure 2) consisting of components in which the user 
feedback gets transformed (i.e. Feedback Transformer) and the 
respective actions are decided and initiated (i.e. Adaptation 
Manager). This system creates an evolved PDO with associated 
instances. 

New Adaptation Layer

Adaptation
Manager

Feedback
Transformer

Data Modelling Layer

Application Layer

I.
Initiation

II.
Execution

III.
Evaluation
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Figure 2. PDO evolution cycle with a new adaptation layer 

The whole evolution cycle is based on the generic change process 
model [1] consisting of three iterative phases and defining four 
activities: 

1. Phase “initiation” – Activities: Requesting the change and 
analysing/ planning the change 

2. Phase “execution” – Activity: Implementing the change 

3. Phase “evaluation” – Activity: Verifying/ validating the 
change 

The three layers (i.e. application layer, data modelling layer, and 
adaptation layer) interact during the three phases of the generic 
change process model forming the basis of the automated PDO 
evolution process. 

In the first phase “initiation” the different kinds of user feedback 
are delivered to the adaptation layer and thus a PDO change 
requested. As the PDO is the backbone of a semantic application, 
the feedback is assumed to be RDF data. This feedback is 
converted to ontology input by the Feedback Transformer 
according to the feedback transformation strategy. The Feedback 
Transformer accesses the user feedback channels 
programmatically via SPARQL endpoints and identifies the PDO 
affected with SPARQL SELECT statements. Eventually, the 
Feedback Transformer calculates the Success Trends ST for each 
feedback channel, e.g. by a simple value transformation or by 
calculating the relative frequencies of the property values in the 
feedback. Then, the PDO evolution is prepared by identifying the 
next PDO change with the transformed feedback by the 
Adaptation Manager. The system has to decide which evolution 
actions to take according to the PDO evolution heuristic and 
strategy. The Adaptation Manager analyses the transformed 
feedback with a tabu search metaheuristic that chooses the PDO 
change with the highest ST. The tabu criteria are implemented for 
each type of feedback. Additionally, the predefined evolution 
strategies (i.e. Risky Evolution, Progressive Evolution, Safe 
Evolution, Rollback) are implemented and ramped-up. For 
determining the initial ST, the different types of PDO changes are 
sequentially executed in an alphabetical order with an exemplary 
PDO. These values are then valid as starting basis for all PDO. 
After this phase, the evolution strategy decides whether the (i) 
same or (ii) another type of PDO change is executed. In (i), a 
PDO change within the same type of PDO change is executed and 
ST(t+1) calculated, except a tabu criterion defined by the 
evolution heuristic is met. In this case, another type of PDO 
change is executed in contrary to the evolution strategy. In (ii), the 
type of PDO change and the PDO change to be executed are 
determined by the evolution heuristic, and ST(t+1) is calculated. 

In the second phase “execution” the changes get implemented in 
the data modelling layer directed by the PDO evolution heuristic 
and strategy and by retaining a consistent PDO including correctly 
annotated instance data. In the Adaptation Manager the 
predefined PDO changes (for the use case they are switching 
individuals, switching datatype property ranges, switching 
annotation properties label and comment, changing annotation 
property priority, confer section 3.) are implemented and thus 
ensure a consistent ontology evolution. They are executed with 
SPARQL CONSTRUCT rules or programmatically. Eventually, 
the versioning is implemented according to the change-based 
concept and utilising an ontology with annotated logs. The new 

PDO version with associated instances is provided to the 
application layer. 

The third phase “evaluation” concludes the feedback cycle by 
measuring the impact of the change. This is done by calculating 
adequate metrics relating the currently evaluated feedback from 
the application layer and external data sources reported to the 
adaptation layer to the precedent feedback. 

The process from the feedback type to the resulting type of PDO 
change is depicted in the activity diagram in figure 3. 

 

Figure 3. Activity diagram feedback type to type of PDO 
change 

4. EVALUATION AND VALIDATION 
The adaptation strategy has been validated/ “instantiated” by 
applying it to the use case. As this recommender is already used in 
live applications, it is a real-world scenario. In a conversational 
approach the actions and modifications done in the adaptation 
layer mainly lead to a changed user dialogue. 

Implicit user feedback is derived from user interactions in the 
application layer and gathered by unobtrusively monitoring user 
needs. Explicit user feedback is gathered by extracting 
information from various websites. Both feedback channels 
deliver RDF data via separate SPARQL endpoints 
programmatically accessible. 

Applying the adaptation strategy could be done quite smoothly. 
Only minor aspects of the strategy were clarified, restructured, 
and reformulated. After having applied the strategy, the use case 
was concisely described and conceived by the ontology engineer. 
Moreover, the result formed the basis of the technical 
specification and thus the development of the adaptation layer. 

Due to space limitations the “instantiation” of the adaptation 
strategy is not completely elaborated in this paper. In the 
following the evolution heuristic based on tabu search is 
introduced (excluding its ramp-up). 

4.1 Characteristics of the Evolution Heuristic 
The evolution heuristic determines the PDO change to be 
executed. As the evolution strategies define if the same type of 
PDO change is repeated or another one is executed, the type has 
still to be determined in the latter case as well as the PDO change 
(e.g. switching the property weight from the individual 
WeightAndDimension to the individual GeneralCharacteristics). 
For this, a tabu search metaheuristic is utilised with the following 
characteristics: (i) Always the impact of the evolution in the 
precedent feedback cycle is evaluated, (ii) only one implicit PDO 
change is executed per cycle, and (iii) “greedy” approach: The 
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evolution heuristic chooses the PDO change with the highest ST. 
There are two types of ST for determining the PDO change to be 
executed: (i) STf_pdo_change_x is the ST for the forward PDO change 
x, and (ii) STb_pdo_change_x is the ST for the backward PDO change 
x (i.e. reverts the forward change). Forward PDO changes to be 
executed are determined with the highest STf_pdo_change_x, backward 
PDO changes with the highest STb_pdo_change_x. 

In the following the tabu criteria are defined. 

4.1.1 Specific Tabu Criteria sw and ch 
The specific tabu criteria are specifically calculated for each type 
of PDO change. 

4.1.1.1 Allowed Number of Horizontal Switches sw 
With sw one (set of) ontological entity of a PDO within the same 
type of PDO change is switched, e.g. a PDO change of one (set 
of) property or (set of) individual – most of times there is only one 
switch possible like changing the individual, the property range, 
or the annotation properties label and comment, and the next 
change would be reverting that change. This tabu is defined as 
follows: 

0, case: p=1∧cfix=0 

2+cfix
2/2-cfix, case: p=1∧cfix=2*k, cfix, k∈ℕ\{0} 

sw =    1+cfix*(cfix-1)/2, case: p=1∧cfix=2*k-1, k∈ℕ\{0} 

1+p2/2-p, case: p>1∧p=2*k, p∈ℕ\{0,1}, k∈ℕ\{0} 

p*(p-1)/2, case: p>1∧p=2*k-1, p∈ℕ\{0,1}, k∈ℕ\{0} 

 

 

 

 

 

 

(1) 

(cfix being the number of fixed candidates within a type of PDO 
change (i.e. to these candidates can be switched), p being the 
number of pools of sets of entities (e.g. each source for the 
properties is a pool like string ranges, Boolean ranges, DBpedia, 
or WordNet; p can be changed for each type of PDO change in the 
administration interface); a pool p can be switched on the level of 
ontological entity ( s’ ) or completely ( s ), i.e. all sets of 
ontological entities are switched at once (can be changed for each 
type of PDO change in the administration interface, in case of 
more than one data pool p), k being a natural number to indicate 
an even ( cfix = 2 * k, p = 2 * k ) or odd (cfix = 2 * k - 1, p = 2 * k - 
1 ) number of fixed candidates or pools: The case for the even cfix 

or p equates to an Eulerian trail, the case for the odd cfix or p to an 
Eulerian circuit). 

Result is the number of allowed switches sw. In case s is already 
connected to cfix (e.g. s - cfix = 1), the second and third case in (1) 
are lessen by this one “impossible” switch (i.e. swfix = sw - 1). 

4.1.1.2 Allowed Number of Vertical PDO Change 
Iterations ch 
With ch successive sw switches within the same type of PDO 
change are executed, i.e. the next (sets of) ontological entities are 
going to be switched. This tabu is defined as follows: 

(s-chfix)/n; case: p=1, n∈ℕ\{0}, s, chfix∈ℕ, s≥chfix 

ch =     s’/n, case: p>1∧s’⊂s (i.e. single sets), n∈ℕ\{0}, s’∈ℕ    (2) 

Not applicable, case: p>1∧s’≡s (i.e. all sets at once) 

ch is truncated to the natural number. 

(s being all sets of ontological entities within a type of PDO 
change (e.g. all sets of individuals, all sets of properties, all sets of 
annotation properties label and comment), s’ being a single set of 
ontological entities within a type of PDO change (e.g. specific 
properties) to be switched to another pool, n being the fraction of 
the “free” sets (i.e. not connected to a cfix) of entities within a type 
of PDO change allowed to be switched (e.g. n = 1: All free sets of 
entities, n = 2: Half of the free sets, etc.; n can be changed for 
each type of PDO change in the administration interface)). 

Result is the number of allowed PDO change iterations ch. 
Analogous to the case distinction of the horizontal switches sw 
and swfix, ch is splitted in the first case in (2) into s is not 
connected to cfix before switching (ch), and s is already connected 
to cfix before switching (chfix). 

4.1.2 General Tabu Criterion gt 
To avoid an uniform optimisation and cycles, the PDO changes 
within the same type of PDO change are consecutively executed 
only as often as there are different types T of PDO changes not 
induced by a feedback based on a PDO extraction (here: Three 
times, T = 3, i.e. switching individuals, switching datatype 
property ranges, and switching annotation properties label and 
comment). 

In case a type of PDO change has less than T PDO changes, the 
general tabu criterion gt is met when all PDO changes within the 
respective type of PDO change have been executed. 

To calculate the general tabu criterion gt, the overall number of 
switches sw and ch executed has to be respected. Hence, this tabu 
is valid when having executed either all sw and ch switches within 
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the respective type of PDO change (case: Number of all switches 

≤ T) or the number of switches executed within the same type of 
PDO change equals T (here: T = 3) (case: Number of all switches 
> T); this tabu is defined as follows: 

sw*ch+(sw-1)*chfix≤T, case: p=1, sw, ch, chfix, T∈ℕ 

gt =      sw*ch≤T, case: p>1∧s’⊂s (i.e. single sets), sw, ch, T∈ℕ (3) 

sw≤T, case: p>1∧s’≡s (i.e. all sets at once), sw, T∈ℕ 

 

 

 

 

(3) 

Result is the number of allowed PDO changes gt. The PDO 
changes are sequentially executed and added to the tabu list. In 
case the tabu gt or T is met, another type of PDO change is going 
to be executed. 

In case another type of PDO change is executed, the overall oldest 
tabu is deleted from the tabu list. 

After the ramp-up and in case the general tabu criterion gt or T is 
met (here: The same type of PDO change shall be consecutively 
executed for the fourth time), the PDO change with the highest ST 
in another type of PDO change is going to be executed and 
ST(t+1) calculated. 

In case the “allowed number of horizontal switches” sw is met, 
the PDO change with the second highest ST within the same type 
of PDO change is executed and ST(t+1) calculated. 

4.2 Example Calculation of the Tabu Criteria 
The tabu criteria are exemplarily calculated for the type of PDO 
change switching individuals. It has one data pool (p = 1, i.e. one 
set of individuals); p is manually entered in the Administration 
Interface. A digital camera has the following sets of properties and 
individuals {s, I}: {faceDetection, Features}, {weight, 
WeightAndDimension}, {videofunction, GeneralCharacteristics}, 
{HDMI, Ports}, {opticalZoomFactor, LensFeatures}, and 
{touchscreen, Display}. So, the question if the camera should 
offer HDMI is nestled between the port-related features of the 
camera. By observing the relationships, it is obvious that not all 
combinations make sense, e.g. HDMI cannot belong to 
WeightAndDimension, but it could belong to Features or 
GeneralCharacteristics. When switching the HDMI property to 
another individual, e.g. from Ports to GeneralCharacteristics, the 
question after HDMI could be placed aside the question for the 
video function which could make more sense from a customer 
point of view. The Feedback Transformer identifies the general 
individuals (i.e. cfix) by parsing the strings. In the example the two 
individuals mentioned above are of general meaning, i.e. cfix = 2. 

• Specific tabu criterion “allowed number of horizontal 
switches” sw: 

(1), second case, with cfix = 2: 

sw = 2 (case: s is not connected to cfix before switching) 
and swfix = 1 (case: s is already connected to cfix before 
switching) 

 Result: The specific tabu criterion sw is met with two 
switches or one switch; in this case, the next set of 
individuals is going to be switched. 

• Specific tabu criterion “allowed number of vertical PDO 
change iterations” ch: 

(2), first case, with cfix = 2, n = 2 (i.e. half of the “free” sets; 
“free” meaning not connected to cfix before switching), s = 6 
(i.e. properties): 

ch = 2 

 Result: The specific tabu criterion ch is met with switching 
two sets of individuals allowed to be switched. 

• General tabu criterion gt: 

(3), first case: 

 gt = 6 ≤ T 

 Result: The general tabu criterion gt is met with switching 
the minimum of six sets of individuals to cfix and T; 
as T = 3 (i.e. three types of PDO changes not 
induced by a feedback based on a PDO extraction), 
the tabu is met with three individual switches; in 
this case, another type of PDO change is going to be 
executed 

This means in case of a high ST for the switch of HDMI from 
Ports to GeneralCharacteristics, this switch will be within the first 
three individual switches and get executed. In case it is not, the 
question for HDMI will remain aside the port-related questions. 

4.3 Future Work: Evaluation and Validation 
of the Adaptation Layer 
The adaptation layer is going to be evaluated by conducting an 
experiment with approximately thirty ontology experts who 
evaluate the ontology evolution. The automatically evolved PDO 
is going to be compared with a manually evolved one by setting 
up and evaluating an experiment with ontology experts who 
analyse the feedback delivered and decide the PDO changes to be 
executed. Eventually, the PDO resulted from this manual 
evolution is compared with the automatically evolved one 
regarding the evaluation criteria consistency, completeness, 
conciseness, expandability, and sensitiveness [5]. 

The adaptation layer is going to be validated by programming the 
layer and measuring the effects in the e-commerce recommender 
system. Its success is defined by the click-out rate (i.e. clicks-to-
recommendations; the user follows the recommendation by 
clicking on the product recommended) which measures the impact 
of the PDO evolution induced by the implicit and explicit user 
feedback. 

The validation scenario will be to analyse and evaluate the impact 
of the PDO evolution with regard to the respective KPI reported 
to the adaptation layer after having accomplished the defined 
number of recommendation processes by utilising the formulated 
evolution strategies, i.e. Risky, Progressive, and Safe Evolution. 
In each feedback cycle the transformed feedback (i.e. ST) gets 
reported to the Adaptation Manager. The feedback is PDO-based 
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or PDO- and property-based. According to the feedback reported, 
the PDO evolves. The new PDO version is provided to the data 
modelling layer and the application layer, and eventually an 
adapted recommender interface is presented to the customer. The 
feedback circle of the automated system concludes with re-
evaluating the KPI after having again accomplished the defined 
number of recommendation processes. 

The intended results are a highly user-adaptive system and 
eventually better recommendations given to the customer leading 
to an increase of the defined KPI. The expected business impacts 
are a higher customer satisfaction and loyalty and eventually 
increased revenue for the provider of the e-commerce application 
(and the recommender system). 

5. CONCLUSION 
The need for automatically updating and evolving ontologies is 
urging in today’s usage scenarios. Here, it is the basis for creating 
a user-adaptive recommender interface. The present research 
tackles an automated process for the first time (to the best 
knowledge of the author). The reason for that can be found in the 
ontology definition “formal, explicit specification of a shared 
conceptualisation” [6]. “Shared” means the knowledge contained 
in an ontology is consensual, i.e. it has been accepted by a group 
of people [15]. Entailed from that, one can argue that by 
processing feedback in an ontology and evolving it, it is no longer 
a shared conceptualisation but an application-specific data model. 
On the other hand, it is still shared by the group of people who are 
using the application. It may even be argued that the ontology has 
been optimised for the usage of that group (in a specific context or 
application) and thus is a new way of interpreting ontologies: 
They can also be a specifically tailored and usage-based 
knowledge representation derived from an initial ontology – an 
ontology view, preserving most of the advantages like the support 
of automatically processing information. Thus, this changed way 
of conceiving ontologies could facilitate the adoption and spread 
of using this powerful representation mechanism in the real world, 
as it is easier to accomplish consensus within a smaller group of 
people than a larger one. 

In this research the PDO are based on GoodRelations and evolve 
within that upper ontology. This ontology as well as the 
“subsumed” PDO conforms to the ontology definition by [6]. The 
PDO are application-specific and evolve according to the needs of 
their users. Hence, they offer the advantages of both worlds. 

In the next steps of this research the adaptation layer is going to 
be evaluated and validated. 
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ABSTRACT
While several approaches to event recommendation already
exist, a comparison study including di↵erent algorithms re-
mains absent. We have set up an online user-centric based
evaluation experiment to find a recommendation algorithm
that improves user satisfaction for a popular Belgian cul-
tural events website. Both implicit and explicit feedback in
the form of user interactions with the website were logged
over a period of 41 days, serving as the input for 5 popular
recommendation approaches. By means of a questionnaire
users were asked to rate di↵erent qualitative aspects of the
recommender system including accuracy, novelty, diversity,
satisfaction, and trust.

Results show that a hybrid of a user-based collaborative
filtering and content-based approach outperforms the other
algorithms on almost every qualitative metric. Correlation
values between the answers in the questionnaire seem to
indicate that both accuracy and transparency are correlated
the most with general user satisfaction of the recommender
system.

Categories and Subject Descriptors
H.4 [Information Systems Applications]: Miscellaneous;
H5.2 [User Interfaces]: User-centered design

General Terms
Algorithms, Experimentation, Human Factors.

Keywords
Recommender systems, events, user-centric evaluation, ex-
periment, correlation, recommendation algorithms.

1. INTRODUCTION
More and more recommender systems are being integrated

with web based platforms that su↵er from information over-
load. By personalizing content based on user preferences,
recommender systems assist in selecting relevant items on
these websites. In this paper, we focus on evaluating rec-
ommendations for a Belgian cultural events website. This
website contains the details of more than 30,000 near future
and ongoing cultural activities including movie releases, the-
ater shows, exhibitions, fairs and many others.

In the research domain of recommender systems, numer-
ous studies have focused on recommending movies. They
have been studied thoroughly and many best practices are
known. The area of event recommendations on the other

hand is relatively new. Events are so called one-and-only
items [5], which makes them harder to recommend. While
other types of items generally remain available (and thus
recommendable) for longer periods of time, this is not the
case for events. They take place at a specific moment in time
and place to become irrelevant very quickly afterwards.

Some approaches towards event recommendation do exist.
For the Pittsburgh area, a cultural event recommender was
build around trust relations [8]. Friends could be explicitly
and implicitly rated for trust ranging from ‘trust strongly’ to
‘block’. A recommender system for academic events [7] fo-
cused more on social network analysis (SNA) in combination
with collaborative filtering (CF) and finally Cornelis et al. [3]
described a hybrid event recommendation approach where
both aspects of CF and content-based algorithms were em-
ployed. To our knowledge however, event recommendation
algorithms were never compared in a user-centric designed
experiment with a focus on optimal user satisfaction.

For a comparison of algorithms often o✏ine metrics like
RMSE, MAE or precision and recall are calculated. These
kinds of metrics allow automated and objective comparison
of the accuracy of the algorithms but they alone can not
guarantee user satisfaction in the end [9]. As shown in [2],
the use of di↵erent o✏ine metrics can even lead to a di↵erent
outcome of the ‘best’ algorithm for the job. Hayes et al. [6]
state that real user satisfaction can only be measured in an
online context. We want to improve the user satisfaction for
real-life users of the event website and are therefore opting
for an online user-centric evaluation of di↵erent recommen-
dation algorithms.

2. EXPERIMENT SETUP
To find the recommendation algorithm that results in the

highest user satisfaction, we have set up a user-centric eval-
uation experiment. For a period of 41 days, we monitored
both implicit and explicit user feedback in the form of user
interactions with the event website. We used the collected
feedback as input for 5 di↵erent recommendation algorithms,
each of which generated a list of recommendations for every
user. Bollen et al. [1] hypothesizes that a set of somewhere
between seven and ten items would be ideal in the sense that
it can be quite varied but still manageable for the users. The
users therefore received a randomly chosen recommendation
list containing 8 events together with an online question-
naire. They were asked to rate di↵erent aspects about the
quality of their given recommendations.

In the following subsections, we elaborate on the specifics
of the experiment such as the feedback collection, the rec-
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Feedback activity Feedback value
Click on ‘I like this’ 1.0
Share on Facebook/Twitter 0.9
Click on Itinerary 0.6
Click on Print 0.6
Click on ‘Go by bus/train’ 0.6
Click on ‘Show more details’ 0.5
Click on ‘Show more dates’ 0.5
Mail to a friend 0.4

Browse to an event 0.3

Table 1: The distinct activities that were collected

as user feedback together with the feedback value

indicating the interest of an individual user for a

specific event ranging from 1.0 (very interested) to

0.3 (slightly interested).

ommendation algorithms, how we randomized the users, and
the questionnaire.

2.1 Feedback collection
Feedback collection is a very important aspect of the rec-

ommendation process. Since the final recommendations can
only be as good as the quality of their input, collecting as
much high quality feedback as possible is of paramount im-
portance. Previous feedback experiments we ran on the web-
site [4] showed that collecting explicit feedback (in the form
of explicit ratings) is very hard, since users do not rate of-
ten. Clicking and browsing through the event information
pages are on the other hand activities that were abundantly
logged. For optimal results, we ultimately combined im-
plicit and explicit user feedback gathered during the run of
the experiment.

Since explicit ratings are typically provided after an event
has been visited, algorithms based on collaborative filtering
would be useless. It therefore makes sense to utilize also
implicit feedback indicators like printing the event’s infor-
mation, which can be collected before the event has taken
place. In total 11 distinct feedback activities were combined
into a feedback value that expressed the interest of a user
for a specific event.

The di↵erent activities are listed in Table 1 together with
their resulting feedback values which were intuitively deter-
mined. The max() function is used to accumulate multiple
feedback values in case a user provided feedback in more
than one way for the same event.

2.2 Recommendation Algorithms
To assess the influence of the recommendation algorithm

on the experience of the end-user, 5 di↵erent algorithms are
used in this experiment. Each user, unaware of the di↵er-
ent algorithms, is randomly assigned to one of the 5 groups
receiving recommendations generated by one of these algo-
rithms as described in Section 2.3.

As a baseline suggestion mechanism, the random recom-
mender (RAND), which generates recommendations by per-
forming a random sampling of the available events, is used.
The only requirement of these random recommendations is
that the event is still available (i.e. it is still possible for the
user to attend the event). The evaluation of these random
recommendations allows to investigate if users can distin-
guish random events from personalized recommendations,

Metadata field Weight
Artist 1.0
Category 0.7
Keyword 0.2

Table 2: The metadata fields used by the content-

based recommendation algorithm with their weights

indicating their relative importance.

and if so, the relative (accuracy) improvement of more in-
telligent algorithms over random recommendations.

Because of its widespread use and general applicability,
standard collaborative filtering (CF) is chosen as the second
algorithm of the experiment. We opted for the user-based
nearest neighbor version of the algorithm (UBCF) because
of the higher user-user overlap compared to the item-item
overlap. Neighbors were defined as being users with a min-
imum overlap of 1 event in their feedback profiles but had
to be at least 5% similar according to the cosine similarity
metric.

The third algorithm evaluated in this experiment is sin-
gular value decomposition (SVD) [11], a well-known matrix
factorization technique that addresses the problems of syn-
onymy, polysemy, sparsity, and scalability for large datasets.
Based on preceding simulations on an o✏ine dataset with
historical data of the website, the parameters of the algo-
rithm were determined: 100 initial steps were used to train
the model and the number of features was set at 70.

Considering the transiency of events and the ability of
content-based (CB) algorithms to recommend items before
they received any feedback, a CB algorithm was chosen as
the fourth algorithm. This algorithm matches the event
metadata, which contain the title, the categories, the artist(s),
and keywords originating from a textual description of the
event, to the personal preferences of the user, which are
composed by means of these metadata and the user feed-
back gathered during the experiment. A weighting value
is assigned to the various metadata fields (see Table 2),
thereby attaching a relative importance to the fields during
the matching process (e.g., a user preference for an artist is
more important than a user preference for a keyword of the
description). The employed keyword extraction mechanism
is based on a term frequency-inverse document frequency
(tf-idf) weighting scheme, and includes features as stemming
and filtering stop words.

Since pure CB algorithms might produce recommenda-
tions with a limited diversity [9], and CF techniques might
produce suboptimal results due to a large amount of unrated
items (cold start problem), a hybrid algorithm (CB+UBCF),
combining features of both CB and CF techniques, com-
pletes the list. This fifth algorithm combines the best per-
sonal sugestions produced by the CF with the best suges-
tions originating from the CB algorithm, thereby generat-
ing a merged list of hybrid recommendations for every user.
This algorithm acts on the resulting recommendation lists
produced by the CF and CB recommender, and does not
change the internal working of these individual algorithms.
Both lists are interwoven while alternately switching their
order such that both lists have their best recommendation
on top in 50% of the cases.

For each algorithm, the final event recommendations are
checked for their availability and familiarity with the user.
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Events that are not available for attendance anymore, or
events that the user has already explored (by viewing the
webpage, or clicking the link) are replaced in the recom-
mendation list.

2.3 Randomizing Users
Since certain users have provided only a limited amount of

feedback during the experiment, not all recommendation al-
gorithms were able to generate personal suggestions for these
users. CF algorithms, for instance, can only identify neigh-
bors for users who have overlapping feedback with other
users (i.e. provided feedback on the same event as another
user). Without these neighbors, CF algorithms are not able
to produce recommendations. Therefore, users with a lim-
ited profile, hindering (some of) the algorithms to generate
(enough) recommendations for that user, are treated sepa-
rately in the analysis. Many of these users are not very ac-
tive on the website or did not finish the evaluation procedure
as described in Section 2.4. This group of cold-start users
received recommendations from a randomly assigned algo-
rithm that was able to generate recommendations for that
user based on the limited profile. Since the random recom-
mender can produce suggestions even without user feedback,
at least 1 algorithm was able to generate a recommendation
list for every user. The comparative evaluation of the 5 al-
gorithms however, is based on the remaining users. Each
of these users is randomly assigned to 1 of the 5 algorithms
which generates personal suggestions for that user. This
way, the 5 algorithms, as described in Section 2.2, are eval-
uated by a number of randomly selected users.

2.4 Evaluation Procedure
While prediction accuracy of ratings used to be the only

evaluation criteria for recommender systems, during recent
years optimizing the user experience has increasingly gained
interest in the evaluation procedure. Existing research has
proposed a set of criteria detailing the characteristics that
constitute a satisfying and e↵ective recommender system
from the user’s point of view. To combine these criteria into
a more comprehensive model which can be used to evaluate
the perceived qualities of recommender systems, Pu et al.
have developed an evaluation framework for recommender
systems [10]. This framework aims to assess the perceived
qualities of recommenders such as their usefulness, usabil-
ity, interface and interaction qualities, user satisfaction of
the systems and the influence of these qualities on users’
behavioral intentions including their intention to tell their
friends about the system, the purchase of the products rec-
ommended to them, and the return to the system in the
future. Therefore, we adopted (part of) this framework to
measure users’ subjective attitudes based on their experience
towards the event recommender and the various algorithms
tested during our experiment. Via an online questionnaire,
test users were asked to answer 14 questions on 5-point Lik-
ert scale from “strongly disagree” (1) to “strongly agree” (5)
regarding aspects as recommendation accuracy, novelty, di-
versity, satisfaction and trust of the system. We selected the
following 8 most relevant questions for this research regard-
ing various aspects of the event recommendation system.

Q1 The items recommended to me matched my interests.

Q2 Some of the recommended items are familiar to me.

Algorithm #Users

CB 43
CB+UBCF 36

RAND 45
SVD 36
UBCF 33

Table 3: The 5 algorithms compared in this exper-

iment and the number of users that actually com-

pleted the questionnaire about their recommenda-

tion lists.

Q4 The recommender system helps me discover new prod-
ucts.

Q5 The items recommended to me are similar to each other
(reverse scale).

Q7 I didn’t understand why the items were recommended
to me (reverse scale).

Q8 Overall, I am satisfied with the recommender.

Q10 The recommender can be trusted.

Q13 I would attend some of the events recommended, given
the opportunity.

3. RESULTS
We allowed all users of the event website to participate in

our experiment and encouraged them to do so by means of
e-mail and a banner on the site. In total 612 users responded
positively to our request. After a period of feedback logging,
as described in section 2.1, they were randomly distributed
across the 5 recommendation algorithms which calculated
for each of them a list of 8 recommendations. After the
recommendations were made available on the website, users
were asked by mail to fill out the accompanying online ques-
tionnaire as described in section 2.4.

Of the 612 users who were interested in the experiment,
232 actually completed the online questionnaire regarding
their recommendations. After removal of fake samples (i.e.,
users who answered every question with the same value)
and users with incomplete (feedback) profiles, 193 users re-
mained. They had by average 22 consumptions (i.e., ex-
pressed feedback values for events) and 84% of them had 5
or more consumptions. The final distribution of the users
across the algorithms is displayed in Table 3.

Figure 1 shows the averaged results of the answers pro-
vided by the 193 users in this experiment for the 8 questions
we described in section 2.4 and for each algorithm.

Evaluating the answers to the questionnaire showed that
the hybrid recommender (CB+UBCF) achieved the best av-
eraged results to all questions, except for question Q5, which
asked the user to evaluate the similarity of the recommen-
dations (i.e. diversity). For question Q5 the random recom-
mender obtained the best results in terms of diversity, since
random suggestions are rarely similar to each other. The CF
algorithm was the runner-up in the evaluation and achieved
a second place after the hybrid recommender for almost all
questions (again except for Q5, where CF was the fourth af-
ter the random recommender, the hybrid recommender and
SVD).
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Figure 1: The averaged result of the answers (5-point Likert scale from “strongly disagree” (1) to “strongly

agree” (5)) of the evaluation questionnaire for each algorithm and questions Q1, Q2, Q4, Q5, Q7, Q8, Q10 and

Q13. The error bars indicate the 95% confidence interval. Note that questions Q5 and Q7 were in reverse

scale.

The success of the hybrid recommenders is not only clearly
visible when comparing the average scores for each question
(Figure 1), but also showed to be statistically significantly
better than every other algorithm (except for the CF recom-
mender) according to a Wilcoxon rank test (p < 0.05) for
the majority of the questions (Q1, Q2, Q8, Q10 and Q13).
Table 4 shows the algorithms and questions for which sta-
tistically significant di↵erences could be noted according to
this non-parametric statistical hypothesis test.

The average performance of SVD was a bit disappointing
by achieving the worst results for questions Q1, Q7, Q8, and
the second worst results (after the random recommender)
for questions Q2, Q4, Q10, Q11, and Q13. So surprisingly
the SVD algorithm performs (averagely) worse than the ran-
dommethod on some fundamental questions like for example
Q8 which addresses the general user satisfaction. We note
however that the di↵erence in values between SVD and the
RAND algorithm was not found to be statistically significant
except for question Q5.

We looked more closer into this observation and plotted
a histogram (Figure 2) of the di↵erent values (1 to 5) for
the answers provided for question Q8. A clear distinction
between the histogram of the SVD algorithm and the his-
tograms of the other algorithms (CB and RAND shown in
the figure) can be seen. Whereas for CB and RAND most
values are grouped towards one side of the histogram (i.e.
the higher values), this is not the case for the SVD. It turns
out that the opinions about the general satisfaction of the
SVD algorithm where somewhat divided between good and
bad with no apparent winning answer. These noteworthy

Figure 2: The histogram of the values (1 to 5) that

were given to question Q8 for algorithm CB (left),

RAND (middle) and SVD (right).

rating values for the SVD recommender are not only visible
in the results of Q8, but also for other questions like Q2
and Q5. These findings indicate that SVD works well for
many users, but also provides inaccurate recommendations
for a considerable number of other users. These inaccurate
recommendations may be due to a limited amount of user
feedback and therefore sketchy user profiles.

Figure 1 seems to indicate that some of the answers to
the questions are highly correlated. One clear example is
question Q1 about whether or not the recommended items
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CB CB+UBCF RAND SVD UBCF

CB -
Q1, Q2, Q5,

Q2, Q5 Q1, Q5, Q7, Q8 Q2, Q5, Q10
Q8, Q10, Q13

CB+UBCF
Q1, Q2, Q5,

-
Q1, Q2, Q4, Q5, Q1, Q2, Q7,

Q13
Q8, Q10, Q13 Q7, Q8, Q10, Q13 Q8, Q10, Q13

RAND Q2, Q5
Q1, Q2, Q4, Q5,

- Q5 Q2, Q5, Q10
Q7, Q8, Q10, Q13

SVD Q1, Q5, Q7, Q8
Q1, Q2, Q7,

Q5 -
Q1, Q2, Q7,

Q8, Q10, Q13 Q8, Q10

UBCF Q2, Q5, Q10 Q13 Q2, Q5, Q10
Q1, Q2, Q7,

-
Q8, Q10

Table 4: The complete matrix of statistically significant di↵erences between the algorithms on all the questions

using the Wilcoxon rank test on a confidence level of 0.95. Note that the matrix is symmetric.

matched the user’s interest and question Q8 which asked
about the general user satisfaction. As obvious as this cor-
relation may be, other correlated questions may not be so
easy to detect by inspecting a graph with averaged results
and so we calculated the complete correlation matrix for
every question over all the algorithms using the two-tailed
Pearson correlation metric (Table 5).

From the correlation values two similar trends can be no-
ticed for questions Q8 and Q10 dealing with respectively
the user satisfaction and trust of the system. The answers
to these questions are highly correlated (very significant
p < 0.01) with almost every other question except for Q5
(diversity). We must be careful not to confuse correlation
with causality, but still data indicates the strong relation
between user satisfaction and recommendation accuracy and
transparency.

This strong relation may be another reason why SVD per-
formed very badly in the experiment. Its inner workings are
the most obscure and least obvious to the user and therefore
also the least transparent.

Another interesting observation lies in the correlation val-
ues of question Q5. The answers to this diversity question
are almost completely unrelated to every other question (i.e.,
low correlation values which are not significant p > 0.05).
It seems like the users of the experiment did not value the
diversity of a recommendation list as much as the other as-
pects of the recommendation system. If we look at the av-
erage results (Figure 1) of the diversity question (lower is
more diverse) we can see this idea confirmed. The ordering
of how diverse the recommendation lists produced by the
algorithms were, is in no way reflected in the general user
satisfaction or trust of the system.

To gain some deeper insight into the influence of the qual-
itative attributes towards each other, we performed a sim-
ple linear regression analysis. By trying to predict an at-
tribute by using all the other ones as input to the regression
function, a hint of causality may be revealed. As regres-
sion method we used multiple stepwise regression. We used
a combination of the forward and backward selection ap-
proach, which step by step tries to add new variables (or
remove existing ones) to its model that have the highest
marginal relative influence on the dependent variable. The
following lines express the regression results. We indicated
what attributes were added to the model by means of an
arrow notation. Between brackets we also indicated the co-
e�cient of determination R

2. This coe�cient indicates what

percentage of the variance in the dependent variable can be
explained by the model. R2 will be 1 for a perfect fit and 0
when no linear relationship could be found.

Q1  Q7, Q8, Q10, Q13 (R2 = 0.7131)

Q2  Q7, Q10, Q13 (R2 = 0.2195)

Q4  Q10, Q13 (R2 = 0.326)

Q5  Q1, Q13 (R2 = 0.02295)

Q7  Q1, Q2, Q8, Q10 (R2 = 0.6095)

Q8  Q1, Q7, Q10, Q13 (R2 = 0.747)

Q10  Q1, Q2, Q4, Q7, Q8, Q13 (R2 = 0.7625)

Q13  Q1, Q2, Q4, Q5, Q8, Q10 (R2 = 0.6395)

The most interesting regression result is the line were Q8
(satisfaction) is predicted by Q1, Q7, Q10 and Q13. This
result further strengthens our belief that accuracy (Q1) and
transparency (Q7) are the main influencers of user satisfac-
tion in our experiment (we consider Q10 and Q13 rather as
results of satisfaction than real influencers but they are of
course also connected).

Table 6 shows the coverage of the algorithms in terms of
the number of users it was able to produce recommendations
for. In our experiment we noticed an average coverage of
66% excluding the random recommender.

Algorithm Coverage (%)
CB 69%

CB+UBCF 66%
RAND 100%
SVD 66%
UBCF 65%

Table 6: The 5 algorithms compared in this experi-

ment and their coverage in terms of the number of

users for which they were able to generate a recom-

mendation list of minimum 8 items.

Next to this online and user-centric experiment, we also
ran some o✏ine tests and compared them to the real opin-
ions of the users. We calculated the recommendations on a
training set that randomly contained 80% of the collected
feedback in the experiment. Using the leftover 20% as the
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Q1 Q2 Q4 Q5 Q7 Q8 Q10 Q13
(accuracy) (familiarity) (novelty) (diversity) (tranparency) (satisfaction) (trust) (usefulness)

Q1 1 .431 .459 .012 -.731 .767 .783 .718
Q2 .431 1 .227 .036 -.405 .387 .429 .415
Q4 .459 .227 1 -.037 -.424 .496 .516 .542
Q5 .012 .036 -.037 1 0.16 -.008 .001 -.096
Q7 -.731 -.405 -.424 .016 1 -.722 -.707 -.622
Q8 .767 .387 .496 -.008 -.722 1 .829 .712
Q10 .783 .429 .516 .001 -.707 .829 1 .725
Q13 .718 .415 .542 -.096 -.622 .712 .725 1

Table 5: The complete correlation matrix for the answers to the 8 most relevant questions on the online

questionnaire. The applied metric is the Pearson correlation and so values are distributed between -1.0

(negatively correlated) and 1.0 (positively correlated). Note that the matrix is symmetric and questions Q5

and Q7 were in reverse scale.

Algorithm Precision (%) Recall (%) F1 (%)
CB 0.462 2.109 0.758

CB+UBCF 1.173 4.377 1.850
RAND 0.003 0.015 0.005
SVD 0.573 2.272 0.915
UBCF 1.359 4.817 2.119

Table 7: The accuracy of the recommendation algo-

rithms in terms of precision, recall and F1-measure

based on an o✏ine analysis.

test set, the accuracy of every algorithm was calculated over
all users in terms of precision, recall and F1-measure (Table
7). This procedure was repeated 10 times to average out
any random e↵ects.

By comparing the o✏ine and online results in our exper-
iment we noticed a small change in the ranking of the al-
gorithms. In terms of precision the UBCF approach came
out best followed by respectively CB+UBCF, SVD, CB and
RAND. While the hybrid approach performed best in the
online analysis, this is not the case for the o✏ine tests.
Note that also SVD and CB have swapped places in the
ranking. SVD showed slightly better at predicting user be-
haviour than the CB algorithm. A possible explanation (for
the inverse online results) is that users in the online test
may have valued the transparency of the CB algorithm over
its (objective) accuracy. Our o✏ine evaluation test further
underlines the shortcomings of these procedures. In our ex-
periment we had over 30,000 items that were available for
recommendation and on average only 22 consumptions per
user. The extreme low precision and recall values are the
result of this extreme sparsity problem.

It would have been interesting to be able to correlate the
accuracy values obtained by o✏ine analysis with the subjec-
tive accuracy values provided by the users. Experiments
however showed very fluctuating results with on the one
hand users with close to zero precision and on the other
hand some users with relative high precision values. These
results could therefore not be properly matched against the
online gathered results.

4. DISCUSSION
The results clearly indicate the hybrid recommendation

algorithm (CB+UBCF) as the overall best algorithm for op-
timizing the user satisfaction in our event recommendation

system. The runner-up for this position would definitely be
the UBCF algorithm followed by the CB algorithm. This
comes as no surprise considering that the hybrid algorithm
is mere a combination of these UBCF and CB algorithms.
Since the UBCF algorithm is second best, it looks like this
algorithm is the most responsible for the success of the hy-
brid. While the weights of both algorithms were equal in
this experiment (i.e., the 4 best recommendations of each
list were selected to be combined in the hybrid list), it would
be interesting to see how the results evolve if these weights
would be tuned more in favour of the CF approach (e.g.,
5 ⇤ UBCF + 3 ⇤ CB).

Because we collected both implicit and explicit feedback
to serve as input for the recommendation algorithms, there
were no restrictions as to what algorithms we were able to
use. Implicit feedback that was logged before an event took
place allowed the use of CF algorithms and the availability
of item metadata enabled content-based approaches. Only
in this ideal situation a hybrid CB+UBCF algorithm can
serve an event recommendation system.

The slightly changed coverage is another issue that may
come up when a hybrid algorithm like this is deployed. While
the separate CB and UBCF algorithms had respectively cov-
erages of 69% and 65%, the hybrid combination served 66%
of the users. We can explain this increase of 1% towards
the UBCF by noting that the hybrid algorithm requires a
minimum of only 4 recommendations (versus 8 normally) to
be able to provide the users with a recommendation list.

5. CONCLUSIONS
For a Belgian cultural events website we wanted to find

a recommendation algorithm that improves the user expe-
rience in terms of user satisfaction and trust. Since o✏ine
evaluation metrics are inadequate for this task, we have set
up an online and user-centric evaluation experiment with 5
popular and common recommendation algorithms i.e. CB,
CB+UBCF, RAND, SVD and UBCF. We logged both im-
plicit and explicit feedback data in the form of weighted
user interactions with the event website over a period of 41
days. We extracted the users for which every algorithm was
able to generate at least 8 recommendations and presented
each of these users with a recommendation list randomly
chosen from one of the 5 recommendation algorithms. Users
were asked to fill out an online questionnaire that addressed
qualitative aspects of their recommendation lists including
accuracy, novelty, diversity, satisfaction, and trust.

72



Results clearly showed that the CB+UBCF algorithm,
which is a combination of both the recommendations of CB
and UBCF, outperforms (or is equally as good in the case
of question Q2 and the UBCF algorithm) every other al-
gorithm except for the diversity aspect. In terms of diver-
sity the random recommendations turned out best, which
of course makes perfectly good sense. Inspection of the
correlation values between the answers of the questions re-
vealed however that diversity is in no way correlated with
user satisfaction, trust or for that matter any other qualita-
tive aspect we investigated. The recommendation accuracy
and transparency on the other hand were the two qualita-
tive aspects highest correlated with the user satisfaction and
showed promising predictors in the regression analysis.

The SVD algorithm came out last in the ranking of the
algorithms and was statistically even indistinguishable from
the random recommender for most of the questions except
for again the diversity question (Q5). A histogram of the
values for SVD and question Q8 puts this into context by re-
vealing an almost black and white opinion pattern expressed
by the users in the experiment.

6. FUTURE WORK
While we were able to investigate numerous di↵erent qual-

itative aspect about each algorithm individually, the exper-
iment did not allow us, apart from indicating a best and
worst algorithm, to construct an overall ranking of the rec-
ommendation algorithms. Each user ended up evaluating
just one algorithm. As our future work, we intend to extend
this experiment with a focus group allowing to elaborate on
the reasoning behind some of the answers users provided and
compare subjective rankings of the algorithms.

We also plan to extend our regression analysis to come up
with a causal path model that will allow us to have a better
understanding as to how the di↵erent algorithms influence
the overall satisfaction.
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ABSTRACT
Existing methods to measure the rank accuracy of a rec-
ommender system assume the ground truth is either a set
of user ratings or a total ordered list of items given by the
user with possible ties. However, in many applications we
are only able to obtain implicit user feedback, which does
not provide such comprehensive information, but only gives
a set of pairwise preferences among items. Generally such
pairwise preferences are not complete, and thus may not de-
duce a total order of items. In this paper, we propose a novel
method to evaluate rank accuracy, expected discounted rank
correlation, which addresses the unique challenges of han-
dling incomplete pairwise preferences in ground truth and
also puts an emphasis on properly ranking items that users
most prefer.

Categories and Subject Descriptors
H.3.4 [Storage and Retrieval]: Systems and Software -
Performance evaluation—efficiency and effectiveness

General Terms
Measurement, Performance

Keywords
Recommender systems, rank accuracy, pairwise preference,
evaluation

1. INTRODUCTION
Recommender systems have proven their value in many ap-
plications where it is advantageous to personalize a user’s
experience. Currently, recommender systems power some of
the world’s most visited websites. Users visit websites like
Amazon, Netflix, and Urbanspoon when they are looking for
suggestions on items that may be of interest. These websites
can suggest relevant items from a large collection of items
and output a ranked list ordered by the predicted relevance
to the user to aid in a user’s decision making process.

Given the prevalence of various recommender systems, a
critical question becomes their evaluation. Evaluation mea-
sures are used to compare different techniques of recommen-
dation and give researchers an objective for optimization.
Existing evaluation measures may take a set of user ratings
as the ground truth [2, 4], or a total ordered list of items
given by the user [9], with an option to support ties [3, 8].
Based on the weight given to items, there are two types of
evaluation. Reference rank accuracy measures the similarity

between the ranked list output by a system and the list of
user’s preferences, such as Spearman’s ρ [8] and Kendall’s
τ [3]. There are also variations of area under the curve mea-
sures, such as the one used in [7], which are closely related
to a general loss function. Utility rank accuracy measures
give a stronger weight to the items that have a higher rele-
vance according to the user, such as normalized discounted
cumulative gain [2], which is widely adopted [1, 5, 6].

Ground truth often has to be obtained through explicit user
feedback. In some applications, we may solicit users to give
ratings on items and use such ratings as relevance scores,
such as data obtained from Netflix and MovieLens. The
rating data provides accurate user opinions on items, and
can also provide a total order of user’s preferences on items.
However, such data requires explicit feedback, and may be
considered as burdensome for some users.

On the other hand, there is great potential for a recom-
mender system, and search engines, to leverage implicit user
feedback which can also be used for evaluation. After a user
issues a query, a set of items will be recommended. Among
them, a user may select some to check for more details, and
finally may choose one or more of the products to buy or
places to visit. Such user interaction provides implicit user
feedback on an item’s relevance. We can consider the set
of items purchased or visited to be preferred to the set of
selected items, which in turn is preferred to the set of items
that do not receive any user interaction. Alternatively, we
may also measure the actual time that a user spends exam-
ining an item to infer finer grained preferences.

After collecting data in the form of implicit user feedback,
we must also be able to evaluate recommendation techniques
based on the data. Using the data, we may not have the ac-
tual rating of items, but a set of pairwise preferences among
items. Note that generally pairwise preferences may not be
complete. That is to say there may exist two items which a
user’s preference is unknown. For instance, we don’t know
a user’s preference between an item that is presented to the
user in response to a query and an item that is not shown
to the user. In this case, a total order among a set of items
cannot be deduced. In this paper, we only consider evaluat-
ing preferences that are not contradictory. We simply allow
for the aggregation of preferences for different user sessions
assuming the preferences are consistent. It is worth noting
that considering contextual factors involved with a user ses-
sion would also be advantageous, but is outside the scope
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Table 1: Example Pairwise Preference Data
Preferences

Ground Truth A ! C, A ! D, A ! E, C ! D, B ! D

Prediction
C ! A, C ! B, C ! D
A ! E, B ! E, D ! E

of this paper. These contextual factors could include the
set of items the user’s were recommended, items previously
purchases or visited by the user, and how the items were
displayed to the user. It is also possible to find cyclic pref-
erences (e.g. A ! B, B ! C, C ! A). However, we also do
not consider these cases.

To evaluate recommender systems whose user preferences
are obtained through implicit user feedback, we study eval-
uation methods for a general type of recommender system
that takes a set of possibly incomplete pairwise preferences
as input for training and for ground truth, and outputs a
ranked list of items for recommendation. After examining
why existing evaluation methods may fail, we proposed a
novel rank accuracy measure, expected discounted rank cor-
relation (EDRC), to handle incomplete pairwise preferences.
EDRC handles two unique challenges in this setting, the lack
of total ranking order on items, and possible unknown pref-
erences between two items. EDRC also takes a discounted
model that gives bigger penalty for wrong prediction on the
more preferred items. To the best of our knowledge, this
is the first attempt for designing an evaluation measure for
ground truth and system prediction that is a set of incom-
plete pairwise preferences.

The remainder of this paper is outlined as follows: after we
introduce the problem setting in Section 2, we briefly re-
view two commonly used evaluation measures. Section 4
proposes a new method to measure rank accuracy for in-
complete pairwise preferences, and Section 5 concludes the
paper.

2. PROBLEM SETTING
In this work, we design an evaluation measure for a rec-
ommender system that takes ranking data in the form of
pairwise preferences as input, trains on the ranking data to
infer relevance values for each item in a test set, and then
outputs a ranking order for the items based on their pre-
dicted relevance values. For the test set, we consider the
ground truth to be a set of pairwise preferences collected
from implicit user feedback.

We define a pairwise preference as a user’s comparison be-
tween two items. We denote a pairwise preference as A ! B
meaning item A is preferred to item B. Clearly, from a
ranked list of items, we can derive a set of pairwise pref-
erences. For example, we consider three items A, B, and
C. The system may predict the order of these items to be
A, B, C. Then the derived set of pairwise preferences is:
{ A ! B, A ! C, B ! C }. On the other hand, we may
not always be able to derive a total order of items based
on a set of pairwise preferences. For example, consider the
set of pairwise preferences in the ground truth in Table 1 is
insufficient to form a total order. For instance, we do not
know the preference between A and B. We define a set of
pairwise preferences to be complete if there exists a pairwise

Table 2: Example Rating and Preference Data

I rel(i) index(i) îndex(i)
A 5 1 2
B 4 2 1
C 3 3 3
D 2 4 4

preference between every two items involved in the set, or a
pairwise preference can be inferred. Otherwise, it is a set of
incomplete pairwise preferences. As discussed in Section 1,
incomplete pairwise preferences are common for user prefer-
ences that are obtained implicitly. This is true for both the
training dataset and test dataset which contains the ground
truth or user’s preferences.

Since existing evaluation metrics are inapplicable for incom-
plete pairwise preferences in the ground truth, we propose
a measure for rank accuracy where the ground truth is a
set of possibly incomplete pairwise preferences. Since we
can derive a set of pairwise preferences from the ranked list
output, the core of the evaluation is to measure the similar-
ity between two sets of pairwise preferences, one for system
output, and the other from the user.

3. EXISTING EVALUATIONMETHODS
Before we discuss our newly proposed method of evaluation,
we look at two existing methods, nDCG and AP correlation.
For both methods we show a brief example and then discuss
cases where each does not work for our problem setting.

3.1 Normalized Discounted Cumulative Gain
Cumulated gain-based evaluation was proposed by Jarvelin
and Kekalainen in 2002 [2] to evaluate rank accuracy when
the ground truth is a set of user ratings. The intuition is
that it is more important to correctly predict highly relevant
items than marginally relevant ones.

nDCG is formally defined in Equation 1. We denote I as a
set of items suggested by the system, rel(i) is the relevance
of item i according to the user, index(i) is the index of
item i sorting the items based on the user’s relevance score,

and îndex(i) is the index of item i sorted by the system’s
prediction.

nDCG =
1
Z

·

[

∑

i∈I

2rel(i) − 1
log2(1 + index(i))

]

(1)

Z gives the maximum possible discounted cumulative gain
if the items were correctly sorted, and is used as a normal-
ization to ensure the result is between 0 and 1.

Z =
∑

i∈I

2rel(i) − 1

log2(1 + îndex(i))
(2)

For example, we look at the sample data in Table 2. If we

look at item A, rel(A) = 5, index(A) = 1, and îndex(A) =
2. Below is the full sample calculation for nDCG.

nDCG =
1
Z

·

[

24 − 1
log2(2)

+
25 − 1
log2(3)

+
23 − 1
log2(4)

+
22 − 1
log2(5)

]

Z =
25 − 1
log2(2)

+
24 − 1
log2(3)

+
23 − 1
log2(4)

+
22 − 1
log2(5)
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This gives a value of .870 for the example.

nDCG assumes that we know an actual relevance for each
item. It does not directly support the case when an item
is preferred to another item, but the magnitude of the pref-
erence is unknown. When there is a total order on item
preferences, we may assign rating scores with equal mag-
nitude and then use nDCG. However, the absence of total
order will result in such score assignments to be impractical,
thus showing inapplicability of nDCG.

3.2 AP Correlation
AP (average precision) correlation (τap) was proposed by
Yilmaz et al. [9] as a modification to Kendall’s τ which pe-
nalizes mistakes made for highly relevant items more than
less relevant items. AP correlation finds the precision be-
tween two total orders at each index in the list and then
takes the average of these values, as defined in Equation 3.

τap =
2

N − 1
·

[

∑

i∈I

C(i)
index(i)− 1

]

− 1 (3)

N is the number of ranked items in the list and C(i) is the
number of items at an index less than index(i) that are
correctly ranked according to the ground truth. Consider
the data in Table 2. For item A, C(A) = 0 because A comes
after B in the prediction, but A is preferred to B in the
ground truth. Below is a sample calculation.

τap =
2

4− 1
·

[

0
1
+

2
2
+

3
3

]

− 1 =
1
3

AP correlation is measured on scale of -1 to +1, where -1
means the lists are in reverse order and +1 means the list
are the same.

AP correlation assumes that each list, the ground truth and
the system’s prediction, gives a total order of items. There is
no simple modification of AP correlation to support partial
orders. Two challenges must be addressed when thinking
about how to evaluate rank accuracy based on incomplete
pairwise preferences. How does one assign a rank to an item
when a total list cannot be constructed? In Equation 3,
index(i) is the rank index in the list, but when a total or-
der is unknown, such as the sample data in Table 1, a new
method is needed to give a rank index. Second, how does one
consider the cases where a user’s preference between items
is unknown? In that example, we don’t know user’s pref-
erence between items A and B. How to evaluate a system
that makes a predication A ! B?

4. EXPECTED DISCOUNTED RANK
CORRELATION

We propose expected discounted rank correlation (EDRC) to
measure the similarity between two sets of pairwise prefer-
ences. Given a set of ground truth pairwise preferences from
the user G, and a set of predicted pairwise preferences out-
put by the system Ĝ, EDRC calculates the expected corre-
lation the two sets. Note that we may have user preferences
on a large set of items based on many different user ses-
sions. However, we only consider preferences relating items
currently recommended by the system. That is, the set of
items in G and Ĝ are the same.

Figure 1: Topological Order based on Ground Truth
(left) and System Prediction (right) in Table 1

Similar to AP correlation and nDCG, EDRC emphasizes
preserving the order of the user’s most preferred items and
enforcing a smaller penalty for less preferred items. Differ-
ent from nDCG whose ground truth is a set of relevance
scores, the ground truth supported by EDRC is a set of
pairwise preferences. Different from AP correlation which
requires complete pairwise preferences, EDRC allows incom-
plete pairwise preferences.

As discussed in Section 3.2, the presence of incomplete pair-
wise preferences entails two challenges: the lack of total or-
der among items in the ground truth, and unknown prefer-
ences between two items. Next, we look at the first problem.

Assigning Rank and Computing Weight. In the spirit
of discounted gain, we want to give different discount (weight)
for different items. If we know the rank of an item, R(v),
in the ground truth, we may set the weight linearly, loga-
rithmically, or exponentially. However, the problem is how
to compute the rank of an item given incomplete pairwise
preferences. From a set of pairwise preferences as ground
truth, we first derive a topological order among the items.
Consider a graph where a vertex represents an item, and
a directed edge represents a pairwise preference. The item
corresponding to the source vertex is preferred to the item
corresponding to the target vertex. In the following discus-
sion, we use item and vertex interchangeably.

For example, the ground truth in Table 2 can be represented
by the graph in Figure 1, where the fact that item A is pre-
ferred to item C is shown by a directed edge from vertices A
to C. In this graph, an item is preferred to any item reach-
able following a directed path. For example, A is preferred
to both C and D in the ground truth of Table 1.

Now we discuss how to leverage the graph to compute item
rank. We initiate the rank of every vertex to be 1 and tra-
verse the graph beginning for the start nodes. Whenever
we follow an edge from a vertex u to v, we update v’s rank
to max(R(v),R(u) + 1). Note that here we consider every
user specified pairwise preference as equally important, and
is assigned a unit weight of 1. Thus we keep the maximum
score of node among the different paths that can reach this
node from a start node. The procedure is defined in the
procedure SetRanks(G) in Algorithm 1.

The ranks for the items in the graph of Figure 1 are as
follows: R(A) = 1, R(B) = 1, R(C) = 2, R(D) = 3 and
R(E) = 2. As we can see, nodes A and B have the same
rank, since we don’t know user’s preferences between the
two.
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Algorithm 1 Setting Rank Value

SetRanks(G)

1: S = all nodes in G without an incoming edge
2: for all v ∈ S do
3: R(v)← 1; Visit(v, 1)
4: end for

Visit(v, rankin)

1: R(v)← max(R(v), rankin + 1)
2: for all w ∈ OUT (v, G) do
3: Visit(w, R(v))
4: end for

Then we define the discount term, D(v), which can take
various forms depending on what type of discount is desired.
For example, for a simple linear discount, D(v) = R(v).
For exponential discount, D(v) = 2R(v) and for logarithmic
discount, D(v) = log2(1 +R(v)).

Handling Unknown Preferences between Items. An-
other problem is computing the score, C(v), of an item in
the system’s output in the presence of incomplete pairwise
preferences in the ground truth. We propose the following
formula to define the score of an item where OUT (v,G+)
is the set of outgoing edges from v in the transitive clo-
sure, G+, of G, and W , the set of items that are more
preferred or have an unknown relationship with v where
W = V (G) \ [{v} ∪ OUT (v, G+)]. EP checks for the ex-
pected score regarding the relationship between v and all
items in W .

C(v) =
∑

w∈W

EP (v,w)

For a pair of items (v, w), suppose v preferred over w, that
is, v ! w in G. There are three cases. We have v ! w in
Ĝ. In this case, EP (v,w) = 1. The second case, we have
w ! v in Ĝ. Since the system prediction contradicts to the
ground truth, we have EP (v, w) = 0. The third case, the
system cannot predict a preference between v and w. Then
we need to compute the expected score. By default we may
assume there is 50% likelihood for v ! w and 50% likelihood
for w ! v. We then let EP (v, w) = .5. Alternatively, we
may have a more accurate likelihood estimation based on
collaborative filtering. Assuming we have a set of equally
similar users, if 70% of the users have v ! w and 30% of
similar users have w ! v, then the expected score of v ! w
is 0.7. For example, below are samples for C and EP based
on Table 1.
C(C) = EP (C,A)+EP (C,B)+EP (C,E) = 0+ .5+ .5 = 1
C(D) = EP (D,A) +EP (D,B) +EP (D,C) +EP (D,E) =
.5 + .5 + 1 + .5 = 2.5
C(E) = EP (E,A) + EP (E,B) + EP (E,C) + EP (E,D) =
1 + 1 + .5 + .5 = 3

Putting Things Together. Based on the discussion of
how to compute a score for an item, C(v), and the discount
(weight) of an item, D(v), we now put these together for an
evaluation measure EDRC. We denote the set of all vertices
in G without an incoming edge as S .

EDRC(G, Ĝ) =
2
Z

·

[

∑

v∈V (G)\S

C(v)
D(v)

]

− 1

Here, Z is a normalization factor to ensure the value is be-
tween +1 and -1.

Z =
∑

v∈V (G)\S

|W |
R(v)

Considering the example data in Table 1, we now show how
to put together the sample calculation for EDRC using a
linear discount method.

EDRC(G, Ĝ) =
2
29
6

·

[

1
2
+

2.5
3

+
3
2

]

− 1 =
5
29

When both the ground truth and prediction is a complete
set of pairwise preferences and the discount term is D(v) =
R(v) − 1, the values for EDRC and AP correlation will be
the same.

5. CONCLUSION
We consider a problem setting where the input from the user
and the system’s prediction are sets of possibly incomplete
pairwise preferences. Based on this setting, we discuss the
limitations of two evaluation methods, nDCG and AP cor-
relation. Then we propose a new rank correlation metric,
expected discounted rank correlation (EDRC), that com-
pares two sets of pairwise preferences, one from the ground
truth and one from the system prediction. This new measure
has wide applications for evaluating recommender systems
whose input data and ground truth are obtained from im-
plicit user feedback.
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ABSTRACT
Recommender systems have become an important person-
alization technique on the web and are widely used espe-
cially in e-commerce applications. However, operators of
web shops and other platforms are challenged by the large
variety of available algorithms and the multitude of their
possible parameterizations. Since the quality of the recom-
mendations that are given can have a significant business
impact, the selection of a recommender system should be
made based on well-founded evaluation data. The literature
on recommender system evaluation o↵ers a large variety of
evaluation metrics but provides little guidance on how to
choose among them. This paper focuses on the often ne-
glected aspect of clearly defining the goal of an evaluation
and how this goal relates to the selection of an appropriate
metric. We discuss several well-known accuracy metrics and
analyze how these reflect di↵erent evaluation goals. Further-
more we present some less well-known metrics as well as a
variation of the area under the curve measure that are par-
ticularly suitable for the evaluation of recommender systems
in e-commerce applications.

Categories and Subject Descriptors
H.4 [Information Systems Applications]: Miscellaneous;
D.2.8 [Software Engineering]: Metrics—complexity mea-
sures, performance measures

General Terms
Theory

Keywords
recommender systems, e-commerce, evaluation, metrics, mea-
sure, area under the curve, auc, informedness, markedness,
matthews correlation, precision, recall, roc

1. INTRODUCTION
There is a large variety of algorithms for recommender

systems that were published in research and have been im-
plemented by the industry. Almost every author claims that
a particular algorithm or implementation is superior to an-
other in a certain respect, which makes it di�cult to choose
among them. Currently a comprehensive and objective com-
parison of existing recommender systems is hard to find and

the available results are sometimes contradictory for di↵er-
ent data sets or metrics. How e�cient and successful a spe-
cific recommender system is also depends on the specific
purpose of a recommender system and the characteristics of
the domain it is applied to. It is very unlikely that there is a
single best solution for any domain and context. If we want
to increase the e↵ectiveness of recommendations we have to
determine the best fit for a given scenario through thorough
evaluation of available algorithms and parameterizations.
This is particularly important for the usage of recommender
systems in e-commerce applications where the choice of al-
gorithms can have a significant business impact. In a web
shop a better recommender system can have a direct e↵ect
on the company’s revenue since the recommendations can
significantly influence the users’ buying decisions [15].
The research that is presented in this paper is derived from
an evaluation of various recommendation algorithms that we
conducted for a large German e-commerce portal. In order
to achieve meaningful evaluation results we developed an
evaluation methodology and went through a wide range of
literature on the evaluation of recommender systems and in-
formation retrieval systems and developed a framework for
the evaluation of recommender systems.
In this paper we will focus on the specific evaluation de-
mands of recommender systems in e-commerce applications.
We discuss the importance of defining a su�ciently detailed
goal and analyze which aspects of the recommender’s user
interface and the used preference data influence a reasonable
choice of metrics. We give an overview of applicable accu-
racy metrics, explain how to choose among the large variety
and highlight some metrics that are particularly well-suited
to the evaluation of recommender systems. In order to dis-
cuss accuracy metrics in detail a discussion of non-accuracy
measures has to be omitted due to space constraints.

2. RELATED WORK
Over time numerous quantitative metrics and qualitative

techniques for o✏ine and online evaluations of recommender
systems have been published in research. We will start by
giving a short overview of some of the most important pub-
lications that are relevant to this paper.
Herlocker et al. provide a comprehensive overview of the ex-
isting methods for evaluating collaborative filtering systems
[9]. Although they focus on collaborative filtering meth-
ods, many of the presented evaluation approaches, metrics
and techniques are applicable to other types of recommender
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systems as well. They conducted an insightful study on the
correlation of di↵erent metrics and concluded that the ana-
lyzed metrics can be subdivided in three major classes.
Olmo and Gaudioso build on this survey and derive a frame-
work for recommender systems that divides recommender
systems into a filter and a guide component [4]. Their aim
is to separate the calculation of recommendations from their
presentation. They propose to use metrics that focus on the
fact whether the recommendations presented by the system
are actually followed by the users of the recommender sys-
tem and suggest to pay more attention to the presentation
of recommendations as well as the respective objective of
recommender systems.
Cremonesi and Lentini present an evaluation methodology
for collaborative filtering recommender systems [2]. They
use mean squared error, root mean squared error (RMSE)
and mean absolute error (MAE) as well as the classifica-
tion accuracy metrics precision, recall, f-measure and ROC
graphs to compare two collaborative filtering algorithms us-
ing the MovieLens1 data set and a further movie data set
obtained from an IPTV service provider.
Konstan et al. summarize findings about the usage of auto-
mated recommender systems for information-seeking tasks
[12]. They list many problems and challenges in evaluat-
ing recommender systems and emphasize the importance
of standardized evaluation methodologies, metrics and test
data sets for progress in research.
Kohavi et al. provide a survey and practical guide for con-
ducting controlled experiments on the web [11]. In a follow-
up paper Crook et al. describe common pitfalls they experi-
enced and emphasize the importance of choosing an overall
evaluation criterion that truly reflects business goals [3].
Jannach et al. provide a chapter on evaluating recommender
systems in their book [10]. They review the current state
of research and survey the approaches taken in published
papers on the evaluation of recommender systems.
Shani and Gunawardana contributed a chapter on evaluat-
ing recommender systems to the handbook by Ricci et al.
[14] and describe the most important aspects in conducting
o✏ine and online experiments as well as user studies. They
outline basic approaches for all three types of evaluations,
some important accuracy metrics and discuss various other
properties of recommenders that should be considered when
evaluating recommenders.
A further valuable source for metrics and measures is the
literature on information retrieval. It is, by its very nature,
concerned with the quality of search results and provides
insight into evaluation methodologies and metrics (e.g.[5]).

The evaluation of recommender systems has emerged as
an important topic as more and more algorithms and tech-
niques for recommenders systems are presented. Many dif-
ferent evaluation metrics can be applied in evaluations, al-
though some (e.g. RMSE, MAE and precision) are more
frequently used than others. However, authors rarely justify
their particular choice and little guidance is o↵ered on how
to choose a metric for a specific purpose. Some notable ex-
ceptions are the comparison of metrics given by Herlocker et
al. [9] and the overview by Jannach et al. [10]. In this pa-
per we try to provide the reader with a better understanding
of the existing accuracy metrics and how to apply them in
order to evaluate recommenders for specific goals.

1

http://www.grouplens.org/node/73

3. SETTING THE EVALUATION GOAL
The first step of an evaluation should be to define its goal

as precisely as possible. Although this seems rather obvious,
we would like to emphasize this step since it is often not ex-
ecuted with su�cient care in evaluations in general. We can
only choose one or several adequate metrics and interpret
their results, if we have set the purpose of our evaluation
beforehand. The results of popular evaluation metrics such
as RMSE, precision or F

1

-measure do not necessarily lead us
to the best algorithm for our purpose, as we try to illustrate
later on. Only if the set of metrics accurately reflects the
specific objectives that are connected to the recommender
system in our evaluation and the concrete usage scenario,
can we be sure that the obtained results are useful [11, 3].
Moreover, the specific interface choice for the recommender
system and the usage patterns that are to be expected should
be taken into account. Such a precise evaluation goal could
be: Find the recommendation algorithm and parameteri-
zation that leads to the highest overall turnover on a spe-
cific e-commerce web site, if four product recommendations
are displayed as a vertical list below the currently displayed
product.

3.1 Objectives for Recommender Usage
Having a clear conception of the objectives we want to

achieve by designing, implementing or applying a recom-
mender system is a worthwhile e↵ort, even if we recognize
that it may be too di�cult or expensive to measure them
accurately. In many cases we may discover that only the
results of a large scale field study would accurately reflect
our evaluation goal. Nevertheless a defined goal will help
us in selecting the most appropriate metric or set of metrics
that allows us to obtain the most precise measurement of
the recommender’s suitability for the usage scenario which
can be achieved with a reasonable e↵ort.
Common reasons for implementing a recommender system
are the desire to improve user satisfaction and to increase
the economic success of a platform. Although both goals
are interrelated they may be competing in some scenarios.
As an example, in e-commerce a recommender may either
determine the top recommendations based on the best price-
performance ratio for the customer but it may also show the
products that are likely to lead to the highest revenue for
the business. For this purpose commercial recommenders
for web shops often consider a reward attribute for items
that models how much the company profits from a sale of a
certain item. This information can be used e.g. in combina-
tion with classification accuracy metrics (see Section 4.2).
A recommender system in a live environment usually has
to be optimized with regard to various other objectives that
are related to the technical performance and the system’s life
cycle such as responsiveness, scalability, peak load, reliabil-
ity, ramp-up e↵orts, maintainability, extensibility and cost
of ownership [10]. These aspects have a strong influence on
the decision among a set of algorithms and implementations
and put further constraints on a choice. Further aspects
that extend beyond the accuracy of a recommender are cov-
erage, novelty, serendipity, confidence, persuasiveness, trust,
robustness, security and many more (cf. [9, 14]). Measuring
these diverse qualities of a recommender system is a large
field that is beyond the scope of the presented work. We
will confine our analysis to accuracy metrics and attempt to
analyze how di↵erent measures reflect varying objectives.
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3.2 Analyzing the Recommender System and
its Data

In order to further specify our evaluation goal we have to
take a closer look at the recommender’s task, its interface
and the utilized data.
What is the recommender’s task and how does the
system interact with the user? In our opinion the
most common usage scenarios for recommender systems are
prediction, ranking and classification tasks which manifest
themselves in di↵erent types of user interfaces.
In a prediction task the focus lies on predicting ratings for
unrated items (e.g. movies, music or news articles) of a user
and showing these predictions to him. For example, a movie
rental company might show predicted ratings to users in or-
der to aid them in their decision making.
In a ranking task the recommender tries to determine an or-
der of items, often with the purpose of creating a top-k list
of items. This task is particularly common in e-commerce
applications, where a top-k or unlimited ordered list of rec-
ommended products is shown in a sidebar or on a dedicated
page. But also web portals for news, content and multi-
media make heavy use of top-k lists. A further interesting
ranking task for a recommender is to order a limited set of
search results according the user’s predicted preference.
In a classification task the recommender determines a set
with a limited (often fixed) number of recommended items
with no particular order among them implied. E.g. articles
or products that are predicted to be of interest to a user are
highlighted or annotated on a web page. A top-k list of rec-
ommended items can be seen as a classification task as well,
especially if the number of items is very small and the order
is less prominent e.g. recommended items are arranged in a
grid or scrollable in two directions in a circular fashion (cf.
Amazon).
Recommender systems are further used to determine simi-
lar items or similar users. E.g. in web shops on a product
detail page usually a list of similar products is shown or a
news web site often lists articles similar to the one currently
shown. Recommending similar users is of particular interest
for social web applications such as Facebook. These tasks
which focus on the items and users themselves instead of the
user’s ratings, can be seen as ranking or classification tasks
depending on the chosen interface.
Realizing for which of these tasks the recommender system
is used and what the user interface looks like is important for
choosing the most appropriate metric. The number of dis-
played recommendations and their visual arrangement (To
which extent does it convey a ranking?) should also be con-
sidered before choosing a metric. In many usage scenarios
more than one of these tasks has to be fulfilled by a rec-
ommender system. Therefore it may be sensible to apply
one accuracy metric for each of the usage scenarios to find
a reasonable compromise or to even consider using di↵erent
recommendation algorithms for each task.
What kind of user preference data is used by the
recommender? The preferences of a user can be gathered
either through explicit or implicit ratings. While an explicit
rating is made as a deliberate statement by a user who has
the intention to express his or her opinion, an implicit rat-
ing is deducted from actions of the user that had a di↵erent
primary goal. If, for example, a user rates a movie on a web
site, this is a direct expression of his or her opinion and pref-
erences, so we consider it an explicit rating. Purchasing a

product or clicking on a link to display an article usually has
a di↵erent primary goal than expressing a positive rating, so
these actions are considered an implicit rating.

The user ratings are usually collected using either a nu-
merical, a binary or a unary rating scale. Although other
preference models such as textual reviews are conceivable
they are rarely used in today’s recommender systems.
A numerical rating is represented by a number from either
a discrete or a continuous rating scale, in most cases with
a limited range. Typical examples of a discrete rating scale
are ratings on a scale from zero to five stars or Likert re-
sponse scales that are commonly used in questionnaires. To
be precise, these rating scales are actually ordinal scales, a
fact which is ignored by predictive accuracy metrics (cf. 4.1)
that make intensive use of ratios. An example of a contin-
uous rating scale could be a slider that is set by a user and
translated to a real value.
A binary rating scale allows users to assign items to two dif-
ferent classes (like/dislike). YouTube, for example, allows
users to rate movies with either thumb up or thumb down.
A unary rating, by contrast, allows users to assign items only
to a single class, which is in most cases positive (e.g. like).
A prominent example of an explicit unary rating is Face-
book’s “Like”-button. Implicit unary ratings can be pur-
chased products in a web shop or clicked links on a news
page.
The important di↵erence between binary and unary rat-
ings is that unary ratings o↵er no distinction between dis-
liked and unrated items. With unary ratings we cannot tell
whether a user actually dislikes an item or simply does not
know the item or does not bother to rate it. In a large
web shop, such as Amazon, a customer will only be aware
of a small portion of the product catalog. Furthermore,
other factors such as limited budget, limited time, external
constraints, and products the user already owns determine
whether a customer will actually buy a product he or she
likes. Being aware of this di↵erence and the implied biases is
important when conducting an evaluation and interpreting
the results of various metrics.

4. OVERVIEW OF EVALUATION METRICS
Evaluation metrics for recommender systems can be di-

vided into four major classes [9, 4]: 1) Predictive accuracy
metrics, 2) Classification accuracy metrics, 3) Rank accu-
racy metrics and 4) Non-accuracy metrics. Since we confine
our analysis to accuracy metrics we will omit the discus-
sion of this class and suggest to consult the literature (e.g.
[9, 14]).

4.1 Predictive Accuracy Metrics
Predictive accuracy or rating prediction metrics embark on

the question of how close the ratings estimated by a recom-
mender are to the true user ratings. This type of measures
is very popular for the evaluation of non-binary ratings. It
is most appropriate for usage scenarios in which an accurate
prediction of the ratings for all items is of high importance.
The most important representatives of this class are mean
absolute error (MAE),mean squared error (MSE), root mean
squared error (RMSE) and normalized mean absolute error
(NMAE) (cf. [9, 8]). MSE and RMSE use the squared de-
viations and thus emphasize larger errors in comparison to
the MAE metric. MAE and RMSE describe the error in
the same units as the computed values, while MSE yields
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squared units. NMAE normalizes the MAE metric to the
range of the respective rating scale in order to make results
comparable among recommenders with varying rating scales.
The RMSE metric has been used in the Netflix competition
in order to determine the improvement in comparison to the
Cinematch algorithm as well as the prize winner. This was
a significant source of discussion over the course of the com-
petition.
These predictive accuracy error metrics are frequently used
for the evaluation of recommender systems since they are
easy to compute and understand. They are well-studied and
are also applied in many contexts other than recommender
systems. However, they do not necessarily correspond di-
rectly to the most popular usage scenarios for recommender
systems. There are few cases where users are in fact in-
terested in the overall prediction accuracy. Recommender
systems are more commonly used to display a limited list
of top ranked items or the set of all items that have been
rated above a certain threshold. Many recommendation al-
gorithms are able to provide more accurate statements about
a limited set of items that the user either likes or dislikes.
The estimations for many other items are rather inaccurate
but often also significantly less important to users.
This applies in particular to e-commerce applications where
we are usually more concerned with suggesting some prod-
ucts to customers that they will like in comparison to es-
timating the most accurate ratings for the large amount of
items that customers would never purchase.

4.2 Classification Accuracy Metrics
Classification accuracy metrics try to assess the successful

decision making capacity (SDMC) of recommendation algo-
rithms. They measure the amount of correct and incorrect
classifications as relevant or irrelevant items that are made
by the recommender system and are therefore useful for user
tasks such as finding good items. SDMC metrics ignore the
exact rating or ranking of items as only the correct or incor-
rect classification is measured [9, 4]. This type of metric is
particularly suitable for applications in e-commerce that try
to convince users of making certain decisions such as pur-
chasing products or services.
A comprehensive overview of classic, basic information re-
trieval metrics, such as recall and precision and further im-
proved metrics, is given in the survey by Powers [13]. The
following short summary is based on his terminology and
descriptions for these metrics. In section 5.1 we will discuss
three less well-known metrics that were described in this
paper as well and that we deem very useful. To the best of
our knowledge they have not been used for the evaluation of
recommender systems so far.
The common basic information retrieval (IR) metrics are
calculated from the number of items that are either relevant
or irrelevant and either contained in the recommendation
set of a user or not. These numbers can be clearly arranged
in a contingency table that is sometimes also called the con-
fusion matrix (see Table 1).
Precision or true positive accuracy (also confidence in data
mining) is calculated as the ratio of recommended items that
are relevant to the total number of recommended items:

precision = tpa =
tp

tp+ fp

This is the probability that a recommended item corresponds
to the user’s preferences. The behavior of this (and the fol-

Relevant Irrelevant Total
Recommended tp fp tp+ fp
Not Recommended fn tn fn+ tn
Total tp+ fn fp+ tn N

Table 1: A contingency table or confusion matrix
that accumulates the numbers of true/false posi-
tive/negative recommendations.

lowing) IR metrics can be observed in Figure 1 which shows
a potential ranking of four relevant items in a set of ten
items by a recommender. In examples (a) to (j) the length
k of the top-k list varies, while the item order remains fixed.
Recall or true positive rate (also called sensitivity in psychol-
ogy) is calculated as the ratio of recommended items that
are relevant to the total number of relevant items:

recall = tpr =
tp

tp+ fn

This is the probability that a relevant item is recommended.
The two measures, precision and recall, are inversely related
which we notice if we vary the size of the set of recommen-
dations (cf. Fig. 1). In most cases, increasing the size of the
recommendation set will increase recall but decrease preci-
sion. Because of this mutual dependence it makes sense to
consider precision and recall in conjunction with two other
metrics that are called fallout and miss rate.
Fallout or false positive rate is calculated as the ratio of rec-
ommended items that are irrelevant to the total number of
irrelevant items:

fallout = fpr =
fp

fp+ tn

This is the probability that an irrelevant item is recom-
mended.
Miss rate or false negative rate is calculated as the ratio of
items not recommended but actually relevant to the total
number of relevant items:

missRate = fnr =
fn

tp+ fn

This is the probability that a relevant item is not recom-
mended.
Just as precision and recall describe the recommender’s per-
formance regarding the true positives, two similar metrics
can be defined that measure how the algorithm behaves re-
garding true negatives. Since this corresponds to interchang-
ing the true and false values of the underlying data for the
precision and recall metric, they are called inverse precision
and inverse recall.
Inverse precision or true negative accuracy is calculated as
the ratio of items not recommended that are indeed irrele-
vant to the total number of not recommended items:

inversePrecision = tna =
tn

fn+ tn

This is the probability that an item which is not recom-
mended is indeed irrelevant.
Inverse recall or true negative rate (also called specificity) is
calculated as the ratio of items not recommended that are
really irrelevant to the total number of irrelevant items:

inverseRecall = tnr =
tn

fp+ tn
= 1� fpr
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Figure 1: Varying the length k of a top-k list for a possible recommender’s ranking of ten items.

This is the probability that an irrelevant item is indeed not
recommended.
The F

1

-measure and F�-measure try to combine precision
and recall into a single score by calculating di↵erent types
of means of both metrics. The F

1

-measure or F
1

-score is
calculated as the standard harmonic mean of precision and
recall:

F
1

=
2

1

precision

+ 1

recall

=
2 · precision · recall
precision+ recall

Moreover there is a large variety of metrics that are de-
rived from these basic information retrieval metrics [9, 5].
Mean average precision (MAP) is a popular metric for search
engines and is applied, for example, to report results at the
Text Retrieval Conference (TREC) [5]. It takes each rele-
vant item and calculates the precision of the recommenda-
tion set with the size that corresponds to the rank of the
relevant item. Then the arithmetic mean of all these preci-
sions is formed.

AP =

PN
r=1

(P (r)⇥ rel(r))

number of relevant documents

Afterwards we calculate the arithmetic mean of the average
precisions of all users to get the final mean average precision:

MAP =

PM
u=1

APu

M

Various other means including the geometric mean (GMAP),
harmonic mean (HMAP) and quadratic mean (QMAP) can
be applied instead. All of these measures emphasize true
positives at the top of a ranking list. This behaviour can be
observed in Figure 2 (a) to (j) where the position of a single
relevant item within a ranking of ten items is varied.
Further derived measures that we will discuss later are ROC
curves and the area under the curve (AUC) measure.

4.3 Rank Accuracy Metrics
A rank accuracy or ranking prediction metric measures

the ability of a recommender to estimate the correct order
of items concerning the user’s preference, which is called the
measurement of rank correlation in statistics. Therefore this
type of measure is most adequate if the user is presented with
a long ordered list of items recommended to him. A rank
prediction metric uses only the relative ordering of prefer-
ence values so that is independent of the exact values that
are estimated by a recommender. For example, a recom-
mender that constantly estimates items’ ratings to be lower
than the true user preferences, would still achieve a perfect
score as long as the ranking is correct.
For the usage of rank accuracy metrics, it is important to

know whether they measure total or partial orderings. Most
rank accuracy metrics such as Kendall’s tau and Spearman’s
rho compare two total orderings. The problem with these
measures is that in most cases we are not provided with a
full ranking of all items. Many recommendation algorithms
can generate only a partial list of items that are most likely
to be preferred by a user. All other items would have to be
concatenated to the list in an arbitrary order. Furthermore,
the recommendation list can contain groups of items with a
similar rating that can appear in varying orders. The same
applies to the true preferences of a user. In order to create
a full ranking of the items all preference values for the user
have to be known. Since the user might express the same
rating for several items the list will again contain groups
of items that can appear in an arbitrary order. The largest
problem is posed by items for which no user rating is known.
These items could in fact hold an arbitrary place within the
ranking. Sometimes it is assumed that ratings for items
that are preferred are known, so that the unknown items
are concatenated to the end of the list. In general, however,
the unknown items could as well contain items that would
appear within the top ranks if rated by the user [9].
The bottom line is that in most cases a rank metric for
partial orderings would be more appropriate for comparing
recommendation lists that are produced by recommenders
to item rankings from known user preferences. One pos-
sibility is to use an arbitrary total ordering that complies
with the partial ordering, though the results will become
less meaningful when the number and size of item groups
with identical rating increases. An evaluation might state
that a certain ranking is inferior even though only items
within groups of identical ratings switched their places. A
better solution is to compare all or a subset of the total or-
derings that comply with the partial orderings and average
the results. However, this can easily become combinatorially
challenging when both rankings are in fact partial orderings.
Fagin et al. discuss several derived metrics for comparing
partial orderings that could be applied for recommender sys-
tems [6]. Bansal and Fernandez-Baca provide runtime e�-
cient implementations of these metrics [1].
We think that rank accuracy metrics are very well suited
for e-commerce applications if they allow to compare par-
tial rankings in a meaningful way. In our implementation
we used a variation of the Kendall’s tau metric for partial
rankings on boolean classifications. That is, we compare
the partial ranking provided by recommended and not rec-
ommended items with the partial ranking of relevant and
irrelevant items. This boolean Kendall’s tau is in fact highly
correlated to the AUC metric (e.g. Fig. 2).
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5. IMPROVED METRICS FOR
RECOMMENDER SYSTEMS

5.1 Informedness, Markedness and Matthews
Correlation

A major problem with the frequently used metrics preci-
sion, recall and F

1

-measure is that they su↵er from severe
biases. The outcome of these measures not only depends on
the accuracy of the recommender (or classifier) but also very
much on the ratio of relevant items. In order to illustrate
this we imagine an ideal recommender and its inverse and
apply them to generate top-k lists of four items for varying
ratios of relevant items (see Fig. 3). The examples show
that the informatory value of all three measures varies. In
extreme cases with a highly skewed ratio its value can be
even misleading (cf. Fig. 3 e – h).
To solve this problem Powers [13] introduced three new met-
rics that try avoid these biases by integrating the inverse
precision and inverse recall respectively.
Markedness combines precision and inverse precision into a
single measure and expresses how marked the classifications
of a recommender are in comparison to chance:

markedness = precision+ inversePrecision�1

=
tp

tp+ fp
+

tn
fn+ tn

� 1

Informedness combines recall and inverse recall into a single
measure and expresses how informed the classifications of a
recommender are in comparison to chance:

informedness = recall + inverseRecall�1

=
tp

tp+ fn
+

tn
fp+ tn

� 1

Both markedness and informedness return values in the range
[�1, 1].
The Matthews Correlation combines the informedness and
markedness measures into a single metric by calculating
their geometric mean:

correlation =
(tp · tn)� (fp · fn)p

(tp+ fn) · (fp+ tn) · (tp+ fp) · (fn+ tn)

= ±
p
informedness ·markedness

The range of the Matthews Correlation is [�1, 1], so the sign
in the second representation of the formula actually depends
on the respective signs for markedness and informedness.
We propose to replace the measures precision and recall by
markedness and informedness for most evaluation purposes
in order to avoid being misled by underlying biases. As
we can see in Figures 1 and 3, markedness, informedness
and Matthews Correlation are significantly more helpful in
choosing an adequate size for a top-k recommendation list.
Furthermore derived metrics such as mean average precision
(MAP) could as well be replaced by their respective equiv-
alents (e.g. mean average markedness).

5.2 Limited Area Under the Curve
ROC curves provide a graphical representation for the

performance of a recommender system, an information re-
trieval system or any other type of binary classifier. A ROC
curve plots recall (true positive rate) against fallout (false
positive rate) for increasing recommendation set size. An

Figure 5: An example for the ROC curve used by
our variant of the AUC measure.

in-depth discussion of ROC curves can be found in the pa-
per by Fawcett [7].
A perfect recommender would yield a ROC curve that goes
straight up towards 1.0 recall and 0.0 fallout until all relevant
items are retrieved. Afterwards it would go straight right to-
wards 1.0 fallout while the remaining irrelevant items follow.
The obvious aim is consequently to maximize the area under
the ROC curve. The area under the curve (AUC) can there-
fore be used as a single measure for the overall quality of a
recommender system. However, a frequently uttered point
of criticism is that users are often more interested in the
items at the top of recommendation lists but that the AUC
measure is equally a↵ected by swaps at the top or the bottom
of a recommendation list (cf. Figures 2 and 4 e – h). This
may be a disadvantage if we are mainly interested in find-
ing the top ranked items and thus care mostly for the first
part of the ROC graph. Therefore, in addition to the stan-
dard AUC measure, we implemented a slight variation of the
AUC measure. This limited area under the curve (LAUC)
measure uses the same approach but instead of measuring
the complete area, it takes only the area under the first part
of the curve into account. This is the part of the curve which
is formed by the first k recommendations.
However, measuring this partial area is not easy due to sev-
eral problems:

• The measure has to be normalized in a certain way to
be comparable.

• The normalized measure should return one if all rele-
vant items are retrieved first by the recommendation
algorithm and fit within the recommendation list.

• If the recommendation list contains only relevant items,
then the area under the curve is in fact zero. Never-
theless the normalized measure should still return one.

• Relevant items that are retrieved at the end of the list
with no irrelevant items following do not add to the
area under the limited curve.

A good solution for these problems is to generate just a lim-
ited recommendation list that only contains a fixed number
of items and to assume that all other relevant items will be
distributed uniformly over the rest of the ranking list until
all items are retrieved. This means that we calculate the
AUC measure for the first part of the ROC curve in the
standard way until the first k recommendations have been
retrieved. Then we take the end point of the ROC curve
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Figure 2: Varying the position of a single relevant item on a four out of ten recommendation list.

Figure 3: Varying the ratio of relevant items in a four out of ten recommendation list and applying two
recommenders with perfect and inverse accuracy.

formed by the first k recommendations and draw a straight
line to the upper right corner (see Fig. 5). The area under
the curve that is situated to the right of the curve formed
by the top-k list thus is a simple trapezoid.
The resulting LAUC measure is very useful for the evalua-
tion of recommender systems that are applied to generate
top-k lists of items (cf. Figures 2 and 4):

• The measure returns one if all relevant items are re-
trieved within the top-k list.

• The measure becomes minimal if no relevant items are
retrieved within the top-k list. If all irrelevant items
are retrieved first and fit within the top-k list the mea-
sure returns zero.

• A top-k list that contains more relevant items will yield
a higher score than a list with less relevant items, ex-
cept if the length of the list is close to the total number
of items. In this case the order of relevant and irrele-
vant items within the recommendation list would have
a higher influence on the overall score.

• If a relevant item moves towards the top of the list the
measure increases.

• A swap at the top or bottom of the top-k list has the
same e↵ect on the measure’s value.

• All changes beyond the end of the top-k list are ignored
by the measure.

A similar variation of the boolean Kendall’s tau, which con-
siders only the top-k recommendations, is another useful and
highly correlated metric (e.g. Fig. 2).

6. SOME GUIDELINES FOR CHOOSING A
METRIC

In order to choose an appropriate evaluation metric for a
given recommendation scenario, it is helpful to answer the

following questions:
Is there a distinction between rated and unrated
items? If all items are implicitly rated predictive accuracy
metrics are not applicable, because there are no unrated
items for which we can predict a rating and measure the
accuracy.
Are items rated on a numerical or a binary scale? A
binary rating scale usually suggests a classification or rank-
ing task.
Are users interested in rating predictions or only in
top-ranked items? If users only care about top-ranked (or
lowest-ranked) items and not about individual rating scores
for items this suggests a classification or ranking task. Al-
though an algorithm may use predicted ratings internally,
it has to succeed in estimating the top-ranked (or lowest-
ranked) items and a higher error on rating predictions for
items is acceptable as long as top-ranked (or lowest-ranked)
items are identified correctly. Therefore an evaluation should
focus on classification or ranking metrics.
Is a limited list of top-ranked items shown? If yes,
a metric that measures the overall predictive accuracy or
overall ranking accuracy is not appropriate. The exact rat-
ing predictions and ranking of other items are irrelevant to
users and should not be considered by the metric.
Do the recommended items have or imply an order?
Users will usually consider recommendations in a certain or-
der, in particular if many recommendations are shown. If
this is the case, basic information retrieval metrics such as
precision, recall, markedness and informedness are not suf-
ficient since they ignore the order among the recommended
items. A metric that considers the order of recommended
items as well is more appropriate for this purpose.
How fast does the user’s interest in lower ranked
items decay? The metric should reflect the user’s decay in
interest. MAP and GMAP, for example, emphasize the first
recommendations in contrast to the AUC or Kendall’s tau
measure that weighs swaps in lower and higher ranks in the
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Figure 4: Varying the position of three relevant items on a four out of ten recommendation list.

same way (cf. Fig. 2). If users hardly look at the ranking
of lower ranked items, a classification or ranking error for
lower ranked items becomes irrelevant.

7. CONCLUSION
In this paper we analyzed the relation between objectives

for applying recommender systems and metrics used for their
evaluation. We emphasized the importance of defining a pre-
cise goal for the evaluation and discussed how the data used
by the recommender as well as its user interface a↵ect the
specific task for the recommender. We gave an overview of
the three main classes of accuracy related evaluation met-
rics and discussed their applicability for di↵erent types of
recommender systems. In order to illustrate the specific
advantages and disadvantages of various metrics discussed,
we compared them using several informative examples. We
proposed to utilize markedness, informedness and Matthews
correlation as classification metrics since they are superior
to precision, recall and F

1

-measure for most purposes. We
presented a new variation of the area under the curve mea-
sure that is particularly suited for top-k recommendations
which are used in many e-commerce applications. This lim-
ited area under the curve measure combines classification
and ranking accuracy to create a better measure for this
purpose. Furthermore, we provided some crisp guidelines
that help to choose an appropriate evaluation metric for a
specific usage scenario.
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