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Wind CMAD The Wind Mission

1 The Wind Mission

Much of the following is taken directly or adapted from Wilson III et al. [2021a].
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Figure 1: Orbital trajectories of the Wind spacecraft in the GSE XY plane from 1 November 199/ to 1
June 2016. Colors denote time ranges as indicated. The dashed black circle indicates the Moon’s orbit
[Adapted from Figure 1 in Wilson III et al., 2021a]. Note that the orbit has not noticeably changed since 1
June 2016.

NASA launched the Wind spacecraft on November 1, 1994. Wind and Polar [Harten and Clark,
1995] were part of the stand-alone Global Geospace Science (GGS) Program [Acunia et al., 1995],
a subset of the International Solar Terrestrial Physics (ISTP) Program [Whipple and Lancaster,
1995]. The ISTP Program included the additional missions Geotail [Nishida, 1994], the SOlar
and Heliospheric Observatory or SoHO [Domingo et al., 1995], and Cluster [Escoubet et al., 1997].
The objective of the ISTP program was to study the origin of solar variability and activity, the
transport of manifestations of that activity to the Earth via plasma processes, and the cause-and-
effect relationships between that time varying energy transport and the near-earth environment.

Wind is a spin stabilized spacecraft — spin axis aligned with ecliptic south — with a spin period
of ~3 seconds. Prior to May 2004, Wind performed a series of orbital maneuvers Franz et al.
[1998], as shown in Figure 1, that led to the spacecraft visiting numerous regions of the near-Earth
enviroment. For instance, between launch and late 2002 Wind completed ~67 petal orbits through
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the magnetosphere and two lunar rolls out of the ecliptic in April and May of 1999. Between August
2000 and June 2002 Wind completed four east-west prograde 1:3-Lissajous orbits reaching =300
Ry along the +Y-GSE direction Frdnz and Harper [2002]. From November 2003 to February 2004
Wind performed an excursion to the second Earth-Sun libration point, or Lagrange point, called
L2%.

During the magnetosphere passes, Wind also made several lunar flybys. Wind completed 10
wake crossings before entering a Lissajous orbit at L1 in 2004. Table 1 lists all crossings of the
lunar optical wake Ogilvie and Desch [1997].

Table 1: Optical Lunar Wake Transits by Wind

Start time [UTC]

End time [UTC]

1994-12-01/15:04:07
1994-12-27/14:36:30
1996-03-24/05:19:43
1996-11-13/01:43:16
1999-04-01/20:38:02
1999-05-12/20:52:12
2000-08-19/15:35:45
2001-12-05/16:48:53
2002-07-18/17:46:39
2002-11-30/11:30:28

1994-12-01/15:29:10
1994-12-27/15:22:36
1996-03-24,/06:24:50
1996-11-13/03:07:25
1999-04-01/20:53:04
1999-05-12,/21:04:14
2000-08-19/16:51:53
2001-12-05/17:54:00
2002-07-18/18:42:45
2002-11-30/12:16:33

In May 2004, Wind made its final major orbital maneuver using a lunar gravitational assist to
insert it into a Lissajous orbit about the first Earth-Sun libration point, labeled L1 by late June
2004. Note that Wind’s L1 orbit has a £Y-GSE(+X-GSE) displacement about the sun-Earth line
of ~100 Rg(~35 Rg), much larger than the other two NASA missions at L1 ACE and Deep Space
Climate Observatory (DSCOVR). Note that the +Z-GSE displacement from the ecliptic plane is
<30 Rg for both ACE and Wind. On June 26, 2020, the Wind flight operations team (FOT)
successfully completed the first halo orbit insertion maneuver and the second was successfully
completed on August 31, 2020. The third maneuver was successfully completed on November 9,
2020. This orbital change was necessary to prevent the spacecraft trajectory from entering the
solar exclusion zone — around the solar disk where solar radio emissions cause sufficient interference
with spacecraft communications to prevent telemetry signal locks. The projection of the orbit in
the ecliptic plane will not noticeably change, however the out-of-ecliptic projection will now be a
stationary ellipse centered on the solar disk.

The original primary science objectives of the Wind mission are:

e Provide complete plasma, energetic particle and magnetic field for magnetospheric and iono-
spheric studies.

o Investigate basic plasma processes occurring in the near-Earth solar wind.

e Provide baseline, 1 AU, ecliptic plane observations for inner and outer heliospheric missions.

Since the spacecraft has been serving for >29 years and the diversity of environments explored
(e.g., see Figure 1) is so broad, the areas of science investigated by the team and community using
Wind over the mission lifetime have changed significantly. As a result of its longevity, diversity of
instrumentation (e.g., see the Wind Project Data Management Plan or PDMP for details), and
diversity of environments explored the Wind mission has amassed over 7295 refereed publications

'Note that L2 is located ~233-235 R, downstream of Earth and ~500 Ry downstream of the Advanced Compo-
sition Explorer (ACE) Stone et al. [1998]. For reference, ACE launched in 1997 and was designed to study energetic
particles and their composition. Unlike Wind, ACE was not designed to study kinetic physics or remote solar and
astrophysical phenomena using electric fields.
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between launch and Dec. 31, 2023, or an average of ~252 publications per year. These publications
have accumulated over 227,717 citations for an h-index of 173 and an i10-index of 4232 with
over 1,377,048 reads on the Wind NASA ADS publication webpage?. These publications cover
an expansive list of topics including (but not limited to) statistical solar wind trends, magnetic
reconnection, large-scale solar wind structures, kinetic physics, electromagnetic turbulence, the
Van Allen radiation belts, coronal mass ejection topology, interplanetary and interstellar dust, the
lunar wake, solar radio bursts, solar energetic particles, and extreme astrophysical phenomena such
as gamma-ray bursts.

As of August 15, 2024, there are ~69 selectable data types with ~1703 total data products
(including OMNTI data products) on SPDF CDAWeb. Below we will outline and describe these
data products by instrument.

1.1 Spacecraft Health

Wind continues to operate in good health. The communication system was successfully recon-
figured in 2000 to enhance the telemetry margins and reliance on a single digital tape recorder
(with two tape units) since 1997 has never hindered operations. The flight operations team (FOT)
took steps to minimize wear and extend the lifespan of the two tape units. Since the last Senior Re-
view, the spacecraft has experienced the usual instrument latch-ups and single-event upsets (SEUs)
that are likely caused by high energy particles. As in the past, the FOT was able to restore all
instruments to fully operational within a day or two depending on Deep Space Network (DSN)
scheduling. The automation of the recovery process for the WAVES instrument after latch-ups
(i.e., due to SEUs) was successfully completed in October 2016 and the spacecraft command tables
now include automated tests of the SWE electron instrument. Thus, Wind continues to maintain

a fully operational status. Wind Spacecraft Systems Status [Jan. 1994 to Apr. 2023]
On Oct. 27, 2014 at 21:59:38 GMT, "y AR i R d [ Reminedbus ]

the Wind command and attitude processor T MAN\N . i on

(CAP) suffered two simultaneous SEUs. ”VW\N\N WA

The redundant nature of the Wind space- M AAAMAAY I

craft bus allowed the FOT to successfully i SolarAmay |1

switch to a second CAP, CAP2. The FOT 1IN e S AL

began the recovery of CAP1 on Jan. 21, ol fverage Battery

2015 and finished Jan. 30, 2015, and the oy
spacecraft was fully recovered at ~17:50 .
UTC on Jan. 30, 2015.

The CAP1 anomaly resulted in a com-
plete loss of data from October 27, 2014

until November 7, 2014 (i.'e., 11 days or Figure 2: SU’ITZ;ITL(I’I"y Of Wind’s Powe'r:“System
~3% annual total) and partial loss from all  Status: The Wind spacecraft systems status plotted from
instruments between November 7-20, 2014  Jan. 1, 1994 to Apr. 1, 2023 as daily averages.

(i.e., 14 days or ~4% annual total). The SWE instrument suffered complete data loss between Oc-
tober 27, 2014 and November 26, 2014 (i.e., 30 days or ~8% annual total) and partial loss (HK
only) from October 27, 2014 to December 1, 2014 (i.e., 35 days or ~10% annual total). During
the recovery process between Jan. 28-30, 2015 while CAP1 was in control, the attitude/telemetry
information was invalid for ~4 hrs 41 mins (i.e., <5% of those four days).

On April 11, 2016 one of the two tape units (TUA) began experiencing issues related to the
read/write head causing ~few percent data loss per day. The flight operations team successfully

; i Average Battery Bias
23.5 i i | Voltage Output [V]

%found at https://ui.adsabs.harvard.edu/public-libraries/DdelsbGYT5a8sM7CLujv_g

5 of 441


https://ui.adsabs.harvard.edu/public-libraries/DdelsbGYT5a8sM7CLujv_g

Wind CMAD The Wind Mission

switched the primary record unit to TUB on May 6, 2016 to extend the life of TUA and reduce
data loss. TUB is fully operational and averages >98.5% data recovery rates.

An examination of the spacecraft power systems (see Figure 2) shows that the batteries can
maintain average bias voltages high enough to exceed the current load shed setting of 19.1 V until at
least mid-2056 based on an extrapolation beyond the date range of the lower right panel. To cause
a spacecraft reset, all three batteries must simultaneously fall below this load shedding voltage level
which is commandable from the ground and will be changed when necessary to avoid a spacecraft
reset. The load shedding can be safely reduced to at least 18.2 V (reached at least 20 years beyond
2056 based on present trends).

All three batteries went through mode changes prior to 2020 to reduce the maximum charge
voltage. Each battery was experiencing excess charging, causing an increase in temperature (see
lower-left-hand panel in Figure 2) and reduction in efficiency. The mode changes successfully re-
duced the temperatures to nominal ranges. The current trend shows that the battery temperatures
will not exceed the critical threshold of ~17°C until well after the year ~2100.

The solar array output is producing more than enough current for spacecraft operations and
will continue to do into early ~2044, assuming that the maximum current drawn from the batteries
(i.e., red line in upper right in Figure 2) does not exceed the average solar array output (not
shown). The maximum solar array output (i.e., red line in upper left-hand panel) will not drop
to the maximum regulated bus output until mid ~2058, assuming current trends hold. Therefore,
Wind can operate at current capacity for the next several decades.

Wind continues to maintain a large fuel reserve. As of August 7, 2024, the tanks contained
~34.9 kg of fuel, which is equivalent to ~70 m/s of radial delta-V assuming normal thruster
operations. Typically only four station keeping maneuvers are performed each year, each requiring
only ~0.12 kg of fuel. Thus, Wind has enough fuel for ~70 years.

1.2 Instrument Status

The Wind instrument names and acronyms are listed below in Table 2.
Table 2: Wind Instrument Names

Abbrev. Instrument name Reference
TGRS Transient Gamma-Ray Spectrometer Owens et al. [1995]
KONUS Gamma-Ray Spectrometer Aptekar et al. [1995]
EPACT Energetic Particles: Acceleration, von Rosenvinge et al. [1995a]
Composition, and Transport
SMS Solar Wind and Suprathermal Ion Gloeckler et al. [1995]
Composition Experiment
MFI Magnetic Field Investigation Lepping et al. [1995]
WAVES The Radio and Plasma Wave Bougeret et al. [1995]
Investigation
3DP Three-Dimensional Plasma and Lin et al. [1995]
Energetic Particle Investigation
SWE Solar Wind Experiment Ogilvie et al. [1995]

It is important to note that unlike most other missions, Wind was designed with significant
redundancy in its measurements. For instance, there are at least five possible measurements of the
solar wind number density (two from 3DP, two from SWE, one from WAVES, and one from SMS
under certain conditions) and prior to 2000 there were two different gamma ray instruments. The
MFT comprises two fluxgate magnetometers at different locations on a 12 meter boom (one closer
at ~8 m, the other at 12 m) which improves spacecraft noise/artifact removal. There are three
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separate measurements of protons with energies >50 keV (one from 3DP, one from SMS, and one
from EPACT). Finally, there are at least three separate measurements of heavy ions (i.e., ions more
massive than alpha-particles).

Seven of the eight Wind instruments, including all of the fields and particles suites, remain
largely or fully functional. The only instrument fully turned off is the TGRS v-ray instrument that
was designed for only a few years of operations (instrument off prior to ~January 2000). Aside from
temporary data losses due to a command and attitude processor (CAP) and tape unit anomaly
(both issues were resolved or mitigated, discussed in detail below), the instruments continue to
return >98% of all captured data annually. The dates of significant spacecraft and instrumental
issues are listed in Table 3 for reference.

Table 3: Wind Instrument and Spacecraft Anomalies
Date Part Affected Impact
January 19, 1995 GTM1? failure

October 1995 APE-A/APE-B/IT HVPSP suffered a loss of gain

April 30, 1997 CAP1¢ Reed-Solomon encoder failure
December 13, 1997 DTR24 power supply failure

January 2000 TGRS ~-ray instrument turned off (planned coolant

outage)

May 2000 SMS-SWICS solar wind composition sensor turned off

June 2001 SWE-VEIS thermal electron detectors HVPS failure

August 2002 SWE-Strahl reconfigured to recover VEIS functionality

June 2009 SMS DPU experienced a latch-up reset — MASS

acceleration/deceleration power supply in fixed
voltage mode

2010 SMS-MASS experienced a small degradation in the
acceleration/deceleration power supply

May 19, 2014 3DP-PESA Low suffered an anomaly that affected only the

telemetry HK® data

October 27, 2014 CAP1 anomaly at ~21:59:38 GMT

November 7, 2014 CAP2 set to primary while recovery starts on CAP1

November 26, 2014 SWE full reset due to CAP1 anomaly

January 30, 2015 CAP1 fully recovered

April 11, 2016 DTR1 TUA began experiencing read/write errors (~1% bit
errors)

May 6, 2016 DTR1 TUB FOT sets as primary recorder

& two GGS telemetry modules, GTM1 and GTM2 b high voltage power supply
¢ two command and attitude processors, CAP1 and CAP2 4 two digital tape recorders, DTR1 and DTR2, each with
independent tape units, TUA and TUB € house keeping

The instrument capabilities and current status are shown in Table 4 (see the Glossary and
Acronyms Appendices for definitions). Below we discuss the instrument anomalies in more detail.

The EPACT APE-A/APE-B/IT high voltage power supply (HVPS) suffered a loss of gain in
October 1995. The EPACT-APE detector only returns two energy channels of ~5 and ~20 MeV
protons during enhanced periods. The EPACT-LEMT and -STEP telescopes continue to operate
normally, providing crucial and unique observations of solar energetic particles up to 10 MeV in
energy. The SMS-SWICS solar wind composition sensor had to be turned off in May 2000. The
SMS DPU experienced a latch-up reset on 26 June 2009 causing the MASS acceleration/deceleration
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Table 4: Operational Instruments on Wind

Name Type Cadence Range Status & Notes
MFI Nominal
3 B,;* |~11-22sps®| +4 — £65,536 nT £0.001 — £16 nT
WAVES Nominal
TDS Fast | 2 JE; |1.8-120 ksps| ~0.1-300 mV/m ~80 1V rms
TDS Slow |1 or 3 §E; | 0.1-7.5 ksps | ~0.5-300 mV /m ~300 pV rms
lor3dB,|0.1-75 ksps | ~0.25 - >30 nT ~107% nT? Hz~! @ 100 Hz
TNR 10E, ~1 min ~4-256 kHz ~7 nV Hz~1/2
RAD1 2 0F; ~1 min ~20-1040 kHz ~T7 nV Hz~1/2
RAD?2 2 0F; ~1 min ~1.1-14 MHz ~7 nV Hz~1/2
3DP Nominal
EESA e~ ~3-22s ~0.003-30 keV ~20% AE/E°, ~5.6-22.5°
PESA |H*, He** | ~3-75s ~0.003-30 keV ~20% AE/E, ~5.6-22.5°
SST Foil e ~12's ~25-400 keV ~30% AE/E, 222.5°
SST Open H* ~12 s ~25-6000 keV ~30% AE/E, 222.5°
SWE VEIS Off,
Strahl Reconf.
FCs Ht, He?*t ~92 s ~0.15-8 keV ~6.5% AE/E
Strahl e~ ~12's ~0.005-5 keV ~3% AE/E
~3° x 30°
SMS SWICS Off,
MASS Reduced
STICS H - Fe 23 min ~8-226 keV /e ~5% AE/E, ~4° x 150°
1-60 amu/e ~12% AM/M4
EPACT IT off,
APE Reduced
LEMT He — Fe | 25-60 min ~2-12 MeV /n 220% AE/E
~2-90 Z >2% AQ/Q°
STEP H - Fe 210 min | ~0.02-2.56 MeV/n 230% AE/E
~17° x 44°
Nominal
KONUS | photons 22 ms ~0.02-15 MeV >5% AE/E
23s ~0.02-1.5 MeV Background Mode
Off (out of coolant)
TGRS | photons 262 us ~0.025-8.2 MeV ~3 keV @ 1 MeV
eff. ~43% @ 511 keV

@ three magnetic field vector components b samples per second € normalized energy resolution
d hormalized mass resolution © normalized charge resolution
power supply to stay in a fixed voltage mode, rather than stepping through a set of voltages. The
moderate risk of power cycling of the SMS DPU required to fix this issue was declined to protect the
unique and fully functional SMS-STICS sensor. In 2010, MASS experienced a small degradation
in the acceleration/deceleration power supply further reducing the instrument efficiency. However,
the SMS-MASS sensor still returns science quality data.

The VEIS thermal electron detectors on the SWE instrument suffered high voltage power sup-
ply problems in June 2001. In August 2002 the SWE Strahl sensor was reconfigured to recover

most of the original functions. Moreover, the 3DP instrument also covers the impacted electron
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measurements making these observations still redundant and hence robust. The entire SWE in-
strument suite required a full reset due to the CAP anomaly (see Section 1.1 for details), which
resulted in a complete loss of data from late Oct. 27, 2014 to Nov. 26, 2014, and partial loss until
Dec. 1, 2014 when the instrument was returned to nominal operations.

On May 2014 the 3DP instrument (specifically PESA Low) suffered an anomaly that only
affected the telemetry house keeping (HK) data. A quick investigation showed that while the
telemetry information (e.g., micro-channel plate grid voltage) showed unreliable instrument oper-
ations information, the science data remained unaffected (i.e., no noticeable change in flux was
observed during and after event). All the other detectors within the 3DP instrument suite continue
to operate nominally. Thus, the anomaly resulted in no loss of scientific data.
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1.3 Science Team

The Wind instrument/science team is a small but dedicated group of scientists. Due to the
longevity of the mission, a number of the original instrument PIs have retired or passed away. The
SWE instrument suite is currently headed by Bennett A. Maruca (University of Delaware)
with Michael L. Stevens (Harvard Smithsonian) leading the SWE Faraday Cup team. Stuart D.
Bale (University of California, Berkeley SSL) is the PI of 3DP. Andriy Koval (University
of Maryland, Baltimore County/Code 672) took over as PI of the MFI instrument replacing
Adam Szabo (GSFC), who moved on to other missions. Susan T. Lepri (University of Michi-
gan, Ann Arbor) is the PI for SMS. Keith Goetz (University of Minnesota, Twin Cities)
is the American PI for WAVES while the French PI is Karine Issautier (Observatoire de
Paris-Meudon)?. Both the original and previous acting EPACT PIs, Tycho von Rosenvinge and
Allen Tylka, respectively, retired so Ian G. Richardson (University of Maryland, College
Park/Code 672) took over as the EPACT PI in late 2019. Finally, unfortunately Rafail Aptekar
passed away in late December 2020 so Dmitry Frederiks (Ioffe Institute, Laboratory for Ex-
perimental Astrophysics, St. Petersburg, Russia) has taken over as the KONUS PI. Lynn
B. Wilson IIT has been Project Scientist for Wind since June 2016. A summary of the instrument
leads can be found in Table 5.

Table 5: The status of the Wind instruments

Instrument | Principal Investigator Institution Status
SWE B.A. Maruca Electrons: GSFC, UNH| Strahl detector reconfigured
Tons: SAO Faraday Cup fully operational
3DP S.D. Bale UC Berkeley Fully operational
MFI A. Koval GSFC/UMBC Fully operational
SWICS turned off
SMS S. Lepri U. Michigan MASS reduced coverage
STICS fully operational
EPACT I. Richardson GSFC/UMCP IT turned off
APE — only 5 and 20 MeV
protons
LEMT and STEP operational
WAVES K. Goetz U Minnesota Fully operational
KONUS D. Frederiks Toffe Institute, Russia Fully operational
TGRS B. Teegarden GSFC Intentionally turned off
(ran out of coolant)

3The original PI was Jean Louis Bougeret of France, with a strong partnership between the French institutions
and the University of Minnesota and NASA Goddard Space Flight Center. The previous American PIs were Michael
Kaiser and Robert MacDowall (both at GSFC).
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1.4 Mission Team

The current Wind mission management team is as follows. Lynn B. Wilson III (GSFC, Code
672) is the Project Scientist. Patrick Koehn (NASA HQ) is the Program Scientist. Robert F.
Stone (GSFC, Code 584) is the Mission Director and Rich Burns (GSFC, Code 444) is the Program
Manager. The flight operations team (FOT) is headed by Jacqueline M. Snell (GSFC/KBRwyle,
Code 444) and the lead engineer is Eric S. Smith (GSFC/KBRwyle, Code 444).
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2 General Instrument Theory

This section will provide some theoretical background on the fundamentals of how various
instrument types work and on what principles the measurements are founded. We will refer back
to this section throughout for generic reference.

2.1 Microchannel Plate Theory

A microchannel plate (MCP) consists of a series of small (5 pm to 0.25 mm diameter) holes
(or channels) in a thin plate (typically 0.4-3.0 mm thick) made of a conducting material specially
fabricated to produce signals similar to a secondary electron analyzer (e.g., lead-glass is common)
le.g., Ladislas Wiza, 1979; Mackenzie, 1977]. MCPs are often used in pairs where a cross-sectional
cut through two connecting channels creates a v-shaped tube, called a chevron pair. This prevents
incident particles from directly impacting the detector (e.g., anode) behind the plates. When a
particle impacts the channel wall, if it has enough energy, it will produce a shower of electrons.
The number of electrons per incident particle impact is referred to as the gain of the detector [e.g.,
Fraser, 1983; Gershman et al., 2016; Kanaya and Kawakatsu, 1972; Ladislas Wiza, 1979; Meier and
Eberhardt, 1993; Paschmann and Daly, 1998; Rdsler and Brauer, 1988; Sternglass, 1957; Wiiest
et al., 2007].

There is a fraction of particles which either strike the pore voids (spaces between channels) or
those which do not generate an electron shower/avalanche which are undetected. These factors
influence the quantum efficiency of the detector. Before going into too much theory, we should
define a physical quantity of an MCP, which is called the open area ratio:

foun = (”f) (%) o

where d is the diameter of the channels and p is the pitch or center-to-center spacing of the channels.
A typical MCP* has a channel length-to-diameter ratio of 40:1 and foar ~ 60-70% [e.g., Fraser,
1983; Fraser et al., 1991, 1993; Mackenzie, 1977]. MCP lead glass has an effective atomic number
of ~11.24, effective atomic mass of ~22.47 amu, and number density of atoms of ~8.84 x 10%® m~3
le.g., Fraser, 2002].

2.1.1 Microchannel Plate Efficiency

If we let T'me, = the maximum emission coefficient, § (E) is the secondary emission yield func-
tion, and E.. is the energy at which efficiency reaches its maximum value [Bordoni, 1971; Goru-
ganthu and Wilson, 1984; Kanaya and Kawakatsu, 1972], then we have:

1 — —H8(E)/bmaz

1—eF

(2)

E =

where 6 (F) is given by:

3)

() = b | e

E l-a 1 _ e*Tmaz(E/Emaz)a
Emaac:|

where 0,4 is the maximum value of the secondary emission coefficient, k is an adjustable parameter

“Note that the Wind 3DP EESA Low detector [Lin et al., 1995] was manufactured by Mullard (later called
Photonis) had a channel length-to-diameter ratio of 80:1 and resistivities of ~400 MQ cm™2. As of late 2003, an
estimated ~8 C em ™2 of charge was extracted from the MCPs with an estimated total available of ~100 C' e¢m ™2
from the start [Wiiest, M., Evans, D. S., & von Steiger, R., 2007].
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that depends upon d.m... and a complicated probability. If we assume the distribution of secondary
electrons is Poissonian in nature, P (n,d) = % e, where § = 0 (F) the secondary emission
coefficient, then we can show that the extinction probability, X, of a chain process started by an

electron of energy FE is given by the smallest root of:

X = 67[17X]5(E1) (4)
Therefore, the probability that a process started by an electron with energy F, terminates is given

by:

X, =) Pnd(B,)] X" =e 1X0F) (5)

n=0

where we have used the known relationship:

i it (A?ﬁ—A) _ -l(1-et) (©)

n=0

We can simplify the right-hand side of this equation by using Equation 4 to get:

0o oo L 5n (Eo) e—(S(Eo)
— no_ n {—[1-X]é(E1)}
X, = nzop (n,6 (B,)] X" = nzge L o (7a)
— 6+5(Eo)[67[17X]6(E1>—1] (7b)
which we can see from Equation 4 shows that:
e M=XIEY) _ 1 = 1 - X] (8)
We can now show that:
X, = e [1-X16(Eo) (9a)
5(Eh)
— [e—[l—X]fs(Eo)} d(Er) (9b)
3(Eo)
_ [efqu]s(El)} 5(En) (9¢)
— x9(Eo)/é(En) (9d)

The next step is to determine the probability, X., that an incident electron with energy, E,
does not produce any pulses. This is given by:

X, =" Pnd(E)] X" =e0E . E) X (10)

n=0

Therefore, the efficiency, ¢, is given by:
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e=1-X, (11a)

L 0B | (B X (11b)

_ 1 o—O(B)1-X1] (11c)
k §(E)

= 1 — ei 5maz (11d)

where k& = mae [1 — X1 and 0,na. is the maximum value of the secondary emission coefficient.
We now define ¢, (E) as the relative efficiency value measured at fixed energy, F, and ¢ (E) is
the true efficiency then we can show that:

k 8(E)
[0 S5} (E) = E(E) =1-— 6_ Omaz (12)

Then the ratio between an experimental measurement relative to energy £ and the energy at which
the efficiency reaches a maximum, F,,.., is given by:

k 0(E)
e (E)  1—¢ onu
pu— 1
€1 (Emaz) 1— e_k ( 3)

One can solve Equation 13 to determine the value of k, which then allows one to calculate the value
of a for a detector.

As an example, the values for Equations 2 and 3 used by the Wind/3DP EESA Low detector®
are: Toas = 2.283, Epar = 325 €V, a = 1.35, dae = 1.0, and k = 2.2.

2.1.2 Microchannel Plate Deadtime

This section discusses the effect of deadtime — time period when the detector is unable to
measure incident particles due to the channel’s discharge recovery time, preamp cycle rates, etc.
[e.g., Kanaya and Kawakatsu, 1972; Meeks and Siegel, 2008; Schecker et al., 1992]. For instance, if
the count rates are high, then the channel cannot fully recharge causing smaller avalanches, thus
less gain which translates to lower counts. The dead time is also defined as the minimum amount
of time between two pulses necessary for the detector such that it records two distinct pulses. A
detailed discussion can be found in Section 3.1.3 of Wiiest, M., Evans, D. S., & von Steiger, R.
[2007].

Let us define the following:

7 = dead time

¢, = measured count rate

C,. = corrected count rate

N, = total number of counts

P (t) At = probability that a detector detects a particle between t and t + At
D, = delay time (assume > 7)

From these definitions, we find that:

Cr
c,= —
l—c. 7

(14)

and the probability is given by:

Pe.g., see routine mcp_efficiency.pro in Wilson IIT [2021]
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P(t)At=C, At e ! (15)

which has a desireable property that the expectation value of t" is given by the simple form:

m > m —C, t m!
0 r
One can see this implies that (t) = C,~!, so we can also infer that:
tm
) =m! (17)

If the instrument is working properly and measurements are taken at times ¢;, then discretely one
should have:

ZN t=1 4™
i=0 N,
(%)
i=0 N,
However, we know that there is statistical uncertainty due to finite IV, and an unknown 7. To

try and estimate 7, we can take our times ¢; and subtract off a delay time, D,, until the moments
match the expectation values derived from theory, thus we have:

=m! (18)

ZNt—l (ti—Dt)m

i=0 N, \
— m! (19)
Ni—1 (t;—D¢) 1™
S Gty

where one varies D, until Equation 19 actually equals m!.
The variance of the numerator in Equation 17 is given by:

om? = (7)) — (™) (20a)
Om ™ m! | 2m!

VN VN N\ (m)?

where Equation 20a is the standard deviation of the numerator in Equation 17. The uncertainty
of the denominator is given by:

(<t> + %)m ~ ()™ (1 + \/’%) (21)

The fractional uncertainties of the numerator and denominator cannot be added in quadrature
because the same t; appear in both expressions. We can, however, find a fractional uncertainty
for Equation 17 by subtracting the squares of the fractional uncertainties of the numerator and
denominator and taking the square root to give:

1 2 m! 2.1 99
Utm—ﬁ W—(m—i—) (22)

—1 (20D)
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2.2 Silicon Solid-State Detectors

A silicon (Si) solid-state detector (SSD) is comprised of ultra-pure silicon crystals. They can be
doped in multiple different ways but the basic response to an incident charged particle remains the
same. As a charged particle moves through the material, it can promote valence band electrons to
the conduction band energies, which allows them to move freely in response to an external electric
field. Each promoted electron has a corresponding hole, which behaves like a free positive charge
and also moves in response to external electric fields [the above and much of the following are from
Section 2.2.5.2 of Wiiest, M., Evans, D. S., & von Steiger, R., 2007].

In a SSD, the Si crystals will each have electrodes on opposite sides of the thin wafer to operate
as a reverse biased diode (i.e., current is allowed to flow in only one direction). The electrons
move to one side while the holes move to the other, resulting in a net current (or net collection of
charge on the electrodes). The total charge collected per wafer is proportional to the energy lost
by the incident particle to the Si crystal. Roughly 3.6 eV of energy is required to generate a single
electron-hole pair in pure Si.

The incident particle generates a tube-like path that behaves like a high-density (~10'°-10'7
cm™?) plasma. The applied electric field is used to prevent the plasma constituents, called carriers
(i.e., the electrons and holes), from recombining and neutralizing. The lifetime of the carriers is
limited by recombination and trapping due to impurities or defects in the Si crystal. The typical
carrier lifetimes are on the order of ~10 us while the carrier collection times for a Si detector
electrode can be as low as ~10-100 ns. That is, the experimentalist wants the carrier collection
times to be shorter than the carrier loss time scales.

There are two additional sources of error/uncertainty in Si detectors. The first is due to the
effect of a so called “dead layer,” ~100 nm thick, on the surface of the Si crystal. It is called dead
because the incident particle we wish to measure will lose energy in this region but will not generate
charge carriers, i.e., no measureable signal. Therefore, proper calibration requires that one knows
the energy loss characteristics through this dead layer and through the electrodes. This issue is
much more significant for low than high energy particles, as will be explained in the next section.

The second issue is called the “mass defect” effect, which results because some of the energy
lost by an incident ion will not result in the generation of charge carriers. This effect increases with
increasing ion mass (i.e., this does not affect incident electrons). Therefore, the mass defect must
be properly characterized during calibration to accurately determine the incident particle’s energy.

SSDs usually pass the current, from the electron-collecting anode, to a charge sensitive preamp
which converts the signal into a voltage tail pulse (i.e., fast /abrupt increase followed by slow decay).
This voltage pulse is then sent to a linear amplifier which shapes the pulse while amplifying the
signal to generate the short duration, peaked pulse that has an amplitude proportional to the
collected charge (i.e., pulse height distribution or PHD). Properly designed SSDs will use amplifier
discriminator electronics to reduce (avoid is possible) analyzer paralysis due to a high energy heavy
ion or large fluxes of lower energy particles. The instrument can become paralyzed by these scenarios
due to either the large charge generated or pulse pile-up.

SSDs have several strengths over some other particle detectors including compact size, energy
resolution, fast time resolution, and tailorable crystal thickness to match measurement require-
ments. However, they also have several weaknesses including limited thickness of pure Si crystals®,
susceptibility to damage by incident particles (i.e., material fatigue from ionizing radiation), and a

SWithout special techniques like lithium-drifted Si, or Si(Li), most pure Si crystals are limited to <1 mm in
thickness. In contrast, a Si(Li) crystal can be upwards of ~1000 mm thick. The disadvantage of Si(Li) crystals is
that they have coarser energy resolution (~30 keV) unless cooled to cryogenic temperatures. This is usually required
for photon detecting instruments (down to ~200 eV resolution) but not so for high energy particle instruments.
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relatively high energy threshold (typically ~20 keV) for particle detection. For additional details
on SSDs, see Kleinknecht [1998], Knoll [2000], and/or Lutz [1999].

2.2.1 Bethe-Bloch Theory

For the purposes of this section alone, we define the following parameters (not already defined
in Appendix 17.7) to discuss the theory of energy loss by charged particles propagating through
a solid medium, known as Bethe-Bloch [Janni, 1982a,b; Paul, 1971; Skyrme, 1967; Wiiest, M.,
Evans, D. S., & von Steiger, R., 2007].

B = 7 = normalized speed of incident particle

z = charge state of incident particle (e.g., alpha-particle would be +2)

M ; = rest mass of incident particle [e.g., kg]

Z = atomic number of stopping medium (e.g., Si would be 14)

E = kinetic energy of incident particle [e.g., eV]

A = atomic weight of stopping medium (e.g., Si would be 28.085 amu)

I~k Z(1—ky Z7%3) (where ki ~ 10.3 eV[0.793]) = adjusted ionization potential or mean

excitation potential of atoms in stopping medium, e.g., pure Si has been estimated to have I ~

174.5 eV £ 6.49% [e.g., see Janni, 1982a,b, for more details]

e p = mass density of stopping medium [e.g., g cm ™3] (e.g., pure Si would have ~2.329 g cm™
~2329 kg m™3)

o N, = % = number density of electrons in stopping medium [e.g., cm ™3] (e.g., pure Si would
have ~4.99397 x 10?2 cm=3)

e W = maximum kinetic energy that can be transferred to an at rest, unbound electron [e.g.,
eV], defined in Equation 24 [e.g., see Janni, 1982a,b, for more details]

e ) = correction term for density effect due to polarization of the stopping medium, i.e., density
correction that arises because stopping atoms are not free

e C = shell correction term that arises because inner shell electrons do not participate equally in

the stopping of incident particles

301‘

Then the theoretical approximation for the amount of energy lost by an incident particle is then
given by:

_d£ _2m N. 22 et n\2 Mec® B2 Wnae
dr = mec? 52 I?(1-p?)

where W ... is given by:

| — 242 —2% —5] (23)

—1
2 me ¢ 32 2 m. (me>2

Wmaz - ]- + + I 24

1—p? [ M, \/1-p52 \M, (24)

Note that for incident particle energies satisfying £ < ]\giTQSQ, the terms in [ |’s reduce to roughly

unity and so can be neglected. Note that for protons this would correspond to ~861 GeV, i.e.,

nearly three orders of magnitude beyond the upper energy bound of all space-based SSDs (of which
the author is aware).
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3 Instrument Descriptions

This section discusses some more specific details of the physical specifications and measurements
made by the Wind instruments.

3.1 MFI Instrument

The Wind SWE instrument consists of a dual, triaxial fluxgate magnetometer mounted on a
~12 m deployable boom [Lepping et al., 1995]. The outer sensor is mounted at the end of the
boom while the inner at ~2/3 of the length of the boom. The detector has eight dynamic ranges’
from +4 nT to +£65,536 nT using a 12-bit analog-to-digital-convert (ADC) corresponding to eight
digital resolutions® varying from +0.001 nT to £16 nT. The sensor noise level is nominally <0.006
nT rms over ~0-10 Hz. This results in a precision of ~0.025% and a sensitivity of ~0.008 nT/step
quantization. The instrument returns one 3-vector magnetic field ~10.9 times per second for most
of the mission®. The onboard sun sensor and star trackers allow the instrument team to correctly
calculate the spin phase of the spacecraft when in Earth’s (or the Moon’s) shadow throughout the
early phase of the mission (i.e., prior to ~May 2004). This is critical for properly calculating the
magnetic field in these regions. The instrument also suffers from several extra harmonics above
the expected spin tone harmonics due to power switching between the solar arrays and batteries
turning on and off during rotation'” [e.g., Koval and Szabo, 2013]. These are now removed through
several automated processes but the user is still warned to be careful with data near the Nyquist
frequency of the instrument.

"i.e., £4 nT, +£16 nT, +64 nT, £256 nT, +1024 nT, +4096 nT, +16,384 nT, and +65,536 nT

8i.e., £0.001 nT, +0.004 nT, +0.016 nT, +0.0625 nT, £0.25 nT, £1.0 nT, +4.0 nT, and +16 nT

9That is, after ~October 1997 the highest sample rate was ~10.9 sps whereas before ~November 1997 there were
periods with ~22 sps.

OThere is also an issue of a ballast mass (copper plate placed outside thermal blankets) being installed near the end
of the magnetometer boom shortly before launch that causes time-varying magnetic field signatures due to variation
in exposure to sunlight and its rotation through a magnetic field. This is why the instrument team relies primarily
upon the inner than outer magnetometer. Note that the MFI team did not find out about the addition until after
launch when examining pre-launch photographs.
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3.2 3DP Instrument

Physical Specs: The Wind 3DP instrument [Lin et al., 1995] is comprised of four electrostatic
analyzers (ESAs) and three arrays of double-ended semi-conductor solid state telescopes (SSTSs).
Below we describe the generic properties/parameters of each instrument type and then list the
specific specs of each detector. Details come from the original instrument paper by Lin et al.
[1995] and in-person (and/or email) discussions with Davin E. Larson, James (Jim) McFadden,
and Robert (Bob) Lin.

The ESAs are spherical top-hat analyzers on top of microchannel plates (MCPs) that sit above
anodes which measure current pulses generated by electron showers emitted from the MCPs. The
ESAs are split into low (L) and high (H) energy ranges'! and into electron (E) and ion (P) detectors.
They are thus named EESA Low, EESA High, PESA Low, and PESA High. The two EESAs are
mounted on a ~0.5 m boomlet alone while the two PESAs and SSTs are on an opposing ~0.5 m
boomlet. The top-hat hemispheres are lined with gold black coating to reduce scattered light /glint
within the detector. A grid at the analyzer exit prevents leakage fields from the MCP from entering
the analyzer section (i.e., top-hat part). Both EESA High and PESA High have 24 discrete anodes
while EESA Low and PESA Low only carry 16. The orientation of the detectors is such that
the anodes define the poloidal (with respect to the spin axis of the spacecraft) angular resolution.
They are arranged such that there are eight anodes with ~5.625° resolution for the anodes within
+22.5° of the spin plane'?, four anodes (two on each side of the eight) with ~11.25° resolution
between ~22.5° and ~45° of the spin plane, and the remaining anodes all have ~22.5° resolution.
Although each ESA has at least 16 discrete anodes, they are often averaged onboard down to an
eight anode equivalent. The charge pulses produced by the electron showers emitted from the
MCPs hit an anode and are sent to a pre-amplifier-discriminator (specifically a AMPTEK A111)
and then accumulated into a 24-bit counter (specifically a 8C24) mounted on the amplifier board.
The MCPs are mounted in a chevron pair configuration and designed to produce a gain of ~ 2 x 10°
with a narrow pulse height distribution. Each of the two MCPs are ~1 mm thick with a bias angle
of ~8°. The analyzers are swept logarithmically in energy and the counters are sampled 1024 times
per spacecraft spin (~3 ms sample period) Below we discuss each detector individually.

The SSTs consist of either a pair or triplet of closely-sandwiched silicon detectors. One SST
end is covered by a thin lexan foil (SST Foil), to stop protons up to ~400 keV, with 1500 A of
aluminum evaporated on each side to eliminate sunlight. The oposite end is not covered but open
(SST Open) and is lined by a common broom magnet to sweep away electrons below ~400 keV.
The center detector of the triplet has an area of ~1.5 cm? and is ~0.5 mm thick (SST Thick),
while all other silicon wafers are ~1.5 cm? by ~0.3 mm thick. Each double-ended telescope has
two 36° x 20° fields-of-view (FOVs) at FWHM, thus each detector type acts like six telescopes (i.e.,
one SST Foil telescope has two sets of silicon wafer detectors). Therefore, five of the telescopes for
each type can cover a 180° x 20° slice of the sky. The rotation of the spacecraft gives a complete
47 steradian coverage. Both ends of telescope 2 are covered with a drilled tantalum cover that
acts as an attenuator for the most intense particle events (i.e., reduces the geometric factor by 10).
The collimators on the SST Open sides prevent sunlight from directly hitting the silicon wafers on
all six Open telescopes except 5. The inside of the collimators are blackened to reduce scattered
light. The electronics were designed to recover quickly (within ~130 ms) from the current pulse
generated during exposure to the Sun, i.e., only 30° of rotation are lost for Open telescope 5. The
ion-implanted silicon wafers were designed to have exceptionally low leakage currents of <10 nA at

"High and low also refer to the sensitivity of the instrument as the fluxes at low energies vastly exceed those at
higher energy ranges.
12Note that the spin plane of Wind is always aligned to within <1° of the ecliptic plane.

19 of 441



Wind CMAD Instrument Descriptions

room temperature.

e EESA Low (EL): Measures electrons from ~3 eV to ~1 keV though after 2000 most times
span ~5 eV to ~1.1 keV. The detector has a 180° x 14° FOV and 16 discrete anodes, i.e.,
the angular acceptance angle is +£7° (7.5° FWHM). The top-hat has an inner hemispherical
radius of ~3.75 cm (R) with a separation of ~0.28 cm (AR) and a top-cap separation of ~0.56
cm. This gives an entrance opening half angle of ~19°. The energy resolution is AE/E ~
20% FWHM. The electrons exiting the top-hat ESA are post-accelerated by at least a +500 V
potential (commandable and changed over mission lifetime as MCPs slowly degrade) to increase
the detection efficiency to ~70%. A single attenuator grid results in a total geometric factor
of 1.26 x 1072 E cm?-sr (where E is energy in eV). All particle distribution returned by this
instrument using the software'? written by Wilson III [2021] have 15 energy bins and 88 solid
angle bins, whether in burst or survey mode. The total integration time for this instrument is
always one spin period (~3 s) but the time betwen distributions (i.e., between the center time
of each) can vary between spin resolution in burst mode to ~24-78 s in survey mode. EL does
not have an anti-coincidence detector. The nominal dynamic range is ~102-10° eV cm™2 sr—!
sTlevTl,

e EESA High (EH): Nominally measures electrons from ~100 eV to ~30 keV but most dis-
tributions have energies varying from a minimum of ~137 eV to a maximum of ~28 keV. The
detector has a 360° x 90° FOV and 24 discrete anodes, i.e., the angular acceptance angle is £45°.
Although EH has the same AR/R and opening angle as EL, electrostatic deflectors increase the
FOV from +7° to £45°. Leakage fields from these deflectors are minimized by a pair of grids at
the outer analyzer collimator. The top-hat has an inner hemispherical radius of ~8.0 cm with
a separation of ~0.6 cm and a top-cap separation of ~1.2 cm. This gives an entrance opening
half angle of ~19° like that of EL. The energy resolution is AE/E ~ 20% FWHM. The MCPs
are surrounded by an L-shaped plastic anti-coincidence scintillator, thus allowing the detector
to reject MCP pulses coincident with light pulses. The optical geometric factor of the analyzer
is ~0.20 E cm?-sr. Combining this with an MCP efficiency of ~70% and a grid transmission
(3 separate grids) of ~73% results in a total geometric factor of ~0.1 E cm?-sr. All particle
distribution returned by this instrument using the software written by Wilson III [2021] have 15
energy bins and 88 solid angle bins, whether in burst or survey mode. The total integration time
for this instrument depends upon whether its in survey or burst mode, varying between ~3 s in
burst mode to several minutes in survey mode. Unlike EL, the time between EH center times is
often the same as the total integration times. The nominal dynamic range is ~10°-10% eV cm™2
st s7t eVl

e PESA Low (PL): Nominally measures ions from ~3 eV to ~30 keV but most times span either
~100 eV to ~10 keV or ~700 eV to ~6 keV. PL is nearly identical to EL and only differences will
be listed here. After existing the top-hat analyzer, ions are post-accelerated by an electrostatic
grid located ~1 mm above the MCP by voltages < -2500 V (commandable and changed over
mission lifetime as MCPs slowly degrade) to improve detection efficiency. Due to the intensity
of the cold, fast solar wind beam, the PL detector has a collimator/attenuator to reduce the
instrument response by a factor of 50. This collimator/attenuator has ~0.24 mm diameter holes
uniformly spaced in a ~1 mm X ~2.25 mm grid pattern. This results in a total geometric factor of
1.62 x 10~* E cm?-sr but an identical energy-angle response to that of PH. The total integration
time for this instrument depends upon whether its in survey or burst mode, varying between ~3
s in burst mode to several minutes in survey mode. All particle distribution returned by this

13reorganized and commented /documented versions of the original 3DP software libraries
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instrument using the software written by Wilson III [2021] have 14 energy bins and 25(64) solid
angle bins in survey(burst) mode. The nominal dynamic range is ~10*-10'! eV cm=2 sr—! 57!
eVl

e PESA High (PH): Nominally measures ions from ~3 eV to ~30 keV but typically covers
~500 eV to ~28 keV. PH has the same physical top-hat schematics as PL except that PH has a
360° FOV and 24 anodes instead of 16. PH also has a post-acceleration grid above (before) the
MCP to increase ion detection efficiency. Similar to EH, PH has an anti-coincidence scintillator
surrounding the MCPs for rejecting light pulses. The optical geometric factor of the analyzer is
0.04 E cm?-sr, combined with a MCP efficiency of 50% and a grid entrance post-transmission
of 75%, while the total geometric factor is ~0.015 E cm?-sr. The total integration time for this
instrument depends upon whether its in survey or burst mode, varying between ~3 s in burst
mode to several minutes in survey mode. All particle distribution returned by this instrument
using the software written by Wilson III [2021] have 15 energy bins and five possible solid
angle bin settings'®, commandable from ground, for both survey and burst mode. The nominal
dynamic range is ~10'-10° eV cm™2 st=! 571 eV L,

e SST Foil (SF): Nominally measures electrons from ~25-400 keV but often spans ~27-520 keV.
Each of the telescopes has a geometric factor of ~0.33 cm?-sr for a combined value of ~1.65
cm?-sr for the five telescope set. The total integration time for this instrument depends upon
whether its in survey or burst mode, varying between ~3 s in burst mode to ~12 s in survey
mode. All particle distribution returned by this instrument using the software written by Wilson
IIT [2021] have 7 energy bins and 48 solid angle bins in both survey and burst mode. The nominal
dynamic range is ~1071-10% eV cm™2 st~ 571 eV L.

e SST Open (SO): Nominally measures protons from ~20-6000 keV but often spans ~70-6700
keV. Like SF, each of the telescopes has a geometric factor of ~0.33 cm?-sr for a combined value
of ~1.65 cm?-sr for the five telescope set. The total integration time for this instrument depends
upon whether its in survey or burst mode, varying between ~3 s in burst mode to ~12 s in
survey mode. All particle distribution returned by this instrument using the software written
by Wilson IIT [2021] have 9 energy bins and 48 solid angle bins in both survey and burst mode.
The nominal dynamic range is ~1071-10% eV cm™2 sr=! s7! eV L

e SST Foil+Thick (FT): Nominally measures electrons from ~400 keV to >1 MeV. There are
two telescopes giving a 72° x 20° FOV and total geometric factor of ~0.36 cm?-sr (one, telescope
6, has a geometric factor of ~0.33 cm?-sr the other, telescope 2, ~0.03 cm?-sr). The total
integration time for this instrument depends upon whether its in survey or burst mode, varying
between ~3 s in burst mode to ~12 s in survey mode. All particle distribution returned by this
instrument using the software written by Wilson III [2021] have 7 energy bins and 16 solid angle
bins in both survey and burst mode. The nominal dynamic range is ~1072-10% eV cm™2 sr—!
sTlevh

e SST Open+Thick (OT): Nominally measures protons from ~6-11 MeV. OT has the same
FOV and geometric factor as FT as they are on opposite ends of the same telescope pair. The
total integration time for this instrument depends upon whether its in survey or burst mode,
varying between ~3 s in burst mode to ~12 s in survey mode. All particle distribution returned
by this instrument using the software written by Wilson III [2021] have 9 energy bins and 16
solid angle bins in both survey and burst mode. The nominal dynamic range is ~1072-10° eV
em 2 st s eVl

14§ e., distributions can have one of the following number of solid angle bins: 121, 97, 56, 65, or 88
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3.3 WAVES Instrument

Physical Specs: The Wind WAVES instrument is comprised of three orthogonal electric field
antenna and three orthogonal search coil magnetometers. The electric field antenna are dipole
antennas with two orthogonal wire antennas in the spin plane and one spin axis stacer antenna.
The spin plane wire antennas have a diameter of ~0.38 mm; are made of seven strands of BeCu
with a mass density of ~1.1 g/m; and are capped by a tip mass of ~10.5 g. The spin axis stacer
antennas have a diameter of ~28.4 mm; are made of polished silver-plated BeCu with a mass
density of ~85.0 g/m; and are capped by a tip mass of ~52.2 g. The spin plane antennas have
mechanical, tip-to-tip lengths of 100 m (x-antenna) and 15 m (y-antenna). The spin axis stacer
antennas have a mechanical, tip-to-tip length of 12 m (z-antenna) [Bougeret et al., 1995; Wilson
II1, 2010; Wilson III et al., 2010].

All conducting materials in a plasma will exhibit a sheath region due to the combination of
plasma thermal currents and photoelectron currents due to incident ionizing radiation, resulting in
non-zero spacecraft floating electric potential fields. These sheaths reduce the mechanical length
of electric field antennas to what is called an effective antenna length that is usually shorter than
the mechanical length. The initial effective antenna lengths are ~41.1 m, ~3.79 m, and ~2.17 m
for the x-, y-, and z-antenna, respectively. The electric field antennas on Wind operate as dipoles,
thus one of the monopoles is assigned a positive and the other a negative value. The +x-antenna
has broken twice since launch, once on August 3, 2000 around ~21:00 UTC and September 24,
2002 around ~23:00 UTC'. These breaks reduced the effective antenna length the x-antenna from
~41.1 m to ~27 m after the first break and ~25 m after the second break [e.g., see discussion in
Malaspina and Wilson III, 2016; Malaspina et al., 2014].

The search coils contain a 4 mil supermalloy laminated bar with a radius and length of ~4.7625
mm and ~393.7 mm, respectively. The initial permeability was p; ~ 60,000 at 100 Hz. The effective
permeability of the rod was found to be pu. ~ 1738. The search coils contain 5715 turns of #44
AWG wire per section for a total of 40,005 turns per bobbin. There is an additional 1000 turns
of #40 AWG wire in the eighth section of the bobbin for calibration [see Hospodarsky, 1992, for
detailed discussion and calibration].

Measurements: The Wind WAVES instrument measures electric and magnetic fields in two
ways: as a remote radio receiver for spectrograms and as an in situ instrument for time series vector
fields. The WAVES radio receiver is comprised of four receivers: Low Frequency FFT receiver or
FFT (~few to ~11 kHz), Thermal Noise Receiver or TNR (~4-256 kHz), radio receiver band 1 or
RAD1 (~20-1040 kHz), and radio receiver band 2 or RAD2 (~1.075-13.825 MHz). Unfortunately,
the FFT receiver, which covers ~few to ~10 kHz is dominated by noise and therefore rarely used
and not publicly available. The TNR, RAD1, and RAD2 receivers, however, are extremely well
calibrated and highly utilized. The radio data are measured either with as a multi-channel, band-
limited Fourier spectrum (TNR) or swept frequency response (RAD1 and RAD2). For details about
the TNR bands, see Table 6.

The WAVES instrument contains two more receivers that record high cadence electric and
magnetic fields in time series form. These are the time domain sampler (TDS) receivers. There
are two of them, one fast (TDSF) and one slow (TDSS). The TDSF data are always comprised
of two electric field components called channels. Channel 1 is always the x-antenna and Channel
2 can be commanded to be the y- or z-antenna. Nearly all TDSF waveform captures use the
x- and y-antennas. The TDSS receiver returns four vector fields of three magnetic(electric) and
one electric(magnetic) field components. Any combination of channels can be commanded to the

15The exact times of the break are not known due to the data products necessary to determine a break not having
100% coverage. These are the current best guesses.
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Table 6: Wind WAVES TNR Specs

Band | Range | Sampling Rate | Measurement Time

(kHz) (kHz) (ms)
A 4-16 64.1 320
B 8-32 126.5 160
C 16-64 255.7 80
D 32-128 528.5 40
E 64-256 1000.0 20

spacecraft provided there is three magnetic(electric) and one electric(magnetic) field components.
Both TDSS and TDSF have commandable sample rates from ~117 sps to 7500 sps for TDSS and
from ~1800 sps to 120,000 sps (see Table 7 for specific modes). All TDS waveform captures, called
TDS events for brevity, have 2048 time steps per field component. When in its highest sampling
rate, the TDSF data have little to no gain below ~120 Hz so the data are high pass filtered at
~150 Hz in the data documented by Wilson III [2023]. The search coils show a gain roll off ~3.3
Hz, thus are not DC-coupled [e.g., see Wilson III, 2010; Wilson III et al., 2010, 2012, 2013a, and
references therein for more details]. The instrument related sections of this paper are reproduced at
the Wind project webpage'. Some additional documentation exists also at the WAVES instrument
webpage!”. The content and format of the various WAVES data products are also described on the

instrument webpage.

Table 7: Wind WAVES TDS Specs

Speed | Fast Sampler | Slow Sampler

(sps) (sps)

A 120,000

B 30,000

C 7,500 7,500

D 1,875 1,875

E 468

F 117

https://wind.nasa.gov

"https://spdf.gsfc.nasa.gov/pub/data/stereo/documents/websites /solar-radio/wind /index.html
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3.4 SWE Instrument

The Wind SWE instrument consists of three separate detectors: two Faraday cup (FC) sensors;
a vector electron and ion spectrometer (VEIS); and a strahl'® sensor (Strahl). Nominally, both the
FCs and the VEIS detectors can measure ions while the Strahl detector only electrons. However,
the high voltage power supply failed on VEIS on May 31, 2001 reducing the SWE capabilities to
the FCs for ions and Strahl detector for electrons. The discussion below will be taken from Ogilvie
et al. [1995], Kasper [2002], and Kasper et al. [2006]. The detectors’ specifications and nominal
ranges are shown in Table 8.

Table 8: SWE Detector Specs [altered from Table II in Ogilvie et al. [1995]]

Comments FCs VEIS Strahl
Energy/charge Range® [keV/e] ~0.15-8.0 | ~0.007-24.8 | ~0.005-5.0
Resolution at FWHM
A(E/Q)/(E/Q) [~6.5-13%| ~6% | ~3%
Total Instrument Geometry Factor
GF [cm? sr] ~110 ~(.00046 ~0.0007
FOVP N/A 7.5° x 6.5° |~ 3° x £30°

@ nominal and/or design values/measurements; b field-of-view:

VEIS: The Wind VEIS detector is comprised of two units each with three separate ESAs, i.e.,
six ESAs total. The instrument was nominally intended to measure ions and electrons over an
energy-per-charge range of ~0.005-24.8 keV /e with 16 logarithmically spaced energy bins and a
resolution of A (E/Q)/(E/Q) ~ 6%. Ions and electrons were measured sequentially by flipping
the sign of the electric potential in the ESAs. The particles were detected using channel electron
multipliers. The FOV for each ESA, 7.5° x 6.5°, is determined entirely by a collimator at the en-
trance to the ESA and the sensitive area of the detector. Thus, each analyzer has geometric factor
of ~0.00046 cm?-sr for a total geometric factor of ~0.00276 cm?-sr. The hemispherical plates have
radii of ~4.717 cm and ~5.443 cm. Near the entrance, the outer hemispherical plate of the ESA
has a mesh-covered hole to serve as a light trap. Between the exit of the ESA and the channeltron
there is a high-transparency mesh grid to prevent electric field leakage between the two sections.
These features help improve the accuracy of the solid angle knowledge and greatly reduce the re-
sponses resulting from photoelectrons produced inside the detector. Note, there two channeltrons
per analyzer, one for electrons and one for ions. The gains of each of the six analyzers must be
known to ~1%. This was achieved using UV photons to excite each detector to provide a stable
relative calibration for each.

FC: The Wind FCs are located on the top and bottom of the spacecraft bus, each pointed ~15°
away from the spin plane of the spacecraft, i.e., the FC normals are pointed ~15° above and below
the ecliptic plane. Each FC has nine grids, one acting as a square-wave modulator at 200 Hz, one
biased to -130 V located just above the collecting plates and seven more grounded grids located
on either side of the the modulator grid and the collecting plates (three above, four below). The
modulator acts as to define the energy-per-charge of the incident ions and to discriminate between
charged particles and the photoelectric currents generated by sunlight. The biased grid acts as the
suppressor, i.e., to prevent the loss of secondary electrons from the collector plates. The outermost

8German for beam, the strahl is the magnetic field-aligned, anti-sunward (usually) electron population typically
seen with E ~ few 10s of eV.
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grounded grids reduce the emission of time-varying electric fields near the front/aperture of the
sensor. The gounded grids between the modulator and suppressor grids reduce the capacitively-
coupled currents induced by the modulator electric fields. The collector plates are semi-circular in
shape (i.e., hemispheres) and are connected to preamps to measure the net current incident on the
plate. The currents are inverted to estimate a model reduced velocity distribution function for both
protons and alpha-particles. Each of the FCs have a total collecting area of ~34 c¢cm? for normal
incidence particles, a FOV of ~ 121° x 121°, an energy-per-charge range of ~0.15-8.0 keV /e over
64 logarithmically spaced energy bins and a resolution of A (E/Q) / (E/Q) ~ 6.5-13%, and a total
geometric factor of ~110 cm?-sr. When the detector is in a mode that uses a ~30 ms integration
time, the instrument can measure net currents in the range of ~ 3 x 1077 to ~ 3 x 1072 pA (i.e.,
~ 3 x 1077 pA is the thermal noise level for a ~30 ms integration time).

Strahl: The Wind Strahl detector is a truncated, toroidal electrostatic analyzer that bends
particles through ~131° before they hit a MCP stack with anodes behind. The instrument’s original
design had a FOV of ~ 3° x £30°. There are two channel plates, with six anodes per plate, each
covering ~5° of the sky (i.e., ~30° total per plate). The detector has an energy-per-charge range
of ~0.005-5.0 keV /e with a resolution of A (E/Q)/(E/Q) ~ 3% using 16 logarithmically spaced
energy bins. In its original configuration, the instrument would step the energy only once per
spin, thus requiring 16 spins to complete the energy sweep. The detector has a geometric factor of
~0.0007 cm?-sr per anode, i.e., total of ~0.0084 cm?-sr. The two toroidal plates have inner radii
of ~5.40 cm and ~14.4 cm while the outer radii are ~6.60 cm and ~15.6 cm.

After the failure of VEIS, Strahl was reconfigured to have 13 energy channels with eight az-
imuthal angle bins (each ~45° wide) and six poloidal/elevation bins (each ~9° apart) for a total of
624 measurements accumulated over three spacecraft rotations, i.e., ~9 seconds in duration. The
poloidal angles are defined by the anodes, the azimuthal by the spacecraft rotation, and the energy
by the toroidal plate potentials. Assuming the spacecraft spin axis is directed exactly along the
south ecliptic direction, then the mid-point look direction of the six poloidal angles relative to the
ecliptic plane are: -26.55°, -17.10°, -7.34°, +7.63°, +17.10°, and +26.53°. The 13 energies were'?
as follows: 19.34 eV, 38.68 eV, 58.03 eV, 77.37 eV, 96.71 eV, 116.1 eV, 193.4 eV, 290.1 eV, 425.5
eV, 580.3 eV, 773.7 eV, 1006 ¢V, and 1238 eV. These values correspond to electron speeds ranging
from ~2608 km/s to ~20,830 km/s.

'9The past tense is used here because these energy bin values may change over time (for various reasons related to
detector aging) and the documentation is specific to when the instrument was originally reconfigured.
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3.5 SMS Instrument

The Wind SMS instrument consists of three separate detectors: the Solar Wind Ion Composition
Spectrometer (SWICS), the high-resolution MASS spectrometer (MASS), and the Supra-Thermal
Ion Composition Spectrometer (STICS). The SWICS and STICS detectors can measure ions from
hydrogen (H) to iron (Fe) and MASS from helium (He) to neon (Ne). The SWICS and STICS
detectors can determine mass-per-charge (M/Q) from 1-30 and 1-60, respectively. As discussed
in Section 1.2, the SWICS detector was turned off in May 2000 so it’s no longer producing data.
The MASS detector has suffered a few incidents of degradation in its acceleration power supply,
thus the publicly available data from this detector are limited. The majority of the science quality
data produced by SMS comes from STICS, which is still actively producing new data and new data
products. The discussion below will be taken from Gloeckler et al. [1995], Gruesbeck [2013], and
Chotoo [1998]. The detectors’ specifications and nominal ranges are shown in Table 9.

SWICS: The Wind SWICS detector is a time-of-flight (TOF) mass spectrometer, capable of
measuring the mass (M), mass-per-charge (M/Q), and energy (E) of incident particles. Ions enter
the electrostatic deflection analyzer through a large-area, conical, multi-slit collimator then pass
through a TOF system. The entire assembly gives STICS an energy-per-charge, mass-per-charge,
and mass resolution of A(E/Q)/(E/Q) ~ 6% FWHM, A(M/Q)/(M/Q) ~ 4% FWHM, and
AM/M ~ 20% FWHM?", respectively. The SWICS detector covers the energy-per-charge range
of ~0.5-30 keV /e with a total geometric factor of ~0.0023 cm2-sr and a FOV of 4° x 45°.

The width of the collimator channels are designed such that they limit dispersion and flight
path differences in the TOF system to < 0.5%. The deflection system is conical in shape, has a
small angle, and is pie-shaped with ~45° deflection plates. These deflection plates are connected
to a variable power supply that cycles through 60 logarithmic energy steps, separated by ~7%, one
step per spacecraft spin (i.e., once every ~3 seconds). The deflection system uses a combination
of serration, black-coating, and light traps to eliminate stray or reflected light and UV radiation.
This deflection system defines the energy-per-charge resolution and is used for the mass versus
mass-per-charge analysis.

Tons are post-accelerated by up to ~30 kV after exiting the deflection system, before entering
the TOF system. The post-acceleration energy gain after the collimator is necessary for depositing
enough energy in the solid state detector (SSD), which typically have a ~25-35 kV threshold.
After this, the ions strike a thin (~2 pug cm™2) carbon foil?!, supported on an ~85% transmission
nickel grid, at the entrance to the TOF telescope. The ion will pass through and eject at least
one secondary electron that strikes the start MCP detector. Behind the MCP are two discrete
anodes to help provide elevation angle information. The ion propagates ~10.5 cm to a SSD?2, the
gold front surface of which acts as the electron source for the second, stop MCP. The electrons are
deflected toward the start and stop MCPs by a common ~1 kV power supply, which negligibly
affects the ions. The difference in flight path between the secondary electrons only introduces a
~0.5 ns FWHM timing uncertainty. Thus, the instrument measures or sets or knows the TOF time,
T, incident energy-per-charge, E/Q, residual energy, F..,, post-acceleration voltage, ¢., TOF path
length, d, energy-per-charge accounting for small loss at start foil, E’/Q, and the nuclear defect
[e.g., see Ipavich et al., 1978] in the SSDs, a.. From these one can calculate the the mass (M),
mass-per-charge (M/Q), charge state (Q), incident energy (E), and incident speed (V,.):

2OAM/M is species-dependent

2! Gruesbeck [2013] shows an example estimate of the energy loss due to the carbon foil for an oxygen atom, with
an initial kinetic energy of ~78.81 keV, to be ~4.42 keV for the STICS TOF system.

22The SSD is gold-silicon (Au-Si) wafer.
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where the units of V,. are km/s for E/M in units of keV/amu.

Table 9: SMS Detector Specs [altered from Table I in Gloeckler et al. [1995]]

Comments SWICS| MASS STICS

Ton Species? H-Fe He-Ni H-Fe

Mass/charge Range® [amu/e] 1-30 N/A 1-60
Energy/charge Range® [keV /e] ~0.5-30 | ~0.5-11.6° | ~8-226

Resolution at FWHM
A(E/Q)/(E/Q) ~6% ~5% ~5%
A(M/Q) ] (M/Q) ~a% | ON/A | ~15%
AM /M ~20%P ~1%P | ~12%C
Total Instrument Geometry Factor
GF [cm? st] ~0.0023 | N/A ~0.05
gf [em?] ~0.018 ~0.35 N/A
FOVH 4° x 45° | 4° x 40° [4.5° x 156°
Other Paramters

Dynamic Range® 1010 1010 5x 1010

Min eflux®® [em~2 sr! 571 (keV/e) ™! N/A 10-¢ N/A
Min ifluxt® [em™2 s7!] 102 102 N/A

b

@ nominal and/or design values/measurements; ° species-dependent; ©STICS only measures mass above ~30-100

keV, depending on species; d field-of-view; ©energy flux fintegrated number flux

The total residual kinetic energy, F..s, is measured by one of three low-noise, rectangular SSDs.
The center SSD is used for bulk/thermal solar wind ions when the instrument points at the sun (i.e.,
once per spin) and for suprathermal ions for all other pointing directions. The two side detectors
primarily measure suprathermal ions for all pointing directions. Together, the three SSDs have a
combined FOV of ~45° for one pointing direction. By sectoring the respective outputs, one can
determine anisotropy information above, below, and in the ecliptic plane.

MASS: The Wind MASS detector is a mass spectrometer capable of distinguishing the elemen-
tal and isotopic solar wind ion composition. Like SWICS, MASS employs an electrostatic deflection
system and a TOF mass analyzer system. However, the electrostatic deflection system for MASS
is spherical in shape and operates as a UV trap and energy-per-charge discriminator/filter. The
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entire assembly gives MASS an energy-per-charge and mass resolution® of A (E/Q) / (E/Q) ~ 5%
FWHM and AM/M ~ 1% FWHM, respectively. The MASS detector has an energy-per-charge
range?* of ~0.5-11.6 keV /e total integrated (over solid angle) geometric factor is ~0.35 cm?.

The ions enter the spherical hemispheres of the electrostatic deflection system, which has a mean
radius of ~107.75 mm with a separation of ~4.50 mm, deflecting the original particle trajectory by
~128°. The hemispheres have a voltage range from ~ -0.077 kV to ~ +1800 kV in 64 logarithmic
energy steps. After passing through the the electrostatic deflection system the ions impact a thin
carbon foil.

The ions retained their charge state through the electrostatic deflection system. At the start
of the TOF system is a 4 x 15 mm, grid-supported, ~2 pug cm~—2 thin carbon foil. Unlike the ions
passing through the foil in SWICS, these ions mostly reach a neutral or singly charged state, with
a smaller fraction of incident ions retaining final charge states, Q*, satisfying Q* > +2 or Q* <
-1. As the ion emerges from the foil, a few to a few tens of secondary electrons are ejected. These
electrons are accelerated to a start MCP that begins the TOF system timing. Only those ions that
have Q* > +1 are accelerated in the opposite direction to their original incidence toward a large
area (~10.0 x 1.5 cm) stop MCP (i.e., ion path through electrostatic deflection system to the stop
MCP has an S-shape).

The electric potential used to accelerate the particles in the TOF system is not a static, constant
potential, but depends upon spatial position, z, normal to the carbon foil and stop MCP surface.
That is, the ions enter the TOF system through the carbon foil at z = 0 (with a non-normal angle
of incidence) and are deflected through an arc (with z > 0) returning to the stop MCP also at z = 0.
The magnitude of the electric potential satisfies ¢ o< z2. This profile is achieved by putting the TOF
system between a positively charged, hyperbolically-shaped potential plate and a V-shaped, low

potential plate. In such a potential, the TOF duration, 7, depends only upon the mass-per-charge,

1/2
ie, T x g . Since 7 is accurately measured to fractions of a nanosecond and the magnitudes

of 7 tend to satisfy ~60-460 ns, the ion mass can be measured to a high degree of accuracy for Q*
= +1 ions.

The entire TOF system floats at an adjustable potential, ¢4,p, relative to the electrostatic
deflection system. This floating potential has 256 linearly-spaced values between ~ -6.0 kV and
~ +1.7 kV. The value of ¢4,p is adjusted once per spin, where negative values accelerate lower
energy ions to increase the fraction of Q* = 41 ions exiting the foil and postive values are used to
decelerate higher energy ions to contain them within the TOF system (i.e., so they don’t hit the
surface opposite the stop MCP).

STICS: The Wind STICS detector is a TOF mass spectrometer, capable of measuring the
mass (M), charge state (Z), and energy (E) of incident particles. The detector is composed of three
telescopes, oriented to view latitude sectors?® and rely on the spacecraft spin to map out nearly the
full 47 steradian sky. Ions enter through an aperture opening and immediately pass through an
ESA similar to the concept behind the 3DP top-hats but STICS has an angular acceptance angle of
~4.8°. The ESA serves as a UV trap and an energy-per-charge discriminator /filter. The azimuthal
sectors are divided into 16 equally sized bins, each spanning ~22.5°. The STICS detector covers
the energy-per-charge range of ~6.2-223.1 keV /e with a total geometric factor of ~0.05 cm?-sr and
a FOV of 4° x 156°.

23both energy and mass resolution are species-dependent

24 energy range is also species-dependent

25The sector angles, relative the spacecraft spin plane (i-e., 0° is in spacecraft spin plane), are as follows: Telescope
1 covers +79.5° — +26.5°, Telescope 2 covers +26.5° — —26.5°, and Telescope 3 covers —26.5° — —79.5°.
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The spherical hemispheres have a mean radius of ~107.75 mm with a separation of ~4.50
mm with a voltage range from ~0.263 kV to ~9.45 kV, deflecting the original particle trajectory
by ~125°. The hemisphere voltage difference is stepped through 30 times on a logarithmic scale
allowing the detector to discriminate the particle’s energy-per-charge over the range ~6.2-223.1
keV /e for a resolution of A (E/Q)/(E/Q) ~ 5% FWHM. The voltage is stepped once every two
spins, which corresponds to ~180 seconds for a full energy sweep. The STICS TOF assembly is very
similar to that of SWICS described above except there is no post-acceleration grid after the ESA
and the TOF path length is ~10 cm instead of ~10.5 cm. The lack of post-acceleration also implies
the lower energy ions will not register in the SSD. Once the ions hit the SSD, two events will occur:
(1) if the incident ion’s total energy exceeds the threshold energy of the SSD, i.e., ~30-35 keV,
then the ion’s energy can be measured; (2) the incident ion ejects another secondary electron from
the SSD which is measured by a second MCP to determine the stop signal. The duration between
start and stop times allows the instrument to calculate the particle speed since the telescope length
is well defined at 10 cm. The entire assembly gives STICS a mass-per-charge and mass®® resolution
of A(M/Q)/(M/Q) ~ 15% FWHM and AM /M ~ 12% FWHM, respectively. Additional details
of the instrument calibration, operation, and data products can be found in Gruesbeck [2013] and
Chotoo [1998].

The properties of each observed particle (i.e., mass, mass-per-charge, and energy) are calculated
onboard. This data is saved and sent to ground. The instrument also creates pulse height analyzed
(PHA) words for a subset of the observed particles. Each PHA word contains the measured TOF,
energy, and observation direction information. From this, the element, charge state, and velocity of
the particle can be determined. Using the combination of this information, one can construct the
phase space density distribution for each ionic species. The data products currently available (as of
August 15, 2024) are Ht and He?*, both separated into observations made in the magnetosphere
and those in the solar wind. Eventually, the following additional ion species data are to be released:
He™, Ct, C?*+, C°F, OT, O5F, and Fe!0t.

260nly measures mass for ions with E > 30-100 keV, depending on species.
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3.6 EPACT Instrument

The Wind EPACT instrument consists of three separate detectors: the Low Energy Matrix
Telescope (LEMT); the Electron Isotope Telescope (ELITE); and the Suprathermal Energetic Par-
ticle (STEP) telescope. The ELITE system contains three separate telescopes comprising two
Alpha-Proton-Electron (APE) telescopes (APE-A and APE-B) and one Isotope Telescope (IT).
The LEMT system is also composed of three telescopes, but all measure the same particles. The
STEP system contains two identical telescopes. All telescopes except STEP use the “dE/dx vs E”
method to identify particles relying on solid state detectors (SSDs). The STEP telescopes measure
time-of-flight (TOF) and energy using start and stop MCPs in combination with a SSD to mea-
sure the total energy (similar to the SMS STICS design discussed in Section 3.5). As discussed in
Section 1.2, the ELITE system had a major failure in its HVPS in 1995 resulting in only APE-B
returning one energy channel of protons between ~5 and ~20 MeV while IT and APE-A return
nothing. The discussion below will be taken from von Rosenvinge et al. [1995b], Chotoo [1998],
Filwett et al. [2017], and Filwett et al. [2019]. The detectors’ specifications and nominal ranges are
shown in Table 10.

Table 10: EPACT Detector Specs [altered from Table I in von Rosenvinge et al. [1995b]]

Comments LEMT | APE-A | APE-B IT STEP
Ton Species? H-U e, H-Fe | e, H-Fe | He-Fe He-Fe
Charge Range® [e] +2t0 90|-1 to +26|-1 to +26 | +2 to 26| +2 to 26
Energy Ranges
Electrons [MeV]?* N/A | ~02-20| ~1-10 N/A N/A
Hydrogen [MeV]? ~1.4-10 | ~4.6-25 | ~19-120 | N/A | ~0.1-2.5P
Helium [MeV /nucleon]? ~1.4-10 | ~4.6-25 | ~19-500 | ~3.4-55 | ~0.04-8.1
Iron [MeV /nucleon]? ~2.5-50 | ~15-98 | ~73-300 |~12-230|~0.020-1.2
Total Instrument Geometry Factor
GF [cm? sr] ~3x17 | ~1.2 | ~13 ~9.0 [ ~2x04

@ nominal and/or design values/measurements;

b extra data product

STEP: The Wind STEP detector is a time-of-flight (TOF) mass spectrometer, capable of mea-
suring the energy (E) and TOF duration of incident particles, which allows for the determination
of mass (M). Tons enter a collimated sun shade and are incident on two thin (each ~1000 A thick)
nickel foils. After emerging from the foils, ~4-30 secondary electrons are ejected and are then
deflected toward a start MCP by a ~1 kV potential. The TOF system is ~10.5 cm in length and
it typically takes ions ~2-100 ns to reach the SSD at the end of the TOF assembly. The nominal
FOV is 17° x 44° (poloidal by azimuthal angles) with a total geometric factor of ~0.4 cm?-sr per
telescope (two telescopes total). The two telescopes are pointed at ~64° and ~111° relative to the
spacecraft spin axis®’. The azimuthal scans of each telescope are divided into eight equal segments
of ~45°. STEP cannot distinguish the charge state of the ions but nominally measures charge
states from ~2-26 (though with careful effort hydrogen can be separated, as discussed below). The
detector’s energy range depends upon the species but can go well below 100 keV /nucleon for iron
to over 8 MeV /nucleon for helium. The instrument is sensitive enough to distinguish the following
ion populations: Ht, He?t, CNOX*, NeSXT, and FeX*. That is, STEP can determine if an in-
cident ion is in the carbon-nitrogen-oxygen group but cannot distinguish which of the three or its
charge state. This diversity of ion groups is only available for longer integration times (i.e., ~1 hr)

2"The spin axis is pointed toward the south ecliptic pole
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while the shorter integration times (i.e., ~10 minutes) only allow for H*, He?*, CNOX*, and FeX .

LEMT: The Wind LEMT detector consists of three telescopes, each with 16 apertures covered
by surface barrier detectors, SSDs, arrayed on a spherical dome. Each of these are ~18 £+ 0.34
pm thick and have surface areas of ~1.75 cm?. These top/outer detectors measure the dE/dx of
the particle, i.e., its loss of energy with respect to spatial displacement through a solid material,
the so called Bethe-Bloch effect?® [e.g., see Chapter 13 of Jackson, 1998, for basic theory]. Each
of the 16 surface SSDs have ~0.3 mil (~7.62 mm) kapton aluminum foil on inside surface and
indium-tin-oxide foil (same thickness) on outside surface. Inside each of the three spherical domes,
there is a residual energy, E, detector located directly behind (i.e., just under ~6 cm from furthest
dome inner surface) the spherical domes. This detectors, ion-implanted silicon (Si), are ~1000 pm
thick and have surface areas of ~36 cm?. They are subdivided into five ~13.3 mm wide strips on
each side (top and bottom), where strips are orthogonal on opposite sides. Each strip has its own,
independent preamplifier. Behind the residual energy detector lies a ~65 cm? x ~1000 pm thick,
ion-implanted Si, anti-coincidence detector. Each spherical dome has a total geometric factor of
~17 em?-sr for a total of ~51 cm?-sr for the entire LEMT system. The instrument can nominally
measure ions with charge states from ~2-90 and particle energies from ~1.4-50 MeV /nucleon. In
practical use, the instrument usually measures helium to lead over ~2-20 MeV /nucleon Reames
[2017]. Each spherical dome has a nominal FOV of 126° x 126° and the spin of the spacecraft allows
for full 47 sr coverage. LEMT does not determine charge state but it does determine the element.
The publicly available data includes hourly averaged omnidirectional spectra of He?t, CX+ OX+,
NeX*, Si*X+, and FeX+.

APE: The Wind APE detector consists of two telescope systems, APE-A and APE-B. APE-A
is a single-ended telescope with a nominal FOV of 50° x 50°. The opening is covered by two thin
foils to protect the detector from high count rates of lower energy particles and sunlight. The outer
foil is ~25 pm thick sheet of kapton. The inner foil is ~12 um thick sheet of aluminum. Below
these foils are two silicon detectors, Al and A2, and two lithium-drifted silicon detectors (LiDs),
A3 and A4. The Al and A2 detectors are silicon surface barriers that are each ~8 cm? x ~150
pm thick. The A3 and A4 detectors are circular LiDs that are each ~17 cm? x ~3000 pm thick.
The geometry is defined by there being a coincidence between the A1 and A2 detectors combined
with an anti-coincidence with the A4 detector. Much like LEMT, the detector uses the “dE/dx vs
E” method to identify particles and cannot deduce the charge state. The total geometric factor of
~1.2 cm?-sr and the instrument nominally measures electrons and ions from hydrogen to iron, i.e.,
charge states satisfying -1 < @ < +26. Nominally, APE-A could measure electrons from ~0.2—
2.0 MeV, protons from ~4.6-25 MeV, helium from ~4.6-25 MeV /nucleon, and iron from ~15-98
MeV /nucleon.

APE-B is a double-ended telescope with a nominal FOV of 54° x 42°. The larger (FOV-wise)
opening is covered by two thin foils both made of ~127 pm thick kapton. All of the LiDs in APE-B
are silicon-based. Below these are two LiDs, B1 and B2, and each are ~8 cm? x ~2000 pym thick.
Note that Bl is less than 1 cm from the foils but B2 is ~6-7 ¢m below B1l. Further, Bl and B2
are curved (mean radius of curvature ~7.0 cm) to minimize pathlength variations of penetrating
particles. Immediately below B2 are seven more LiDs. The first two, C1 and C2, are ~17 cm?
x ~3000 pgm thick. The remaining five, C3-C7, are ~36 cm? x ~3000 pm thick. Immediately
following C7 is another LiD labeled D and is ~17 cm? x ~3000 pum thick. Below D are two more
foils, from top(inner) to bottom(outer): ~1020 pm thick aluminum foil and a ~127 pgm thick kapton

#8The full corrections for real materials can be found in Skyrme [1967] and Paul [1971].
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foil. Nominally, APE-B could measure electrons from ~1-10 MeV, protons from ~19-120 MeV,
helium from ~19-500 MeV /nucleon, and iron from ~73-300 MeV /nucleon.

Particles entering on the Bl-side are referred to as forwards particles and those on the D-side as
backwards particles. Particles that pass through B1 and B2 but stop before C7 are called stopping
particles and the total geometric factor for these particles is ~1.3 cm?-sr. Particles stopping in
B2 are referred to as 2-D and those making it to C1-C6 are referred to as 3-D. Particles that
pass through Bl and B2 and D are called penetrating particles. The total geometric factor?” for
penetrating particles is ~1.95 x 1.08 cm?-sr.

IT: The Wind IT detector consists of a single-ended telescope with a nominal FOV of 77° x 77°
with a total geometric factor of ~9.0 cm?-sr and charge states satisfying +2 < @ < +26. Similar
to LEMT and the APE telescopes, IT uses the “dE/dx vs E” method to identify particles. The
opening is covered by two thin foils to protect the detector from high count rates of lower energy
particles and sunlight. The outer foil is a ~19 um thick sheet of kapton. The inner foil is ~12
pm thick sheet of aluminum. Below these foils is a tungsten ring ~380 pm thick with an inner
radius of ~5.61 cm. There are two tungsten rings, both immediately above a two-dimensional
position sensitive detector (PSD), PSD1 and PSD2. The tungsten rings are vertically*’ separated
by ~7.02 cm. They sit ~0.44 cm above each PSD. The PSDs are each ~36 cm? x ~150 pm thick
of ion-implanted silicon. Each PSD is segmented into 125 strips with a pitch of ~0.5 mm and an
inter-strip gap of ~35 um. Preamplifiers are connected to strips 1, 32, 63, 94, and 125 to create
four sections of 32 strips each on each PSD. If a particle is incident on a strip between 32 and 63,
then the two preamps connected to those two strips will both measure pulse heights but the charge
will be distributed between the two preamps proportional to the number of strips between impact
location and the preamp strips (i.e., the closer preamp will measure more charge). Below the PSD2,
there are three surface barrier (silicon) detectors, E1, E2, and E3. The separation between PSD2
and E1 and between E1 and E2 and E2 and E3 is ~0.51 cm. These detectors have the following
dimensions in order of E1, E2, and E3: ~26 cm? x ~110 pm thick, ~34 cm? x ~400 pum thick,
and ~70.3 cm? x ~1000 pm thick. Below E3 by ~0.35 cm is the first of four LiD detectors, E4,
E5a, E5b, and E63'. The first three LiDs have dimensions of ~57.3 cm? x ~4000 pm thick. The
last LiD, E6, has dimensions of ~66 cm? x ~3000 pm thick. There are a total of 26 preamplifiers
attached to the stack of detectors, 10 for each of the two PSDs and one for each of surface barrier
detectors (E1-E3) and one for each of the LiDs (E4-E6). Nominally, IT could measure helium from
~3.4-55 MeV /nucleon and iron from ~12-230 MeV /nucleon and the mass resolution was sufficient
to easily distinguish the isotopes of helium and even those of magnesium.

29This accounts for the ~5% view obstruction by the spacecraft bus on the backwards side of the telescope but
ignores the possible obstruction due to the magnetometer boom in its FOV due to the small mass per unit area
compared to the telescope detectors.

30Up is oriented here in such a way as to look along the telescope opening view direction, i.e., along the telescope
axis.

31E6 acts as an anti-coincidence detector
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3.7 KONUS Instrument

The Wind KONUS instrument consists of two identical sodium iodide (Nal) crystals activated
with thallium (T1), i.e., NaI(T1) crystals [Aptekar et al., 1995]. The KONUS instrument is controlled
by the Astrophysics division and is a Russian instrument, thus not part of the Heliophysics data
policies. The KONUS instrument does not receive any direct NASA funding through the project
scientist, thus this section will be limited to just the instrument description and brief description
of data products.

Each cylindrical NaI(Tl) crystal has a diameter of ~127 mm and length of ~76.2 mm. The
crystals are housed in an aluminum case and the entrance aperture is covered by a beryllium (Be)
window. The instrument has several measurement channels including two analog channels, Al
(~10-750 keV) and A2 (~0.2-10 MeV), four standard amplitude gamma ray channels, SG1 (~10-
50 keV) and SG2 (~50-200 keV) and SG3 (~200-750 keV) and SGZ (>10 MeV), and two enabled
signal channels for controlling the operation of the pulse height analyzers, ES1 (~10-750 keV) and
ES2 (~0.2-10 MeV). Nominally the burst mode can measure gamma rays covering ~0.2-15 MeV
at a cadence of 22 ms with AFE,/E, 2 5% while the background mode covers ~0.02-1.5 MeV at a
cadence of 23 s. The KONUS instrument was designed to measure GRBs and solar flares. Between
November 1994 and mid-2019, it has measured 22740 GRBs, 21040 solar flares, ~500 short GRBs,
and ~270 soft gamma repeaters (SGRs) [Frederiks et al., 2019).
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3.8 TGRS Instrument

The Wind TGRS instrument?? has been powered off since January 2000, thus this section will
be more brief than some other instrument descriptions. That is, this section will be a summary of
the instrument papers [Owens et al., 1991, 1995]. The instrument was designed to measure sources
such as GRBs, bright galactic transient sources, the galactic center, the Crab Nebula, and solar
flares.

The Wind TGRS instrument is a ~215 cm?® cylinder (~6.7 cm diameter, ~6.1 cm length)
high purity n-type germanium (Ge) crystal with a 170° FOV FWFM?3. The instrument measured
photons with energies satisfying 25 keV < E, < 8.217 MeV and an energy resolution of AF,
~ 3 keV at 1 MeV. The intrinsic time resolution is ~62 us but becomes £1.5 ms after ground
processing/calibration.

The instrument assembly is surrounded by a two-part radiative cooling system. A ~30 mil
(~0.762 mm) beryllium-copper (BeCu) alloy passive-Sun-shield was included around the outside
of the outer radiative cooler. Surrounding ~90° of this Sun shield is a ~13.5 mm thick molybde-
num/lead (Mo/Pb), ~1.5 mm of Mo and ~12 mm of Pb, shield that acts as an occulter for ecliptic
plane sources®*. The outer radiative stage aperture is covered by fine ~2 mil (~0.0508 mm) BeCu
wires to prevent stray fields due to spacecraft/instrument charging from interfering with onboard
electric field measurements (i.e., WAVES). The outer stage was designed to operate at ~164 K
(~ -109 °C). The inner radiator was designed to operate at ~85 K (~ -188 °C). Both radiators
are constructed from Be and magnesium (Mg) to minimize weight and x-ray attenuation. The
radiating surfaces of both the inner and outer stages, however, are constructed entirely of Be.

The instrument samples data in 8192 discrete energy channels (1 channel ~ 1 keV). To reduce
memory, the first 200 channels are read out as 500 count histograms. There is an event-by-event
burst mode for enhancements above channel 200. These are digitized and time-tagged to ~62.5 us
and stored directly in the onboard 2.75 Mbit burst memory buffer. The instrument also stores 128
sectored, 64 channel histograms (~2.8° of spacecraft rotation for ~3 s spin period). Finally, 1024
and 8192 channel histograms are accumulated over ~3 and ~24 minutes, respectively (accumulation
times are commandable from ground), to determine background.

32 An interesting note is that the surface finish of the WAVES z-antenna (spin axis) was specifically chosen to reduce
the amount of reflected sunlight hitting the TGRS cooling unit. The antenna seams/joints were also oriented to be
out of the TGRS FOV.

33Full Width Fiftieth Maximum ~ 2.38 FWHM

34The Mo acts to passively shield fluorescent photons produced in the lead layer.
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4 Thermal Electron Corrections

This section will discuss how to correct the thermal electron measurements for known artifacts
and/or spacecraft-related phenomena that are not part of the velocity distribution which is of
interest.

4.1 Total Electron Density

The Wind WAVES instrument [Bougeret et al., 1995] can consistently and accurately measure
the “upper hybrid line” (sometimes called the “plasma line”). The upper hybrid line is the most
unambiguous measure of the total electron density, n. (see Appendix 17.7 for symbol definitions),
in any plasma where the magnetic field magnitude, B,, can be well measured [e.g., Meyer- Vernet
and Perche, 1989]. The reason being is that the upper hybrid frequency, f.., is given by:

fun? = fo® + foo (26)

where f.. is the electron cyclotron frequency (~ 27.99249 B,[nT]) and f,. is the electron plasma
frequency (~ 8978.66281 nel/Q[cm*?’]). Thus, one can see that f,, only depends upon n. and B,,

given by:
27 €, Me £ e B, \?
e2 u 27 M.

where ¢, is the permitivity of free space, m. is the electron rest mass, and e is the fundamental
charge. If an instrument measures f,;, directly through the observation of the upper hybrid line
and a user combines that with measurements of B,, the user can invert to calculate n.. This is
the most accurate method for measuring the total electron density in a plasma. Nearly all space
environments accessible for in situ measurements will satisfy quasi-neutrality given by:

Ne = ZZJLS (28)

=n. (27)

where Z, and n, are the charge state and number density of ion species s (e.g., s = p for protons).
Therefore, both thermal electron and ion particle instruments can calibrate their measurements to
satisfy Equation 28.
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4.2 Spacecraft Potential Estimation

The Wind WAVES instrument does not continuously measure the quasi-static, DC-coupled
electric field so it cannot directly measure the spacecraft potential, ¢,., of the bus. However, there
are numerous ways to determine ¢,. from various measurements [e.g., see Pulupa et al., 2014; Wilson
III et al., 2019a, and references therein].

1D EESA Lo pectra

Ener .
Figure 3: An example electron velocity distribution function (VDF) observed by the Wind S8DP instrument
[Lin et al., 1995] that has not removed the photoelectrons. The data are shown in the spacecraft frame of
reference in units of phase space density [sT3 km™3 ecm ™3] versus kinetic energy [eV ] The thin rainbow
colored lines correspond to the 88 solid angle look directions of the VDF. The thick blue line (at ~7.42 eV)
is a rough estimate of the spacecraft potential, ¢.., while the thick red line shows a one-dimensional
Mazwellian model of the photoelectrons for energies below the thick blue line. The fit parameters of this
model are shown in the upper right-hand corner of the plot with the subscript ph for photo.

Figure 3 shows an example electron VDF measured by the Wind 3DP EESA Low instrument.
The data are shown as one-dimensional energy spectra in units of phase space density in the
spacecraft frame of reference. Each of the thin, rainbow colored lines represents a different solid
angle look direction. The thick blue line is indicates the discontinuity in phase space density at
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a given energy, which marks a rough cutoff between photoelectrons and ambient electrons [e.g.,
Lavraud and Larson, 2016], i.e., the spacecraft electric potential, ¢,.. The thick red line shows a
model fit to the photoelectron population.

There are two methods for removing photoelectrons from the data. The first is the easiest and
somewhat kludgy. The user simply “kills” the data at energies below ~130% of the vertical blue
line then shifts the energies by ¢.. (after converting to phase space density or flux etc.). The use of
130% instead of 100% can be seen from examining the thick red line. While photoelectrons should
not have more kinetic energy than e ¢,. if they started with zero during emission from a conductive
surface on the spacecraft, there is a thermal spread and ambient electric fields etc. that alter the
boundary slightly. The bigger effect is that the estimate of ¢s. from the discontinuity in phase
space density is not the true ¢,., as it would vary based upon the density and temperature of the
ambient electrons®.

The second method involves fitting the photoelectrons to some model function, like what is
shown by the thick red line in Figure 3, and subtracting that model from the data then “killing”
data below ¢,. then shifting the energies accordingly. This more sophisticated approach helps
remove photoelectrons at energies higher than the ¢,. estimated from the discontinuity and doesn’t
do so in a discontinuous manner (i.e., more realistic). If done properly, there should be fewer
photoelectrons remaining in the final VDF.

All of the above requires that the thermal electron detector measures a low enough energy to
capture the photoelectron peak. This does not always occur. For instance, early in the Wind mis-
sion, the lowest energy bin of the 3DP EESA Low instrument, F,.;., was set to ~11 eV and later36
dropped down to ~5 eV. During periods when FE,.;, > ¢s., one can approximate the spacecraft
potential using the measured ion density [e.g., see Wilson III et al., 2019a, and references therein)].
This provides an initial guess value for ¢... If the detector geometric factor and anode-specific
efficiencies are all well known, then one adjusts ¢,. until the integrated n. matches the calculated
n. from the upper hybrid line (see Section 4.1). If the detector geometric factor and anode-specific
efficiencies are not well known or well calibrated by time3”, then the derived ¢.. will be a proxy
for the true ¢,. and will nonlinearly include the anode-specific corrections within as a sort of fudge
factor. This later result is the most common thing occuring in research involving the Wind 3DP
EESA Low instrument.

A database of ¢s. values [ Wilson III et al., 2023a], determined from the EESA Low data similar
to that shown in Figure 3, can be found on Zenodo®®. The data spans from January 1, 2005 to
January 1, 2022.

35That is, in hotter plasma with similar densities, the ambient electron VDF profile would be broader and also
lower in phase space density magnitude. Therefore, the energy where the photoelectrons start to dominate would be
higher.

36around February 1999

3"The latter will change over time as the instrument ages.

38https://zenodo.org/records /8364797
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4.3 3DP Anode Corrections

After knowing/calculating n. following Section 4.1 and calculating ¢,. following Section 4.2,
one then needs to correct the efficiencies of each anode. These corrections are actually a way
that electrostatic analyzers (ESAs) with MCPs often use to adjust the geometric factor for unit
conversion and science analysis. That is, there is a total geometric factor determined from optical
ray tracing analysis done during design, build, and testing. If everything worked perfectly according
to theory with perfect sources, the calibration would be complete. However, the MCP material
degrades over time requiring higher and higher initial impact energy. This is mediated by an pre-
acceleration grid above the first MCP chevron pair that has a commandable electric potential. Even
S0, there are other issues within the instrument that lead to gain corrections for which one must
account. A further complication specifically with the AMPTEK A111 preamps used in the Wind
3DP instrument is that the electronic deadtime and PHD depend upon the PHD of the previous
pulse, i.e., it has some form of hysteresis (personal communication with J.P. McFaddon on July
18, 2011). That is, the A111 deadtime depends upon the amplitude of both the initial and trailing
charge pulse. Larger pulses require longer recovery times before a second pulse can be registered
[Wiiest, M., Evans, D. S., & von Steiger, R., 2007]. Therefore, the instrument must be calibrated
in space again.

Just to clarify jargon as many will have different definitions, we will refer to the efficiency
adjustments here though some would call this a modification of the geometric factor for each anode
or a deadtime correction or some combination of these plus other effects. We use efficiency for
brevity but know that changing this correction factor will alter the unit conversion process because
the practical implication is a modification of the geometric factor for each anode.

The general procedure is to first calculate n. following Section 4.1 and calculate ¢,. following
Section 4.2. Then to model the VDF according to assumed “known” parameters. The use of a
nonlinear, least-squares fit approach with free parameters is often employed [e.g., Markwardt, 2009;
Moré, 1978]. The free parameters depend on the model used, but at 1 AU, it is often assumed
that there is a two-component electron VDF because the fit is performed on the 1D VDFs like
those shown in Figure 3. So the free parameters are the core and suprathermal electron densities,
temperatures, drift speeds, and an exponent if the suprathermal part of the VDF is assumed to be a
kappa distribution [e.g., see Wilson III et al., 2019a, and references therein]. The fits are performed
iteratively while modifying the efficiencies for every solid angle bin until closure is reached. To help
reduce numerical instability [e.g., Liavas and Regalia, 1998] and increase the likelihood of a stable,
closed solution, the user often reduces the number of free parameters depending upon what they
can assume in any given region. Note that the adjusted efficiencies will alter the unit conversion
for every energy-angle bin during each iteration so the data starts in units of raw counts at the
start of each iteration.

The above method is somewhat circular but there are physical constraints that can be imposed
to improve the accuracy of the corrections. For instance, we know n. = ne. + nes, where n..
is the core(suprathermal) electron density. So those two free parameters are tied together. The
sum of the two model functions for these components are tied together by the data, i.e., fo. >
fec + fes. One can also use statistical trends to constrain the bounds on the suprathermal-to-core
temperature ratios [e.g., see Feldman et al., 1975; Skoug et al., 2000; Wilson III et al., 2019b, and
references therein| and density ratios [e.g., see Maksimovic et al., 2005; Stverdk et al., 2009; Wilson
IIT et al., 2019b, and references therein]. One can also use statistical trends to constrain the bounds
on the suprathermal and core temperatures [e.g., see Feldman et al., 1978; Maksimovic et al., 2005;
Skoug et al., 2000; Wilson III et al., 2019b, and references therein], densities [e.g., see Maksimovic
et al., 1997; Skoug et al., 2000; Stverdk et al., 2009; Wilson III et al., 2019b, and references therein),
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etc. Note that Section 4.4.5 in Wiiest, M., Evans, D. S., & von Steiger, R. [2007] describes this
process in more detail.

39 of 441



Wind CMAD Wind TGRS

5 Wind TGRS

The TGRS detector is fully described in the instrument paper [Owens et al., 1995] and will not
be discussed in detail as it has not generated data since pre-Jan. 2000.
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6 Wind KONUS

The KONUS detector is fully described in the instrument paper [Aptekar et al., 1995] and will
not be discussed in detail as it is a Russian instrument that is not funded by the Heliophysics

Science Division.
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7 Wind EPACT IT

The IT detector is fully described in the EPACT instrument paper [von Rosenvinge et al.,
1995a] and will not be discussed in detail as it has not generated data since pre-Oct. 1995.
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8 Wind EPACT STEP

The STEP detector is fully described in the EPACT instrument paper [von Rosenvinge et al.,
1995a] and further discussed by Filwett et al. [2017] and Filwett et al. [2019].

Species identification from STEP data is enabled from the measured TOF vs residual E tracks
determined during pre-flight calibration (e.g., see Figure 3.4-4 in instrument paper). Once an ion
falls onto a specific track, we know its mass in AMU, which can be used, along with the measured
TOF and energy losses, to calculate the incident energy. The proton track is not shown in Figure
3.4-4 in von Rosenvinge et al. [1995a] and was not calibrated pre-flight. Protons generate fewer
secondary electrons from the start foils, and so their measurement efficiency is significantly lower
than the heavier ions. So STEP is mostly for heavy ions but one can recover some proton data as
evidenced by the publicly available data products.

The SSD energy threshold sets the total measurable energy for each species. If there are no
energy losses through the foils and the SSD dead layer, then a threshold of ~100 keV, would ideally
allow us to measure protons just above ~100 keV, alphas just above ~25 keV /nucleon, and so on.
However, energy losses are proportionally larger at lower energies and for heavier ions, and so the
lowest total energy that can be measured also increases with species. Thus, a ~100 keV threshold
does not allow us to measure Fe from above ~2 keV /nucleon but from ~25 keV /nucleon which is
~1400 keV total energy. Note that the STEP mass resolution is not sufficient to separate carbon,
nitrogen, and oxygen, thus the CNO data products.

The STEP calibration software can be found in the Wind 1z decommutation softare Wilson II11
et al. [2021c] and is thus not further discussed.
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9 Wind EPACT LEMT

The LEMT detector is fully described in the EPACT instrument paper [von Rosenvinge et al.,

1995a] and further discussed by Reames [2017] (and references therein).
The LEMT calibration software can be found in the Wind lz decommutation softare Wilson 111

et al. [2021c] and is thus not further discussed.
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10 Wind SMS SWICS

The SWICS detector is fully described in the SMS instrument paper [Gloeckler et al., 1995] and
will not be discussed in detail as it has not generated data since pre-May 2000.
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11 Wind SMS MASS

The MASS detector is fully described in the SMS instrument paper [Gloeckler et al., 1995] and
by Hamilton et al. [1990]. More details can be found in parts of Ho [1998] found below.

11.1 Ho, (1998) Chapters 2 and 3

46 of 441



Wind CMAD Wind SMS MASS

CHAPTER 2: INSTRUMENTATION

2.1 The Solar Wind and Suprathermal Ion Composition

Experiment

The Solar Wind and Suprathermal Ion Composition (SMS) Experiment on
WIND consists of three separate sensors that measure ion species from H to Fe with
energies between 0.5 to 230 keV/e. A summary of the three sensors’ capabilities is
given in Table (2.1). The Solar Wind Ion Composition Spectrometer (SWICS) uses
an energy per charge analyzer with post-acceleration up to 30 keV/e. SWICS was
designed to measure the mass per charge and mass of ions from 0.5 to 30 keV/e.
Unfortunately, a power supply failed which prevents SWICS from meeting its full
designed capability. The Supra-Thermal Ion Composition Spectrometer (STICS)
measures the supra-thermal ion population with a relatively large geometrical factor.
It measures three-dimensional distribution functions for H to Fe from 30 to 230
keV/e in interplanetary space to make direct comparison with ion populations inside
the Earth magnetosphere.

The MASS instrument was added to be part of the SMS experiment in 1988
[Gloeckler et al., 1995]. MASS features a new solar wind composition
measurement technique and is the first of its kind being flown in space. It measures
the elemental and isotopic abundance of solar wind ions with high mass resolution.

A detailed description of the MASS sensor is given in the following two sections.
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Table 2.1. Capabilities of the three SMS instruments. (Table from Gloeckler e al.,

1985).
SWICS MASS STICS
sensor sensor sensor

Ion species H-Fe He-Ni H-Fe
Mass/charge range (amu/e) 1-30 - 1-60
Energy range (keV/e) 0.5-30 0.5-11.6"  8-226
Mean speed range (km s~ ")

HT 310-2400 - -

ote 190-1470 200900 -

Fet% 130-1010  200-500 -
Resolution (FWHM)

Energy, A(E/Q)/(E/Q) 0.06 0.05 0.05

Mass/charge, A(M/Q)/(M/Q) 0.04 - 0.15

Mass, AM /M 0.2" 0.01* 0.12"
Total instrument geometrical factor

cm® sr ©23x1077 - 0.05

cm’ © 1.8x107° 035 -
Ficld of View (FOV)

Pointing direction is 22.5° wrt 225 wr O°

perpendicular to spin axis STICS STICS

FOV is fan-shaped 4° by 45° 4° by 40°  4.5° by 156°
Dynamic range 10" 10" 5% 10"
Minimum flux

(cm” s st keV/e)™! - 10~°

(ecm® s)~! 10~* 16 -

" Species dependent.
P STICS measures the mass of ions only above about 30-100 keV (depending on species).
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2.2 MASS Principle of Operation

The SWICS instrument on Ulysses (launched in 1990) introduced a
technique for solar wind ion composition measurement using an electrostatic
analyzer to select the energy per charge (E/Q) of the ion that enters a time-of-flight
(TOF) region in which the mass per charge ratio (M/Q) can be measured. If the
energy of the ion exceeds the threshold of the solid state detector that is located at
the end of the TOF path, the energy (E) of that ion can be measured and hence the
mass (M) and charge (Q) of the ion can be separately determined [Gloeckler, 1990].

What makes MASS unique from SWICS and STICS is the design of its TOF
region. A specially designed electric field is set up in the TOF region of MASS by
placing the equipotential plates in the configuration shown in Figure (2.1). The
upper, hyperbolic surface in Figure (2.1) holds a positive potential, V,,, and the V-
shaped lower surface is held at an accelerate/decelerate voltage (more on this later).
This configuration provides an electric field that increases linearly with distance z
from the vertex. A positive ion that starts out at the vertex of the "vee" and travels
in this field region along the center line undergoes harmonic motion and will have a
TOF proportional to the square root of the M/Q" ratio, where Q" is the ion’s charge
state after passage through a thin carbon foil. The TOF value is totally independent
of the ion’s energy. Therefore, we can directly measure the ion’s mass, assuming
Q" = 1, with high resolution and with no energy dependence. The start TOF signal is
generated from secondary electrons emitted when an ion passes through the thin

(~2.2 i g/cm®) carbon foil located at one end of the vertex of the “vee”. The
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Figure 2.1. MASS TOF equipotential configuration. The hyperbolic top surface
has a positive voltage of V,; =5-30kV (23.2 kV in flight configuration) and the
lower V-shaped surface is held at an acceleration/deceleration potential Vg = 1.6 to
—2.0kV (1.7 to -3.0 in flight configuration). Ions that start out at the carbon foil

and travel along the center will hit the stop MCP and have TOF proportional to the

ions’ /M /Q" value.
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electrons are accelerated through the hyperbola and collect at the start mico-channel
plate. A stop signal is obtained when the ion terminates its trajectory directly onto
the stop micro-channel plate (MCP) surface, just below the vertex of the “vee”. The
measured TOFs range from 58.6 ns for protons to 432 ns for iron for V,, =23 kV.

The TOF resolution of the instrument is approximately 1 ns, so that high mass

resolution can be obtained. Hamilton et al. [1990] reported X”rln— of over 100 from

their MASS prototype model.

2.3 WIND/SMS/MASS

We show a schematic of the MASS instrument in Figure (2.2). A positive
ion enters MASS through the spherical segment deflection system that was built by
the University of Bern, Switzerland. The curved path of the ion though the analyzer
is out of the plane of the figure. The pointing direction of the aperture of the
deflection system relative to the spacecraft x-axis is shown in Figure (2.3). Only
ions that have a specified E/Q ratio will pass through the analyzer. The E/Q is
determined by the voltage (V,,,,) applied to the inner plate of the analyzer. The V,,,
potential is stepped once per spacecraft spin, completing a 60 step cycle,
logarithmically spaced from -0.076 kV to -1.467 kV, in three minutes. These steps
correspond to E/Q ratios of 0.52 to 9.89 keV/e with an energy passband of
approximately 4%.

After the selected ions pass through the deflection analyzer, they are

accelerated (decelerated) by a negative (positive) potential difference, V,,,, between
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Figure 2.2. A cross sectional view of the WIND/MASS instrument. At the left of
the figure is the spherical segment electrostatic analyzer built by the University of
Bern. The thick solid line is a typical ion trajectory. The dashed line labeled “e” is
the path of the secondary electrons as they accelerate towards the start micro-

channel plate.
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Figure 2.3. The pointing directions of the three SMS sensors on WIND [Gloeckler

etal., 1995].
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the analyzer and the harmonic TOF region (as shown in Figure 2.2). The purpose of
the V,,,, potential is twofold. The potential accelerates low energy ions to an energy
of ~35 keV in the TOF region to increase the yield of singly charged ions after
passage through the carbon foil. At low energies, the percentage of +1 ions
emerging from the foil increases as a function of the ion’s energy [Gonin et al.,
1991]. Second, the potential decelerates those ions that have energies too high to be

contained within the TOF region.

The exact V. voltage is determined by an on-board algorithm using data

dps
obtained two-science records (120 spacecraft spins, or 120 V,,, . steps) prior. MASS
determines the solar wind velocity through detecting at which V,,,, step the
maximum peak in the Front SEDA Rate (FSR, where SEDA stands for Secondary
Electron Detection Assembly) occurs. It is assumed this maximum results from
solar wind protons. The FSR rate counts pulses from the start MCP. The SMS Data
Processing Unit (DPU) then uses this information to determine the solar wind

velocity, and uses Equation (2.1) to set the V,,,, voltage for each of the 60 E/Q steps

in order to meet the two goals listed above as well as possible.

Vigps =2.054-0.0322-L (2.1)
where L, is the V,,,, level, and is given by
L =Ag+A Sy + A S+A, Ss+A,Sy-S+A S (2.2)

and A,=215.68;A,=7.8900; A, =-2.2700; A, =0.1620, A, = -0.1870,
A =-0.0602
V.., is the hyperbola voltage in kV, S is the current E/Q step number (0-59), and S,

is the E/Q step corresponding to the solar wind proton peak.
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The values of the V.

«aps TANEe from -6.0 kV (accelerating the positive ions)

to +1.7 kV (decelerating the ions). However, we limit the V,,,, range from -3.0 kV
to +1.7 kV in flight (L, from 11 to 160) to avoid possible high-voltage discharge.
The selected ions after passage through the potential V,,,, will enter the
harmonic TOF region at an 45° angle in the symmetry plane (as shown in Figure
2.1). After going through the V,,,; potential, they will pass through a thin
(~2.2 it g/cm®) carbon foil. The secondary electrons produced as a result of ions
passing through the carbon foil are accelerated upward toward the start MCP that is
placed above a hole in the hyperbola. The ions will continue their original path at
an 45° angle entering the MASS TOF section if there is no scattering in the carbon
foil. A TOF is measured when the ions travel through the harmonic field region and
hit the stop MCP placed just below the "vee". The hyperbola voltage and ion
energy determine the exact trajectory of the ions in the TOF region. If the energy of
the ion is too high, or if the ion exits the foil as a neutral, it will strike the hyperbola.
A hyperbola voltage of V,, = 23.2 kV has been used since launch. Assuming the
ion has not been scattered from the initial angle after passage through carbon foil,
the maximum energy an ion can have inside the TOF region is approximately 46
keV/e (for V,,, =23.2kV). If we take V,,,, into account, MASS can measure Fe'**
up to a maximum solar wind velocity of 478 km/s (see Table 2.1).

We mentioned in the previous section that the ion’s TOF is proportional to

the square root of the mass to charge ratio (M /Q"). The charge, O, is the charge

state of the ion after passage through the carbon foil. Gonin ez al. [1994] have

shown that at low energies (~keV/nuc), the most common charge states after the foil
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are 0 or +1 (see Figure 2.4). The TOF pulse height analyzer on MASS has 4096

channels covering the range 0-515 ns . The conversion of TOF channel to M/Q" is

given by
M =M/Q =(1.9781x107")-(TOF Channel)*-V, (2.3)
where the V,,, is in kV, and the units of the constant are 4% s B

In summary, MASS is one of three sensors of the WIND/SMS instrument
package. It features a new measurement technique enabling it to make high mass
resolution solar wind composition measurements. In the next chapter we will

discuss the analysis of MASS data.
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Figure 2.4. The charge state yields of helium after passage through a 1.1 pg/cm?
foil. The open circles are the experimental results from Biirgi ez al. [1993], and the

different dashed lines are theoretical calculations by Gonin ez al. [1994].

57 of 441



Wind CMAD Wind SMS MASS

CHAPTER 3: DATA ANALYSIS

3.1 Data Format

A common Data Processing Unit (DPU) is used for all three SMS sensors. It
handles all on-board data processing, command processing, telemetry formatting
and alarm monitoring. The on-board data processing involves executing fast
classification algorithms using look up tables stored in Random Access Memory
(RAM) and generating Basic Rates, Matrix Rates and Pulse Height Analyzed (PHA)
data. The DPU then stores all the science and housekeeping data and compresses
them into the available spacecraft telemetry. The telemetry can be divided into two
modes: science and maneuver. In science mode, telemetry can be further sub-
divided into fast telemetry (high bit rate) and slow telemetry (low bit rate).

The WIND spacecraft spins at three seconds per revolution with its spin axis
normal to the ecliptic plane. During each spacecraft spin, the electrostatic deflection
voltages (E/Q) on all three sensors are held constant, with a step occurring at spin
boundaries. The normal MASS deflection voltage sequence covers 60 steps.
Science data gathered from each spin form an Experiment Data Block (EDB). The
spacecraft allocates 800 (400) bytes per EDB during high (Iow) bit rate for the SMS
experiment. An EDB consists of three data blocks: the EDB header, the Core data
and the PHA words stored separately for the SWICS, STICS and MASS sensors.
Descriptions of each data block for MASS are given below.

a) EDB header
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The EDB header consists of 11 bytes of data at both high and low bit rates.
It contains essential housekeeping data from the three SMS sensors (e.g., spin
counter, discharge counter and instrument on/off indicator). Other housekeeping
data are stored in the Fixed Housekeeping (HK) data and Housekeeping Data Block
(HDB) in the telemetry not within the header. The housekeeping data are used to
monitor the health and state of the sensors.

b) MASS core data

The MASS core data consists of Basic Rates (BRs), Matrix Rates (MRs),
deflection voltage step and engineering rates.

Unlike SWICS and STICS, the MASS BRs classification algorithm involves
only the Time-of-Flight PHA and the hyperbola voltage (SWICS and STICS
classification algorithms use both TOF and Energy from the solid state detector).

The MASS BRs classification algorithm uses Equation (3.1) to classify BRs.

1%
M =17 .t (3.1
m Clz )

M mass in amu

T measured TOF in nanoseconds

m

%

hps

hyperbola voltage in kV
i 286.1

Hyperbola voltage is given by

Vv,

hps

=C,Ly
Ly hyperbola power supply level (0 to 255)

c, 0.1302
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Four BR “boxes” are used for MASS: the BROs and BR1s for both the sun
and nonsun sectors. The BROs have mass range from O to 11 amu, and BR1s mass
range covers from 11 amu to the maximum detectable mass on MASS (77 amu for
current hyperbola voltage setting). The BRs are used in determining the range for
PHA events (see Chapter 3.3). In addition, the instrument divides the spin plane
into 16 equally spaced sectors (see Figure (3.1)). Two sectors (9 and 10) are
classified as sun sectors (45°) and the other 14 sectors are nonsun sectors (315°).
The sun and nonsun “supersectors” each have a corresponding BRO and BR1. The
DPU classifies each particle into its appropriate BR box using Equation (3.1) and
the direction information. The boundaries of the BR boxes can be changed by
command.

Besides the coarse resolution BR boxes, there are ten MR boxes that
correspond to the counting rates of selected ion species. They are not sectored like
the BRs. Table (3.1) lists the mass ranges of the MR boxes that have been used
since launch. The MASS core data also include engineering rates: Front SEDA
Rate (FSR), Rear SEDA Rate (RSR) and Double Coincidence Rate (DCR). These
rates are used primarily for in-flight instrument diagnostics. However, the FSR can
be used for simple data analysis when detailed particle classification is not required.
Further discussion of how to use FSR for data analysis is given in Chapter 3.1.1.

¢) PHA words

The PHA words contain the most detailed information about a particle’s
time-of-flight and arrival direction. They are sectored and ranged just like the BR

boxes. Each MASS PHA word is 16 bits long and contains the particle’s TOF
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Dusk

Midnight

Noon

Dawn

Figure 3.1. The DPU divides the spin plane into 16 equal angular sectors. The sun
sector includes both sectors 9 and 10. The rest are classified as non-sun sector. We

show the relative positions of all 16 sectors in the spin plane of the spacecratft.
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Table 3.1. The ten MR boxes that are used by MASS.

MASS core data location Matrix rate Ton
Byte 15 MR 0 H
Byte 16 MR 1 *He
Byte 17 MR 2 “He
Byte 18 MR 3 C
Byte 19 MR 4 N
Byte 20 MR 5 @)
Byte 21 MR 6 Ne
Byte 22 MR 7 Mg
Byte 23 MR 8 Si
Byte 24 MR 9 Fe
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channel number, mass range and sector information (see Figure 3.2). PHA words
are first accumulated in memory before they are transmitted in telemetry by the
DPU. A maximum of 64 PHA words for each sector and range can be stored for
every spin. Hence for every spin, the DPU is able to collect 64x16x2 = 2048 PHA
words. However, because spacecraft telemetry is limited, only a small fraction of
these PHA words are transmitted.

The number of MASS PHA words to be transmitted depends on the
telemetry mode, the spin rate, and the number of PHA words currently allocated for
all SMS sensors. If all sensors have collected at least the nominal number of PHA
words, the DPU calculates the number of PHA words from each sensor to include in
the telemetry. If one sensor can not fill its nominal PHA area, then the remaining
space will be distributed to the other sensors.

Within the MASS PHA area, the DPU allocates telemetry space for each
sector and range. This allows the transmission of a significant fraction of rare
events (such as solar wind C, N, O, Fe) in range 1, while not completely excluding
the more abundant ion species (protons and heliums) in range 0. The detailed

MASS PHA distribution is given in Appendix D.

3.2 Science Data

In this dissertation we have used two kinds of science data from MASS: FSR
and PHA data. We will discuss in detail how we make use of each type of data in

the following sections.
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MSB
bits of the PHA word [15]14]13[12]11{10} 9
bits of the subgroup | 0| 0| 1 | O |11[10]9

subgroup S | R | Anode

81716151413 ]2]110
817161514 |3|12]1]0
Time of Flight |

Figure 3.2. Each MASS PHA word is 16 bits long. The low order 12 bits are the
TOF information. Bits 12 and 13 are the MCP anode information (not used because
a planned split start anode was replaced by a one-piece anode before launch). Bits

14 and 15 are the range and sector information, respectively.
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3.2.1 FSR Data

Tons that pass through the electrostatic analyzer and penetrate the 2 pg/cm?
carbon foil at the start of the TOF section will be counted in the FSR (Front
Secondary electron detection assembly Rate). These data are not sectored and are
equivalent to that from a standard hemispherical E/Q solar wind ion instrument.

An example of the daily time series FSR stack graph is given in Figure (3.3).
Time runs vertically from bottom to top, and the horizontal axis gives energy per
charge. Each spectrum corresponds to one instrument cycle (three minutes) that
covers 60 logarithmically E/Q steps from 0.5 to 10 keV/e. Ions will enter the
spherical segment analyzer at different steps according to their £/Q values. The
largest peaks at the left of the plot indicate the solar wind protons. The second
largest peaks to the right of the protons indicate solar wind alpha particles. All the
other peaks to the right of the alphas are heavier ions (Z>2) in the solar wind. These
kinds of E/Q spectra provide an overview of the MASS data set and are useful for
identifying interesting events. The location of the proton peaks at different E/Q
values indicate the changing solar wind velocity and the width of the peaks indicates
the kinetic temperature of the solar wind. In particular, these spectra can be used to
detect any enhanced *He event. The *He peaks will show up between the solar wind

proton and alpha peaks.
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Figure 3.3. Daily time series FSR stack plot. Each spectrum corresponds to

approximately 3 min of measurement. Time is running from bottom to the top of

the plot.
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3.2.2 PHA Data

PHA data provide the most detailed measurements from MASS. Each PHA
word contains an individual particle’s TOF and sector information. Figure (3.4)
shows the raw sun sector PHA data plotted in M/Q vs. M* (M* = mass per charge
after foil). The conversion from TOF to M* is done using Equation (3.1). Since
most low energy ions are either neutral or singly charged after the foil, M* is
usually equivalent to ion’s mass. Neutral particles are not deflected by the TOF
electric field and those that impact the hyperbola and scatter back to the stop MCP
produce the major source of background (see Appendix A.3). There are some cases
in which the fraction in the +2 or even +3 charge state can be significant and must
be taken into account.

The conversion from E/Q to incident M/Q, however, is more involved. First
we fit the solar wind alpha peak in the FSR rate as a maxwellian function in £/ and
determine the speed of the alpha particles. Assuming the alphas and other heavy
ions in the solar wind move at a common bulk velocity [Schmidt et al., 1980; von
Steiger, 1995a], we derive the M/Q associated with each E/Q step. MASS has a
total of 60 logarithmically spaced E/Q steps. Depending upon the given solar wind
velocity, which varies from 200 to 1000 km/s, the 60 E/Q steps will correspond to
different M/Q values. Therefore we define 200 logarithmically spaced M/Q bins
from 0.8 to 32.0 amu (Equation 3.2).

1n(M/Qj
_\08 )/ (3.2)

0.018444

Bin_no =
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Mase/Chargs (amu/a}
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5.0 650

Figure 3.4. Color display of the MASS PHA data. The y-axis is the 200 M/Q bins
as described in Chapter 3.2.2 (plotted only from 2 to 10 amu/e). The x-axis plots

the 4096 TOF channels (binned by two) after being converted into M* using
Equation (3.1). The color spectra qualitatively show the overall solar wind ion
composition for a broad mass range. Using this plot, we can identify the various
charge states of carbon (M* = 12), nitrogen (M* = 14), oxygen (M* = 16). Different
charge states of one element will show a vertical spread in the y-direction.
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Figure 3.4. Color display of the MASS PHA data. The y-axis is the 200 M/Q bins
as described in Chapter 3.2.2 (plotted only from 2 to 10 amu/e). The x-axis plots
the 4096 TOF channels (binned by two) after being converted into M* using
Equation (3.1). The color spectra qualitatively show the overall solar wind ion
composition for a broad mass range. Using this plot, we can identify the various
charge states of carbon (M* = 12), nitrogen (M* = 14), oxygen (M* = 16). Different
charge states of one element will show a vertical spread in the y-direction.
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Counts are accumulated in those bins. The counts in each of the 200 M/Q
bins are weighted according to the number of times any energy per charge step was

mapped into it.

3.3 Flux Calculation

We define the particle flux, J, to be the number of ions per unit area per unit
time, and the unit is (cm>s-sr-keV/e)'. We calculate the flux in the following

manners:

e Corrected Counts
Welghtr : G ' ntoml : dt ) A(E/ Q)

{3.3)

where Corrected Counts, Weight, G, 1,,,, dt, and A(E/Q) will be discussed in

details in the following sections.

3.3.1 Box Selection

To obtain the Corrected Counts of a targeted ion species, we have to
unambiguously identify it within the PHA data. First, we select data that have TOF
values within the range of the targeted species. The TOF ranges of selected species
are listed in Appendix B. This 1-D cut in the PHA data effectively excludes events
that originate from ions that have different M~ values. When we plot the TOF
selected PHA data vs. M/Q, different charge states of the selected species will fall
into different M/Q peaks (as shown in Figure 3.5). The widths of the different M/Q

peaks represent the thermal spread of the ion distributions. To calculate the flux of
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Raw Counts

2/9/98

MASS/Q [amu/e]

Figure 3.5. We can select PHA data based on a restricted range of TOF channels.
This figure shows the PHA data from TOF channels corresponding to 15.91 to 16.1

amu. It shows the three charge states of oxygen with very little background.

72 of 441



Wind CMAD Wind SMS MASS

the different charge states, we then sum up a range of M/Q steps. The ranges of
M/Q for different species’ charge states were found by fitting gaussian distributions
to a long period of slow speed (<400 km/s) data. The entire selection process is
similar to summing Corrected Counts in a box range within the 2-D M/Q vs. M" in

MASS PHA data.

However, different species can still fall into the same TOF and/or M/Q
ranges. Since MASS’s TOF scales with M", those ions that have the same M/Q" (Q"
is the charge state after the foil) value will fall into the same TOF peak. Summing
only the appropriateM/Q ranges of the targeted species can eliminate the majority of
this contamination from other species.

For those species that have the same M~ and M/Q ratios, we can estimate
their individual contributions using: (a) a standard solar system abundance table
[e.g. Anders and Grevesse, 1989]; (b) MASS pre-flight calibrated data; (c) measured
charge state composition after passage through a carbon foil [Kallenbach et al.,

1995 and reference within]. Considering the C** ion, Mg'** will fall into the C** M~
and M/Q ranges if the charge state of Mg'** is +2 after foil. Since carbon is five
times more abundant than magnesium in the interstream solar wind, we expect a
similar abundance ratio to enter MASS [Anders and Grevesse, 1989].

In addition, with an assumed freezing-in temperature of 2.0 MK in the solar
wind, Mg'** contributes only 6x107 % of the total magnesium (more than 92 % of
the magnesium is in Mg'* form). Figure (3.6) shows the relative ionic ratios of
magnesium for a 2 MK freezing-in temperature. Although at 1.0 keV/nuc the

predicted magnesium detection efficiency is three times higher than the carbon
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Magnesium ions fraction for a 2 MK corona

L]
[ ]
7
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Figure 3.6. The predicted magnesium ionic fraction based on Arnaud and

Rothenflug [1995]. Over 90% of the magnesium is in the +10 state at a temperature

of 2.0 MK.
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detection efficiency (see Appendix A), the total contamination of C** by Mg'** will
be negligible. We list the amount of contamination from other species for all
measured charge states in this study in Table (3.2). It is clear that contributions

from other species are negligible.

3.3.2 Efficiency

The flux calculation requires information on the MASS response functions
for detecting ions as a function of species and energy. Prior to launch, we calibrated
MASS extensively to obtain the detection efficiencies for selected ion species. The
calibration was done at the University of Bern low energy accelerator. A list of the
pre-launch calibrated ion species and energies is given in Table (3.3).

The MASS efficiency is defined as followed:

Thotat = Naestection * Mstart * Titop * Tl (3.4)

where,

FSR
Beam Flux - Geometric Factor-n,,,

(3.5)

ndqﬂectiun =

is the deflection analyzer efficiency;

Wi = igﬁ s and (36)
DCR
Nop = FSR 3.7

are the start and stop efficiencies, respectively; and

Counts in +1 PHA Peak
. = (3.7
Total PHA Counts
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Table 3.2. Contributions from other species to the targeted species’ M/Q and M*.
The first column is the species intended to be measured, the second column lists
those species that fall into the same M/Q and M* ranges if their charge state after the
foil is +2. The third column gives the fraction of the contaminating species
expected to be in the appropriate charge state to produce the same M/Q value as the
target species. The efficiency ratios are determined as discussed in Appendix A.
The +2/+1 ratios are the ratios of doubly charged to singly charged ions after
passage through a 2.2 u g/cm’ carbon foil [Gonin, 1991].

2 y - B S

§3) = 5§80 D) BE

éd s £5 g ‘c_? - O 2 4 g ,g

= E 3 E g E 8= 7 WS+~ 2Eg

2 £¢ £8g 28 < 55 ££4

& S & S & 5E 9 22 88z
c* Mg8+ 9.83x10™ 0.26 0.28 0.22 1.6x10*
c* Mg]°+ 9.29x10" 0.30 0.28 0.22 1.7x10*
L Mg12+ 6.16x10° 0.29 0.28 0.22 1.1x10™"°
N&* Si'# 4.51x10" 0.35 0.24 1.46 5.5x107?
N7 g 1.35x10° 0.32 0.24 1.46 1.5x10%
# . 9.72x10* 0.26 0.24 0.04 2.4x107
o g 5.21x10° 0.26 0.047 0.04 2.5x10°®
O gioe 2.51%10% 0.23 0.047 0.04 1.1x10%

* From Arnaud and Rothenflug [1985], calculated at 2 MK.

T Ratios of targeted species over contaminating species at 1 keV/nuc.

+1 Predicted ratios of the species charge states after passage of 2.2 1 g/cm? carbon
foil at 1 keV/nuc [Gonin, 1991].

11 Average ratios determined in ecliptic solar wind [Shafer, 1995].
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Table 3.3. List of all different ion species and energies that were used during

MASS calibration at the University of Bern low energy accelerator. The run

number corresponds to the file number that was used to store the calibration data.

Run number  Ion beam type Energy/Charge (kev/e)
76-79 H* 3, 7.9, 11
96-100 ‘He* 58,11, 14,17
15-21 ‘He" 3.5 8 11, 13,16, 18
59-63 c 15, 20, 23, 30, 35
70-74 N* 15, 20, 25, 30, 35
53-57 o 15, 20, 25,30, 35
41-47 Ne** 8, 10; 13, 18,20, 25, 30
27-32 Ar** 10, 15, 20, 25, 30
33-37 Kr'** 15, 20, 25, 30, 34
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is the +1 ion fraction in TOF spectrum efficiency. Detailed explanations for each

efficiency and a summary of the efficiency results are given in Appendix A.

3.3.3 PHA Weighting

The available spacecraft telemetry for SMS is inadequate to transmit all
detected PHA events. Therefore, in order to transmit PHA data on rare as well as
abundant species, the DPU must uses a priority scheme (see Appendix D).
Basically, the DPU divides available telemetry for MASS PHA into four boxes.
The four boxes are for the PHA data in range 1 and range O in both the sun and
nonsun sectors, just like the four BR “boxes” as defined in Chapter 3.1. Therefore,
the more abundant solar wind protons and alphas will be limited to range 0 and will
use telemetry allocated to the heavier ions in range 1.

In order to recover the prioritization being done to the PHA data, we use
data from the BRs. The four Basic Rates count all analyzed events except when on-
board electronics cannot handle the high number of counts.

Assuming the PHA data are distributed in the same manner as the BR rate
counts in each box, the PHA events should be weighted according to

Weight, = BRi,/PHAI, (3.9
where i is the range O or 1, and x is sun or nonsun sector.

However, there are times when the on-board electronics could not handle the
high rate. This is true when the abundant solar wind proton and alpha distributions
are entering the instrument. Since the solar wind propagates approximately radially

outward from the sun, all solar wind ions will enter MASS in 1 or 2 out of 16 look
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directions. This amounts to a high number of counts in a short period of time,
especially for the E/Q steps for solar wind protons and alphas. The maximum rate
of analyzed events is limited by the transfer rate of the optocoupler between the
TOF assembly and the main MASS electronics. In particular, the maximum transfer
rate of the MASS optocoupler is 15625 analyzed events per second. Therefore, BRs
can not possibly count all the events for abundant species (protons and alphas).
Fortunately, this is only a problem for the solar wind protons and alphas; all heavier
species counting rates will be low enough to be handled by the on-board electronics.
We will discuss how we can use the double coincidence rate from MASS to recover

some of the lost alpha information in Chapter 4.3.

3.3.4 Accumulation Time and Geometric Factor

In order to convert counts per EDB to rates, we need to determine the exact
time per measurement (EDB). As we discussed, MASS’s electrostatic analyzer
goes through 60 energy per charge steps during every science record. The
deflection voltage is optimized for any given species at one E/Q step (or at two or
three steps if the kinetic temperature is high) for only 3 s of every three-minute
period. In addition, because the spacecraft is spinning, MASS is not exposed to the
solar wind during the entire spin. For a single E/Q step, a spin rate of once every 3s,
and an angular acceptance of 4°, this corresponds to

At =0.033 s (for a collimated beam)

for every science record of data collected.
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The geometric factor is a measurement of the effective area-solid angle
product of the instrument in sampling the particle flux. If 7 is the absolute intensity
of an isotropic particle distribution in (sec”'-cm™-sr™"), and C is the counting rate in
(counts sec™), then

C=0GI (3.10)
where G is the isotopic geometric factor and it is assumed that detection efficiency

is 100%. And

G =|[(cos6-dA)Q (3.11)
Qs

where 0 is the angle between the incident particle trajectory and the normal to the
element of area dA, dQ is the element of solid angle, and S represents the domain of
dA [Gloeckler, 1970].

If the area, A, of the detection surface is normal to the incident flux, then
Equation (3.11) becomes

G=A AQ (3.12)
where AQ is the effective solid angle subtended by the aperture.

If we assume the solar wind is an narrow beam with no width, the angular
dependence drops out, it is useful to use an “effective area” rather than an isotropic
geometric factor in flux calculations. With the MASS sensor, this area is the
effective area of the carbon foil (the 4° by 20° field-of-view of the deflection
analyzer is mapped entirely onto the carbon foil surface), which is approximately
5 x 7 mm?. The effective area is then the ratio of counting rate (s") to directed flux

in (cm®-s)™.
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3.3.5 Energy Passband

The energy passband is defined as the Full-Width at Half Maximum
(FWHM) of the energy per charge that will pass through the deflection analyzer.
We determined the MASS’s deflection system passband during the calibration

AEID) _ 4o

period to be

3.2.6 Background Contribution

The major source of background in the TOF section of MASS comes from
neutrals reflecting off the hyperbola producing real PHA events. These neutrals are
produced from ions picking up extra electrons while passing through the carbon foil.
Because they are electrically neutral, the harmonic electric field in the MASS TOF
spectra will not affect to them. These neutrals would follow the ions’ initial
trajectories and strike the hyperbolic surface on the top of the TOF section. Most of
these neutrals will reflect from the hyperbolic surface and then strike the stop MCP
producing TOF signals that are longer than those associated with singly charged
ions.

In particular, solar wind doubly charged helium is a problem for MASS
because it is abundant in the solar wind and produces neutrals that interfere with
other heavy ion measurements. Figure (3.7) shows the broad neutral helium peak is
a major background problem for heavy species with M/Q" = 2, although C**, N™,

O*, and Mg'** are still visible. Fortunately, since MASS has an energy per charge
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Figure 3.7. The neutralized helium produces the highest background in MASS PHA
data. The neutralized helium atoms reflect from the hyperbola surface and produce
TOF signals in the same range as those produced by singly ionized carbon to iron.

Fortunately, we can select E/Q steps to avoid those in which the solar wind alpha

particles enter.
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analyzer, we can select V,,, steps in which the helium does not enter the instrument.
In addition, the background can be evaluated and subtracted by examining TOF
channel ranges below and above the range of the targeted species if the background

is not too large. Other types of background are discussed in Appendix A.
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11.2 Ho, (1998) Appendices A and B
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APPENDIX A: PARTICLE DETECTION EFFICIENCIES

A.1 MASS Calibration

The MASS flight instrument was calibrated at the University of Bern low
energy accelerator facilities during 2 weeks of November 1993. The MASS
instrument was calibrated with 9 different types of ions in the energy range 0.3 to
11.0 keV/nuc. Essentially all available ion species were used and the energy range
was chosen to provide a sufficiently broad range to cover all solar wind conditions, to
the extent possible. For a few selected ion species and energies, the MCP bias
voltage and hyperbola voltage were also varied.

The Bern accelerator produces ion beams with energy from 5 keV/e to ~60
keV/e. A feedback control loop using beam monitor sensors at different locations in
the accelerator guarantees the ion beam to have constant intensity within +5 %.

Ghielmetti et al. [1983] gave a full description of the accelerator facility.

A.2 Calibration Overview

A.2.1 Calibrated Species and Energies
During the calibration at Bern, all available ion species from the accelerator

were used. A list of the ion species and approximate energy of each run is given in

Table 3.2.

A.2.2 Types of Runs
In addition to varying the species and energy for a fixed V,  and V,, setting,
other types of runs were performed to determine the instrument response function

under different sensor configurations. Table A.1 lists these additional instrument

performance tests.
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Table A.1. .Different types of tests that were done during MASS Bern calibration.

Not shown are the tests listed in Table 3.3.

“Beam Species Beam Energy Varying sensor Comments
(keV/e) parameter
None None Vi level Background rates
vs. V,, level test
N* (On and off) 30.0 Stop MCP bias Stop MCP level
level test
N* 30.0 Start MCP bias Start MCP level
level test
N* 30.0 Vs 1EVEl Efficiency vs
ADPS level test
He* 9.0 Start MCP bias Start MCP level
level test
He* 9.0 Stop MCP bias Stop MCP level
level test
All nine calibrated ~ Selected Vs level Vaps level test
species
All nine calibrated ~ Selected Wide and narrow MASS angular

species

angles

response test
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A.3 Efficiency Analysis
A.3.1 Background

In order to appropriately analyze either calibration or flight data, certain forms
of background in the data must be accounted for or subtracted. This section discusses

the various types of background.

A.3.1.1 Electronic Noise

There are three counting rates that we used in our calibration data analysis.
The Universal Front Seda (Secondary Electron Detection Assembly) Rate (UFSR)
indicates counts that open the TOF window. The Rear Seda Rate (RSR) closes the
TOF window and the Double Coincidence Rate (DCR) indicates counts that have a
valid TOF.

The electronic noise in the UFSR, RSR and DCR rates are generated in both
analog and digital components of the instrument (thermal noise, amplifier noise, etc.).
This type of electronic noise should vary mainly as a function of temperature but not

as a function of instrument setting (i.e. hyperbola voltage).

A.3.1.2 ADC Noise

MASS uses a 12-bit “Sample and Hold”” Analog to Digital Converter (ADC) to
convert the analog Time-to-Amplitude Converter (TAC) output into a digital signal to
be used in the DPU. During the initial calibration that was done at GSFC, two types
of "noise" were identified that were attributed to the ADC. The first one was the “low
bit” noise, that appears as ripple in the TOF histogram, as shown in Figure (A.1).
This noise was believed to be caused by voltage fluctuations in the ADC and/or the
TAC output. As the ADC reads an analog signal, it needs to hold the signal for a brief

time (5-10 microseconds) in order to compare its value to a reference voltage to set in
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Figure A.1. Two types of noise were identified in the TOF histogram. The first one
was the “low-bit” noise, which appears as ripple in the TOF histogram. The second
type of noise is the “high-bit” noise. A large spike in the TOF spectra can be seen at

almost every 2" channel.
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voltage comparison process, either on the reference voltage (ADC) or input voltage
(TAC output), the lowest bit would be misplaced by one bit (upper or lower)
depending on the direction of the fluctuations at that instant of time. This kind of
noise will only affect the lowest bit.

The second type of noise that is caused by the ADC is the “high-bit” noise. A
large spike in the TOF spectra can be seen at almost every 2" (where n is an integer)
channel. This noise is believed to be cauéed by underdamping in the ADC’s sampling
switches, which generates a ringing peak on the “sample and hold” capacitor
[Sheldon, 1995]. When the ringing in the capacitor decays during conversion, it
affects only the most significant bit and shows up in the 2" channel in the TOF
spectra.

Re-binning the data more coarsely (e.g. in 2-channel bins) eliminates most of
the “low-bit” noise. Bining the data will decrease the resolution of the instrument, but
2-channel binning maintains sufficient resolution. In addition, combining 2-4

channels around the 2" spikes seems to get rid of the "high-bit" noise.

A.3.1.3 TOF Background

A close examination of the PHA data will reveal that the mass peak is not a
perfect gaussian. From the Bern calibration, we found that the mass peak departed
from a gaussian distribution with a high TOF tail, as shown in Figure (A.2). This
high TOF tail is believed to contain genuine events, and is attributed to TOF paths that
deviated from the nominal. Ions whose paths deviate from the central axis of the

instrument have longer times-of-flight (see Appendix F).

In addition to the high TOF tail, we have also observed "Ringing" peaks in
our calibration and flight data. The cause of the ringing peak has been linked to the

pick-up of a signal inside the TAC board during the analog to digital conversion
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Figure A.2. One of the oxygen calibration data sets that was taken in Bern. As
shown in the data, both the ringing peaks and high TOF tail distorted the otherwise
gaussian distribution. The solid line is a fitted gaussian. Despite the noise features,
the fitted function still gave a good estimate on the sigma of such a TOF peak.
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ringing peak appears approximately 23 channels (~ 3 ns) below the main peak. In
some cases an additional peak appears 64 channels below the main peak. The first
ringing peak is always the largest and contains from a few to 20% of the main peak
counts. A typical number is 10%. The second ringing peak typically is down by

another factor of two.

Aside from the above two TOF backgrounds, the major background comes
from ions neutralized in the carbon foil reflecting off the hyperbola producing a real

TOF event. We discuss that process in the main section of this paper.

A.3.2 Calibrated Ion Efficiencies

There are two different ways for deriving the efficiencies for the MASS
instrument. The first method uses the efficiencies that are calculated independently for
the deflection analyzer, start detection, stop detection, and +1 ion yield. The total
efficiency for the MASS instrument is the product of all four efficiencies. The
advantage of this method is that we can derive the efficiency curves for species that
were not calibrated in the accelerator, but are observed in space, by interpolating from
the calibrated efficiency curves.

The second method for calculating the efficiencies is to treat the MASS
instrument as a whole "black box". We need not concern ourselves about the
individual efficiencies from the deflection analyzer, start, stop and +1 ion yield. All
we use in this method is the number of ions going into the instrument and how many
of them show up in the appropriate TOF channels.

This second method of calculating the efficiency will theoretically give the
same total efficiency as is done by the individual efficiency method. However, this

method will not give any insight into the efficiency curves for species that were not
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calibrated in the accelerator. Therefore we have decided to use the individual

efficiencies method in calculating the instrument’s overall efficiency.

A.3.2.1 Individual Efficiencies

The definitions of deflection analyzer, start, and stop efficiencies are listed
below:

Deflection analyzer efficiency:

_ UFSR (A1)

ndeﬂecti(m
Flox- G-,

where Flux is defined as number of particles per unit area per second in the beam as

determined by the beam monitors and G is the MASS aperture in cm®

Start efficiency:
DCR
Mstart = pom (A.2)
Stop efficiency:
DCR
Mstop = s (A.3)

A.3.2.2 Deflection Analyzer and Start Efficiencies

The definition of the deflection analyzer efficiency is given in Equation (A.1).
It gives the probability of an incident ion of appropriate energy passing through the
analyzer and entering the TOF section. We have found different values of the
deflection analyzer efficiency (shown in Figure (A.3)) in the calibration data
depending on whether we used the Faraday Cup (FC) measurement or the Channel
Electron Multiplier (CEM) measurement as the beam monitor. We will include both

sets of data in this paper until the problem can be resolved.

Start efficiency is defined in Equation (A.2). This efficienéy includes the
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Figure A.3. Two deflection analyzer efficiencies are shown here. Both efficiencies

were calculated from the same nitrogen beam over the same time. The open circles are

the efficiencies derived from the flux measured by the Faraday Cup (FC) beam

monitor. The open squares are the efficiencies derived from the flux measured by the

Channel Electron Multiplier (CEM). The efficiencies that were calculated from the FC

measurement are about 60% larger than the values that were obtained by the CEM

measurement. It has been pointed out that FC measurement are in general more

accurate than the CEM readings.
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electrons by the start MCP. It also includes the effect of holes in the carbon foil since
an ion passing through a hole can produce an RSR count but never a UFSR or DCR
count. In order to give a mechanical support for the thin carbon foil, the foil is
mounted on a ~90% transparent nickel mesh grid. The grid has cell size of ~0.3 mm.
Individual cells can be lost due to acoustic and vibration tests. Right after the Bern
calibration, we did a visual inspection of the foil, and it was discovered that
approximately 10% of the cells were gone. Therefore it is more than likely we would
lose more cells during the harsh launch environment. Figure (A.4) shows the start
efficiency of all nine calibrated ion species as a function of total energy in keV along
with their respective polynomial fits.

The calculated values of 7g,7ecri0n » SOMetimes exceeded unity. This tells us

that the beam monitor rates have given us values that were lower than the actual beam
rates. However, if we use the product of the deflection analyzer and start efficiencies,
the results are always below unity. Therefore we have chosen to use the product of
these efficiencies as our new start efficiency, Combined Start Efficiency (CSE).

Nese = Ndeflection X Mstart (A.4)

Furthermore, because of the inconsistency of the two beam monitor rates, we
will include both sets of efficiency results in this paper until the problem can be
resolved. Accelerator personnel suggest that Faraday cup measurements are more

reliable.

A.3.2.3 Stop Efficiency

Equation (A.3) gives the stop efficiency. Many factors can affect it. In order
to generate a stop signal in MASS, ions have to exit the foil positively charged and

remain near the center of the TOF region (see discussion in Appendix F). If they exit
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Figure A.4. Start efficiencies for all nine calibrated species are shown here. Plotted

on the x-axis is the total kinetic energy of the ion beams. The lowest energy

measurement (5 keV) for proton is most likely due to beam uncertainity.
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the foil neutral, they will impact the hyperbola. If they scatter away from the center
line, they will miss the narrow 16x101 mm? stop MCP (see discussion in Sheldon,
1995). In addition, based on the literature, an MCP is not as responsive to single ions
as it is to multiple electrons. Thus we could expect the stop efficiency to be much
smaller than the start efficiency. We can clearly see that by comparing the stop
efficiency in Figure (A.5) to start efficiency in Figure (A.4). The stop efficiencies are

smaller by about two orders of magnitude than the start efficiencies.

A.3.2.4 +1 Ion Fraction in TOF Spectrum

There is a final efficiency that is important in analyzing the MASS TOF PHA
data. Not all ions entering the TOF section of the instrument produce a TOF
appropriate to the +1 charge state of that element. The TOF may lie outside the
appropriate peak because of scattering inside the instrument, and will be counted as
part of the background (e.g. neutralized helium shown in Figure 3.7). Also, a certain
fraction of the ions emerges in the +2 (or even +3) charge state after the foil passage
and lies in a separate well-defined peak. We define the +1 ion fraction in TOF
spectrum efficiency as

_ Counts in the +1 PHA Peak

AS
s Total PHA Counts L

where (Total PHA Counts) are from an accelerator run with a single ion species. In

| defining the peak channel range, we immediately ran into difficulty with various types
of backgrounds. First, looking into the calibration data (Figure (A.2) for example),
we noticed both the ringing peaks and high TOF tail features. Decisions were made
not to include the ringing peaks and high TOF tail as part of the peak. The ringing
peaks were excluded because they are relatively small and are frequently obscured by

other background or other mass peaks. The high TOF tail part of the PHA peak was
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Figure A.5. The stop efficiencies for the nine calibrated species. Comparing with the

start efficiencies in Figure (A.4), the stop efficiencies are orders of magnitude lower

than start efficiencies.
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initially included as part of the peak in the calibration data. However, they have been
excluded now after further investigation. Calibration data usually shows the high
TOF tail feature clearly, but in early flight data, it was hard to pick these features out
distinctively from the general background. In order to reduce the risk of including too
many background counts, we have limited the accepted TOF range to =2 sigma of the
center of the PHA peak. This range excludes most of the high TOF tail and also the
ringing peaks. The sigma of the peak was found by fitting the data (with the tail) with
a gaussian functional form. We have found that the fitted sigmas well describe the
upper half of the PHA peak. Figure (A.6) shows the +1 ion fraction efficiencies for

all nine calibrated species.

A.3.2.5 Total Efficiencies for Calibrated Ions

Two sets of start efficiency are given; one is denoted as Combined Start
Efficiency (FC), which is the product of the deflection analyzer efficiency from the
Faraday Cup measurement and the start efficiency. The other Combined Start
Efficiency (CEM) is the product of the deflection analyzer efficiency from the Channel
Electron Multiplier (CEM) measurement and the start efficiency.

The total efficiency for MASS is then the product of three individual

efficiencies for every ion species and energy,

Ntotal = Nese X Mstop < T+ (A.6)

Figure (A.7) shows all nine calibrated species total efficiency plotted against
total energy along with fitted third order polynomial fits using the Combined Start
Efficiency (FC). Figure (A.8) shows the total efficiency using the Combined Start
Efficiency (CEM). All the polynomial fit coefficients for both total efficiencies (FC

and CEM) are listed in Table (A.2).
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Figure A.6. +1 ion fraction efficiencies (Counts in the +1 PHA peak divided by the

total PHA counts), as defined in Equation (A.5), for all nine calibrated species.

99 of 441



Wind CMAD Wind SMS MASS

2
10 B B B N s e e e B S
10° L 55 S J
; $ e . :
5, 10° L ' J
Q E @ E
3 - * ]
= B i H ]
53 10‘5 [ N (S —6 -He3+ 11
! E — & -Hed+ |3
g : RPN
L [ r --0- - N+ ]

-6 i : O - O+ g

10 E e Ne+ |3

- | == B - Ar+ ]

- A - -~ Kr+ ]

107 Laaba e v g e g o d 5 o a b v p | SNUmeg e
0 10 20 30 40 50 60 70

Total Energy (keV)

Figure A.7. Total efficiencies plotted against total energy along with fitted third order
polynomial fits using the Combined Start Efficiencies (FC).
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Figure A.8. Total Efficiencies using the Combined Start Efficiency (CEM) for the

calibrated species.
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Table A.2. Coefficients for the polynomial fits to the calibrated ion efficiencies.

Ions Combined Start Coefficients Combined Stop Coefficients
PO P1 P2 P3 PO P1 P2 P3
H+ -9.36e-2  1.37e-1 -1.22e-2  3.83e-4 2.06e-3 -1.71e-3  3.4le-4 -1.35¢
He3+ |[[-1.39e-1  1.1le-1  -7.55e-3 1.74e-4 ||-828e-5 -520e-5 1.13e-5  -2.03¢
Hed+ |[1.72¢-2  6.36e-2  -290e-3 4.40e-5 [2.1le-4  -9.60e-5 1.19¢-5 -2.35¢
C+ 9.0le-2 4.10e-2  -794e-4 25le-6 [-3.72e-3 4.46e-4  -1.1le-5 1.22e-
N+ 2.83e-1  -894e-3 120e-3  -228e-5 [|-9.96e-4 4.84e-5 3.80e-6  -5.63¢
O+ 337e-1  69le2  -2.11e3 234e-5 [237e-5 -630e-5 6.16e-6  -8.8le
Ne+ -1.56e-1  3.79e-2  -7.68e-4 529e-6 [|3.42e-5 -493e-5 4.3le-6  -572
Ar+ -59le-1  5.66e-2 -1.06e-3 6.89e-6 [[1.83e-3  -2.26e-4 8.4le-6  -7.99%
Kr+ -6.28e-1  3.77e-2  -4.08e-4  1.08¢-6 || 2.10e-3  -1.66e-4 _ 4.11e-6  -2.90e

In order to use the table we will have,

Doombined s = PO+ P (E 1 Nuc)+ P2-(E} Nuc)® + P3-(E / Nuc)’

Similarly,

T’Combined Stop

= PO+ P1-(E/ Nuc)+ P2-(E/ Nuc)* + P3-(E / Nuc)®

using their respective coefficients.
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A.3.3 Non-calibrated Species Efficiencies

The nine different species that we calibrated MASS with are only a subset of
the species that MASS will analyze during its mission in space. For those species for
which MASS has no pre-flight calibration, we must estimate their efficiencies by
interpolating between the existing calibration data points. The first step in creating
those non-calibrated ion efficiencies is to find the underlying organizing variables
(mass, energy per nucleon, atomic properties) in the existing efficiency data. Then
we can construct the efficiency curves for those non-calibrated ions using the

underlying organizing variables.

A.3.3.1 Combined Start Efficiency

Figure (A.9) plots the Combined Start efficiencies (FC) versus mass for
different total energies using existing calibration data. W can see the data are
reasonably well organized by total energy and mass. The shown fits in Figure (A.9)
are all linear functions with slopes and intercepts plotted in Figure (A.10) and Figure
(A.11), respectively. Figure (A.10) shows that the intercepts of the linear fits for all
different ion energies are 0.522+0.001.

Hence if we want to construct the combined start efficiencies for the non-
calibrated ions, we have

=0.522 + Slope - mass; (A.7)

N combined Start

where
Slope = —1.3008 - (E_.%%); (A.8)
and mass is the atomic mass in amu and Ezgzq/ is the total energy of the ion in keV.

The lowest energies for different species for which we can obtain Combined Start

efficiencies using the above equations are listed in Table (A.3).

103 of 441



Wind CMAD Wind SMS MASS

Wind/Mass Calibration Data (Bern. Nov. 93)
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Figure A.9. Combined start efficiencies organized by total energy for all heavy
calibrated ions (where mass > 4 amu) are plotted against the species’ mass in amu.
Data from He" and H" are not included because they do not follow the same pattern as
the heavier ions. We can clearly see that they are very well organizied by total energy
and mass. The fitted lines are all linear functions with their respective slopes and

intercepts plotted in Figure A.10 and Figure A.11.
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Wind/Mass Calibration Data (Bern. Nov. 93)
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Figure A.10. The slopes of the linear fits to the Combined Start efficiencies, which
are plotted in Figure A.9, are shown here plotted vs. total energy in keV in a log-log
plot. The slopes are fitted well using a power law function as shown in the figure

along with its functional form printed.
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Wind/Mass Calibration Data (Bern. Nov., 93)
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Figure A.11. The y-intercept points of the linear functions that are plotted in Figure
A.9 are shown here. As demonstrated in this figure, the intercepts points showed a

consistent values for different energies.
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Table A.3. The minimum energies for which the fit to the data is valid for selected

non-calibrated ions.

Ions B F Na Mg Al Si S CI K Ca Ti Cr Fe D

Energy

0.54
0.50
0.49
0.47
0.46
0.44
0.42
0.40
0.40
0.37
0.36
0.35
n2A1

-
(keV/uc) 2
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A.3.3.2 Combined Stop Efficiency

Similar to the method used in producing combined start efficiencies, we have
also used the product of the stop and +1 ion fraction efficiencies and treated it as
combined stop efficiency while seeking underlying organizing variables. The
measurement of the +1 ion fraction in the MASS TOF spectrum should be directly
related to the production of +1 charge state ions after the ion passes through the
carbon foil. Hence we have used the data obtained by Gonin et al. [1991] and their
subsequent papers in measurement of charge state yields for different energetic ion
species passing through a carbon foil. Figure (A.12) shows the absolute logarithm of
the combined stop efficiency divided by the +1 ion yield fraction (obtained from a
subroutine provided by Dr. R. Kallenbach at University of Bern that utilizes Gonin et
al. [1991] results) versus energy per nucleon along with its fourth order polynomial
fit. The polynomial fit characterizes the data reasonably well over this energy range,
but there is considerable scatter in the data. We will use this fit to construct the
combined stop efficiency data for the non-calibrated ions. The combined stop
efficiency is given as:

(A.9)

Ncombined Stop — nStop Universal Yield

where

O Poly(In(E/ nuc))

3

(A.10)

T’Sxop Universal — 1

and ploy((In(E/nuc)) is the fourth order polynomial fit to 7., yniversa With In (E/nuc)

as its independent variable. Yield is the +1 charge yield (fractional) for ions after
they pass through a 2.2 i g/cm’ of carbon foil as predicted by Gonin et al. [1991].

The total efficiency for the non-calibrated ion species is given as

(A.11)

nTolal == TlCombined Start nCombined Stop *

The total efficiencies for some selected non-calibrated and all calibrated ion

species are shown in Figure (A.13).
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Wind/Mass Calibration Data (Bern. Nov. 93)
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Figure A.12. The absolute natural log of combined stop efficiencies divided by the
+1 ion yield fraction obtained from Gonin et al. [1991] (7, universa) VETSUS the energy

per nucleon along with its fourth order polynomial fit. We can see that polynomial fit

characterizes the data reasonably well.
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Figure A.13. Total efficiencies for all calibrated (H, He, “He, C, N, O, Ne, Ar, and
Kr) and some selected non-calibrated ions (B, Na, Mg, Al, Si, S, Ca, Fe, Ni) are

plotted here versus energy per nucleon.
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A4V, Defect

The term "Va - defect" refers to an observed decrease in the MASS start

efficiency (at equal total energy) with increasing post-acceleration or, equivalently,

increasingly negative V,,  voltage. We hypothesize the effect is due to secondary
electrons missing the start MCP. During the Bern calibration, we discovered the
effect in our start rate and found that the side plate near the start MCP, with an
intended voltage V,,, was actually floating. Shown in Figure (A.14) are start
efficiency data from the Bern calibration for two ion species, He* and Ar*>. The ratio

to that at V , =0 decreases from

of the measured start efficiency at non-zero V, o

adps
about unity at 2 kV to about 80% at —4 kV. After the calibration and before launch,
the floating plate was set to V,,, using conductive epoxy to establish contact and
correct the problem.

Unfortunately, as a result of routine post-launch instrument checks, it was
discovered that the problem had apparently not been corrected. Figure (A.15) shows
MASS in-flight He* and O data, which clearly still exhibit a V,, -dependent start
efficiency (Note that V,, and V, for “floating” potential are used interchangeably).
Interestingly enough, the in-flight start efficiency appears to be about 80% of the
value measured during the Bern calibration (compare Figures (A.15) and (A.14) at
equal V,,,), although the shape of the defect (observed efficiency/calibrated start

=0) at a given energy) curve as a function of V , appears to be the

efficiency (V, adps

dps
same.

We believe the V , -defect is due to defocusing by the electrostatic lens

adps
formed in the post-acceleration gap of the mass instrument. The 80% offset is
believed due to two factors. The first is the possible loss of cells in the carbon foil

during the transport and launch of the instrument. The second, and likely more

important effect, is the angular spread of the actual solar wind in comparison to the
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Figure A.14. Start efficiency data from Bern calibration for He* and Ar**. The ratio

of the measured start efficiencies at non-zero V,,, (V) to that at V. (V) = 0.0

decreases from about unity at 2 kV to about 80% at 4 kV.
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WIND-MASS In-Flight Calibration Results
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Figure A.15. Ratio of the measured in-flight start efficiencies at various V,, (V)

values to Bern calibration start efficiencies at V,,,(V,) = 0.0 for He** and O*.
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beam-like conditions during the Bern calibration. Figure (A.16) shows the start

efficiency as a function of azimuthal angle, 6, during the Bern calibration.

A.S5 Correcting V

Figure (A.17) shows the combined in-flight and Bern calibration data with the

Bern V , -defect values multiplied by a factor of 0.8 to account for differences in

adps
calibration and space situations. These data were fit to an offset gaussian to
characterize the V,, - defect as a function of V,, .

However, it was noted that there appears to be a smaller, second order
dependence on the incident ion energy per nucleon. This type of energy per nucleon
dependence does not seem unreasonable if the process responsible for the V,, defect
depends in part on the energy of the start secondary electrons liberated from the foil.
Figure (A.18) shows the ratio of the observed V,,, defect to the predicted V,, defect
based on the simple gaussian fit in the post-acceleration voltage. Clearly at high
energy per nucleon values (> about 3 keV/nuc), the gaussian fit tends to underestimate
the degree of defect. The energy per nucleon dependence shown in Figure (A.18)
was fit to an exponential in energy per nucleon plus a constant offset. Because the
minor ions entering the MASS instrument tend to be below 3 keV/nucleon, this

correction is usually small.

The final expression for the V,, defect is as follows:

Nstare ~082. e—(vadpj—1,21)2/91.94 10.959 +1.88 % 10-4 _61.64‘% (A.12)
nxmrr(‘/adpx = O)

Figure (A.19) shows the agreement for both in-flight and calibration data
between the observed start efficiency defect and that given by the expression above.
The largest derivations are for He* and O%, solar wind ions, and may be due to the

difficulties associated with in flight determinations of the start efficiencies, especially
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MASS Calibration Efficiencies Versus Angle
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Figure A.16. The solar wind has a much wider spread compared to the beam-like

conditions during the calibration. The figure shows the start efficiency as a function
of the azimuthal angle during the Bern calibration.
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Figure A.17. This figure shows the combined in-flight and Bern calibration data with
the Bern V,,, (V) —defect values multiplied by a factor of 0.8 to account for the losses
due to passage through carbon foil and the width of the beam in the solar wind.
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f

Figure A.18. The ratio of the observed V,,,(V,) defect to the predicted

energy per nucleon (keV/nucleon)

adps

The agreement is acceptable. But at high energy per nucleon values (> about 3

keV/nuc), the gaussian fit tends to underestimate the degree of defect.
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Figure A.19. This figure shows the agreement for both in-flight and calibration data
between the observed start efficiency detect and that given by the fitted functional

form as stated in section A.4.1. The largest deviations are for He** and O%.
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for O°*. In any case, it appears that the V,

.ps defect given by the above expression is

good to typically better than 10%. In addition, in this dissertation data are in the form

of ratios so as to cancel instrumental effects that are common to the different species.
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APPENDIX B: TOF CHANNEL RANGES

WIND/MASS has total of 4096 channels for TOF measurement. Depending
on different V,, settings, Equation (3.1) gives the relationship between channel
number and actual mass in amu. All the calibrated species’ TOF ranges were
determined prior to launch by fitting their TOF peaks in gaussian form (as discussed
in Appendix A.3). The V), voltage was 23.0 kV during calibration and 23.2 kV in-
flight. The calibrated TOF ranges have been changed to reflect the difference. In
addition, we also have to determine the TOF ranges for non-calibrated species. This
is done by fitting the actual TOF data for long slow speed solar wind events. The
actual TOF and background ranges that we used in this dissertation are given in

Table B.1.
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Table B.1. TOF and background channel ranges for selected species.

Background TOF ranges
Mass (amu) TOF ranges Lower TOF Upper TOF
(Channel number) background background
(Channel number)  (Channel number)

4 932 - 946 908 - 922 956 — 970
12 1612 — 1632 1584 — 1604 1637 — 1657
14 1738 - 1766 1700 — 1728 1771 - 1799
16 1862 — 1882 1800 — 1820 1910 - 1930
20 2082 -2100 2000 - 2018 2140 -2160
22 2176 - 2190 2139-2153 2209 - 2221
43 2234 - 2254 2200 - 2220 2258 - 2278
24 2282 - 2300 2259 -2279 2308 — 2326
25 2334 - 2340 2307 - 2313 2350 - 2356
26 2380 - 2390 2355 -2365 2411 -2421
27 2426 - 2438 2411 -2423 2442 — 2454
28 2466 — 2486 2526 — 2546 2580 -2614
32 2624 - 2658 2672 - 2720 2580 -2614
40 2946 — 2988 3000 — 3042 2880 — 2922
56 3490 - 3536 3622 - 3668 3400 - 3446
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11.3 Ho, (1998) Appendix D
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APPENDIX D: MEMORY ALLOCATION OF PHA WORDS

AMONG THREE SMS SENSORS

The number of PHA words allocated to STICS, MASS and SWICS depends
on telemetry mode (LBR = Low Bit Rate, HBR = High Bit Rate), the spin rate
(subframes per EDB) and the sensor status. We show the distribution in Table D.1.

In cases when one of the three sensors does not use up its allocated PHA
space, MASS will use the remaining space. The default distribution for un-used
PHA space (in 10% steps) is listed in Table D.2.

Within MASS, the distribution among different ranges and sectors is given
in Table D.3. If the number of PHA words is more than 12, the DPU will use Table
D.3 as a look up table for PHA word allocation. For example, if the number of PHA
words is 29, the DPU will take the distribution of two times 12 and one times 5
events from Table D.3. Therefore:

The number of PHA words of range O (sun) is: 2x4+1 =8

The number of PHA words of range O (non-sun) is: 2x1+1 =3

The number of PHA words of range 1 (sun) is: 2x6+2 = 14

The number of PHA words of range 1 (non-sun) is: 2x1+1 =3

If the sector can not fill up its allocated space, the remaining space will be
distributed to other sectors. In addition, the DPU will try to format PHA words

from every azimuthal sector.
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Table D.1. Number of MASS PHA words to be transmitted.

Telemetry Mode  SWICS OFF  SWICS ON _ SWICS OFF  SWICS ON

SuNb‘gr‘:rzz’; ‘I’ir STICS OFF  STICSOFF  STICSON  STICS ON

EDB MASSON  MASSON  MASSON  MASS ON
LBR 6SF/EDB 101 36 28 9
LBR 7SF/EDB 121 46 38 17
LBR SSF/EDB 141 56 48 25
LBR 9SF/EDB 161 66 58 27
LBR 10SF/EDB 181 76 68 37
LBR 11SF/EDB 201 86 78 43
LBR 12SF/EDB 221 96 88 49
LBR 13SF/EDB 241 91 61 46
LBR 14SF/EDB 261 101 69 52
LBR 15SF/EDB 281 111 77 58
LBR 16SF/EDB 301 121 85 64
LBR 17SF/EDB 321 131 93 70
LBR 18SF/EDB 341 141 101 76
LBR 19SF/EDB 361 151 109 82
LBR 20SF/EDB 381 161 117 88
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Table D.2. Distribution of remaining PHA allocation.

SWICS MASS STICS SWICS MASS STICS
additional additional additional sensor Sensor sensor
PHA space  PHA space = PHA space status status status
(10%) (10%) (10%)
3 4 3 ON ON ON
4 6 0 ON ON OFF
5 0 5 ON OFF ON
10 0 0 ON OFF OFF
0 6 4 OFF ON ON
0 10 0 OFF ON OFF
0 0 10 OFF OFF ON
0 0 0 OFF OFF OFF
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Table D.3. MASS PHA word distribution for ranges and sectors in telemetry.

Number of Events of BRO Events of BRO Events of BR1 Events of BR1

PHA events (sun) (non-sun) (sun) (non-sun)
0 0 0 0 0
1 0 0 1 0
Z 1 0 1 0
3 1 0 1 1
4 1 1 1 1
5 1 1 2 1
6 2 1 2 1
7 2 1 3 1
8 2 1 -+ 1
9 3 1 4 1

10 3 1 3 1
11 3 1 6 1
12 4 1 6 1
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11.4 Ho, (1998) Appendix F
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APPENDIX F: MASS TIME OF FLIGHT CALCULATION

The MASS TOF unit defines a region with a harmonic potential field, ®.
The equations of motion for ions within this region are well known. We define the
coordinate system within the MASS TOF in Figure (F.1). The x-axis is from the
vertex of the “vee” to the hyperbola, the y-axis is horizontal distance measured from
the vertex. If the hyperbola surface has a voltage of V = U, and the “vee” is V = 0,

the potential field is then equal to:
U
D(x,y,2) = d—é‘(x2 -y (F.D
whereas d is the x-distance of the hyperbola from the origin. The motions for ions

. — 1
with mass, m,; and charge, g, entering the TOF with initial energy E, = zmvf are

given as:
x(t) = x, cos(ax) + N sin(ar)
(E.2)
y(1) = y, cosh(er) + 2222 % sinh(wr)

whereas x, and y, are the initial position and the frequency wis given by:

o = 2U,q
d’m

We can study the deviation from an ideal period, At, if we assume particle
begin at x,y = (0, 0) and make a small angle, &, deviation (v//v, = tan(g) << 1) from
the angle o. We substitute o = & + € into Equation (F.2) and solve for Az, using

small angle approximation, and findAz such that
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Hyperbola

Figure F.1. Coordinate system that we will use for solving the equations of motions

for ions within MASS TOF.
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1(1 9
A stes] = 3+—5+198') F.3
(38 158 (g) (F3)

whereas the deflection in the y-axis, depends on the angular deviation such that,

Ay = Vw (e+& +0(e)). (F.4)

Therefore to lowest order, the time delay is proportional to:
At o< Ay’ (F.5)

And this deviation occurs only on one side of the peak towards longer TOF,

producing a “tail” in the TOF distribution [Sheldon, 1995].

To conclude, for ions that start out at & # 0, they will produce a longer TOF

than ions that travel at ¢ = 0.
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12 Wind SMS STICS

This section will include pieces from Chotoo et al. [1998] and Gruesbeck [2013] as well as docu-

mentation provided by the instrument team.

12.1 Chotoo, (1998)
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CHAPTER 2: INSTRUMENTATION

This Chapter contains a description of the instrument used in this study. The
chapter is introduced with a brief overview of the WIND mission followed by a
summary of the Solar Wind, Mass, and Suprathermal Ion Composition (SMS)
investigation on WIND. The main instrument used in this work is the suprathermal
SMS sensor (STICS). The way STICS works and its angular resolution are discussed
in Section 2.3. The STICS data transmitted from the spacecraft to the Earth are

reviewed in Section 2.4.

2.1 The WIND Mission

The WIND spacecraft was sucessfully launched on November 1, 1994. It is the
first of two missions in the Global Geospace Science (GGS) initiative, the other being
POLAR (launched February 24, 1996). The main focus of GGS is to greatly improve
the understanding of the flow of energy, mass, and momentum in the solar-terrestrial
environment with particular emphasis on the near-Earth region (Acuna et al., 1995).
While WIND is mainly concentrating on the region upstream of the Earth's
magnetosphere and bow shock, POLAR is focusing on the Earth's magnetosphere
with a 2 x 9 Earth radii (Re) polar orbit.

The GGS program is part of the US contribution to the International Solar
Terrestrial Physics (ISTP) program. ISTP is a joint effort by the United States,
Europe, Russia, and Japan to understand the physics of the behavior of the solar-
terrestrial system in order to predict how the Earth's atmosphere will respond to
changes in the solar wind. The Japanese Institute of Space and Astronautical Science
(ISAS) launched GEOTAIL, which has been collecting data in the Earth's geomagnetic
tail since 1992. The SOHO and CLUSTER Programs are the European Space
Agency's (ESA) contribution to the ISTP effort. SOHO was successfully launched in
December 1995, but CLUSTER was destroyed during its launch in June 1996.
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CLUSTER is now being rebuilt by the ESA. The InterCosmos Agency (IKI) of the

former USSR and Eastern European countries contributed its INTERBALL set of four
spacecrafts (Whipple and Lancaster, 1995). INTERBALL-TAIL was launched on
August 3, 1995 and INTERBALL-AURORA. on August 29, 1996.

The WIND mission was designed to measure the properties of the solar wind
before it reaches the Earth. The initial orbit consisted of a series of lunar swingbys
causing the spacecraft to move quickly in and out of the Earth's magnetosphere (Figure
2.1). This allows WIND to study the Earth's bow shock, magnetosheath,
magnetosphere, and the corresponding boundary layers. WIND spent several months
in 1995 and 1997 in a halo orbit around the Lagrangian point (L1) between the Earth
and the Sun, about 240 Earth radii (1 Re = 6380 km) from the Earth, where it
continuously monitored the solar wind. There are eight instruments on the spacecraft
which consists of twenty-four separate sensors. These state-of-the-art instruments are
optimized for measuring waves. fields, and particle distributions of space plasmas.
Table 2.1 gives a summary of these instruments. The spacecraft itself is cylindrical in
shape with a diameter of 2.4 m and a height of 1.8 m and spins at a rate of ~20 rpm
(Harten and Clark, 1995), see Figure 2.2. Throughout the entire mission the spin
axis will be normal to the ecliptic plane with the spacecraft +z axis (Figure 2.2) pointing

in the -z Geocentric Solar Ecliptic (GSE) direction.

2.2 The Solar Wind, Mass, and Suprathermal Ion Composition

Experiment (SMS)

The Solar Wind, Mass and Suprathermal Ion Composition (SMS) investigation
is making major contributions to the global objectives of ISTP. It is designed to
measure, under all conceivable solar wind flow conditions, (1) the elemental and
isotopic composition of solar wind ions, and (2) the differential energy spectra,

abundances and charge states of all dominant species from H to Fe with energies
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between 0.5 to 230 keV/e (Gloeckler et al., 1995). This experiment consists of three
separate sensors: the Solar Wind Ion Composition Spectrometer (SWICS), the high-
resolution MASS spectrometer (MASS), and the Supra-Thermal Ion Composition
Spectrometer (STICS), serviced by a common data processing unit (DPU).

SWICS uses electrostatic deflection followed by a time-of-flight (TOF) and
energy measurement. After particles pass through the SWICS deflection system. they
are accelerated in order to increase the energy of the solar wind ions above the 30 keV
threshold of the low-noise solid-state detector in the time-of-flight system. SWICS
was designed to measure the abundances of about forty different ions in the solar wind
and to give their speed and kinetic temperature.

MASS uses electrostatic deflection followed by a time-of-flight measurement but
does not require an energy measurement. The MASS sensor is the first instrument
flown that can routinely measure the isotopes of the solar wind elements heavier than
helium because of its high-mass resolution (M/AM > 100). MASS is characterizing in
detail the matter entering the magnetosphere by measuring the elemental and isotopic
composition of the solar wind.

STICS also uses electrostatic deflection followed by a time-of-flight (TOF) and
energy measurement, but has no post acceleration. STICS characterizes the
interplanetary suprathermal ion populations by measuring the three-dimensional
distribution functions of H, He, C, O, Si, and Fe for direct comparision with ion

populations inside the magnetosphere. STICS is also used for pick-up ion studies.
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Figure 2.1. The WIND trajectory at different stages during the mission (GSE X-Y
projection).
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Figure 2.2. The WIND spacecraft and its sensors (Harten and Clark,
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Table 2.1. Summary of the different instruments on the WIND

spacecraft,

the principal investigator (P.I.) for each instrument,

and the P.l.'s institution (Hartem and Clark, 1995).

Instrument

Description

Principal Investigator

Magnetic Field
Investigation (MFI)

Radio and plasma
wave experiment
(WAVES)

Solar Wind
Experiment (SWE)

3-D Plasma (3-DP)

Energetic Particles:
Accelertaion,
Composition
Transport (EPACT)

Solar wind/Mass
Suprathermal ion
composition studies
(SMS)

Transient Gamma-
Ray Spectrometer
(TGRS)

KONUS
(Russian instrument)

d/c magnetic fields

a/c electric/magnetic
fields 8 Hz-16 MHz

Mass, energy, direction
of low energy ions and
electrons

7eV-22keV

Distribution and energy
of ions and electrons in
range

3eV-30keV and
20keV-11 MeV (SST)

Mass, energy, direction

of ions in range 0.2-500

MeV

Mass, energy with

angular resolution of ions

in range 0.5-230 keV/e

High spectral resolution

gamma-ray detector in

range 15 keV to 10 MeV

High time resolution
eamma-ray detector

R. Lepping (NASA/GSFC)

J. Bougeret (Obs. de Paris)
M. Kaiser (NASA/GSFC)

K. Ogilvie (NASA/GSFC)

R. Lin (U.C. Berkeley)

T. von Rosenvinge
(NASA/GSFC)

G. Gloeckler (U. of
Maryland)

B. Teegarden
(NASA/GSFC)

E. Mazets (IOFFE Institute
Russia)
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2.3 The Supra-Thermal Ion Composition Spectrometer

STICS can determine the mass. charge state. and mass per charge of the ions.
their arrival directions both in and out of the ecliptic plane, and their energy-per-charge
(E/Q). STICS uses an electrostatic deflection system to select ions of a given energy-
per-charge value followed by a time-of-flight (TOF) measurement of the ions. The total
ion energy is then measured with a solid state detector. The combination of these
measurements allows the determination of the mass, charge, and energy of the
incoming ions. Due to its angular resolution and the large angular acceptance. STICS
can therefore determine the full three-dimensional distribution functions of suprathermal
ions in the energy range 6.2 - 223.1 keV/e.

Physically, STICS is made up of two units: the STICS sensor and the Analog
Electronics (AE) Box (Figure 2.3). The sensor contains the deflection system. three
time-of-flight telescopes. high voltage (HV) power supplies for the deflection system.
the microchannel plates, and the detector pre-amplifiers. The remainder of the analog
electronics, including the shaping amplifiers. discriminators, time-of-flight circuits,
analog-to-digital converters (ADC), valid-event logic circuits (for the pulse height),
and the low voltage power supply are located in the separate Analog Electronics Box.
This separation frees the mechanical and thermal design of these circuits from the
constraints imposed by the odd shape of the sensor package. Outputs from the Analog
Electronics Box are sent to the SMS Data Processing Unit (DPU) where they are

processed then submitted to the spacecraft telemetry (Galvin, 1991).

2.3.1 Principle of ration

Figure 2.4 shows a simplified cross-sectional view of the STICS sensor. For a
more detailed description see Gloeckler et al. (1995). Particles enter the spherical
electrostatic deflection system through a simple aperture which includes a light trap.

The light trap is important because the TOF section is senstive to ultraviolet radiation.
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Only those ions with a specific E/Q determined by the voltage U on the analyzer make it

through to the time-of-flight system. A pair of high voltage power supplies step the
voltage on the deflection plates once every spin or every two spins depending on the
telemetry rate. Thirty-two deflection voltage steps (DVS 0 - 31) are logarithmically
spaced to take the plates from a minimum of +260 volts to a maximum deflection
voltage of +10 kilovolts in order to cover the entire E/Q range of the sensor (6.2-223.1
keV/e). Since STICS became fully operational on December 21, 1994, DVS 2-31
were used for the first sixteen days. From January 6, 1995, onwards, DVS 0-30
(excluding DVS 26) have been used.

After passing through the deflection system. the particles strike a thin (~2pig/cm?)
carbon foil at the entrance of the TOF telescope. As the particles pass through the foil,
they knock off secondary electrons, but the particles themselves continue on through
the TOF chamber relatively undisturbed. The secondary electrons are detected by the
front secondary electron detector assembly (SEDA), which consists of a Start
microchannel plate (MCP), two discrete front anodes. and a system of accelerating
gaps and deflection electrodes for accelerating and guiding the electrons onto the MCP.
This generates a START signal for the TOF analysis. Each front MCP has two anodes,
which give additional information on the angle of the ions entering the instrument.

When the particles reach the end of the telescope, they strike a solid-state detector
knocking out secondary electrons. These electrons are detected by the rear SEDA
creating the STOP signal. If the energy of the particle is greater than the threshold of
the solid-state detector, an energy measurement is also obtained.

The TOF system consists of three identical telescopes stacked vertically in the
STICS sensor. The middle telescope (2) measures particles in the ecliptic plane within
#26.5°. Telescope | looks above the ecliptic from 26.5° to 79.5°, and telescope 3

scans below the ecliptic from -26.5° to -79.5°.
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If both a START and a STOP signal (double coincidence) are generated. the

time, t. for the particle to travel a known distance (d = 10 cm) can be determined. For
triple coincidence must be three signals, the START, STOP, and energy measured
(Emeas) by the solid-state detector. Along with the E/Q from the deflection system we
can calculate the mass (M), ionic charge state (Q), and the incident energy (E) of each
ion using the following equations:

M = 2(V/dY%(Emeas/Y)

M/Q = 2(Vd)AE/Q) (2.1

Q = (EmeasW(E7Q)

E=Qe«(EQ)
E'/Q takes into account the smail energy loss of the ions passing through the thin
carbon foil, and yis a number less than one that takes into account the pulse height
defect in the solid-state detectors. If the energy of the incident particle is not large
enough to trigger the SSD and only t is measured, then only M/Q can be determined,
and the mass is colloquially called "mass zero” events. If both Eneas and t are obtained.
then the mass and M/Q can be calculated.

Besides composition measurements, the particle's direction can be determined.

The six discrete Start anodes (two each per Start MCP) provide the polar entrance angle
of the incident particle. The polar angle of +79.5° to -79.5° out of the ecliptic is divided
into six equal sectors, and each START anode represents one of these polar sectors,
nominally 26°. The anodes are labeled from top to bottom: anodes 1 and 2 are in
telescope 1, anodes 3 and 4 in telescope 2, and anodes 5 and 6 in telescope 3 (Figure
2.5a). For the azimuthal angle, the DPU uses information from the sector/spin clock
of the spacecraft. The spacecraft spin axis is perpendicular to the eclipitic plane, and
one complete spin is divided up into sixteen 22.5° azimuthal sectors labelled 0-15. The

direction of the sun is typically in azimuthal sector 9 (Figure 2.5b).
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(2.5a) 79.5°
i !
Z(GSE) |

(2.5b)

Figure 2.5. (a) STICS polar look directions for TOF telescopes I, 2, and 3. (b)
STICS look direction in the ecliptic plane consists of sixteen azimuthal sectors (0-15).
The view from the north looking downwards shows the spacecraft spinning clockwise.
The look angle for the center of each sector is indicated in degrees. Solar wind ions are
typically detected in sector 9 of telescope 2.
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2.3.2 Angular Apertures
Polar (o) Direction: The nominal polar acceptance angle is 159 (+79.5° from the

ecliptic plane). However, certain angular ranges were blocked due to mechanical
considerations in assembling the instrument (Figure 2.6). Because the carbon foil used
in the time-of-flight chamber is very thin, it had to be mounted in four sections for each
telescope leading to three blocked angular ranges per telescope. The effective polar
acceptance angle, Aa, for the entrance aperture of each telescope is about 44.44° with
telescope 1, 2, and 3 looking above, in, and below the ecliptic, respectively.

Azimuthal (B) Direction: Figure 2.7 shows a cross-sectional view of the entrance
aperture. Only the particles entering from +2.6° to -2.2° of the center line are focused
to the center field of view (FOV) where they are then channeled into the deflection
system.

The effective area of the physical opening, through which particles can be
detected, has an azimuthal acceptance angle, AB =4.8" and radius, r=3.594 cm.
Therefore, the area of the entrance aperture, Ae, for each telescope is as follows:

Ae = r2A0AB

Ae[ = ACZ = Ae3 =0.84 cm? (2.2)
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Figure 2.6. Physical blockages result in a reduced polar acceptance angle for
telescopes 1, 2 and 3.
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Figure 2.7. A cross-sectional view of the entrance aperture showing the azimuthal
acceptance angle.
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2.4 Telemetry

The spacecraft traiismits data back to Earth at two different telemetry rates: high
bit rate (HBR) and low bit rate (LBR). In high bit rate the STICS telemetry allocation
is 720 bits per second and in low bit rate, 360 bits per second . When WIND is in the
near Earth region, the telemetry is sent at high bit rate. As the spacecraft moves away
from Earth in interplanetary space, the data are transmitted at low bit rate. The
telemetry received from the spacecraft consists of Housekeeping (HK) Data, Direct
Sensor Rates, Science Rates, and Pulse Height Analyzed (PHA) Words. In high bit
rate, the STICS deflection voltage is held constant for one spin (~3 secs) and in low bit
rate, for two spins (~6 secs) . All STICS counting rates are given in terms of counts at
each voltage step. A detailed description of the STICS telemetry can be found in the
DPU document (Gerlach and Wiewesiek, 1994).

2.4.1 Housekeeping Data

This data basically contains information on the operating status of the instrument.
For example, the ON/OFF status of the power supplies. the deflection voltage step
number, the SSD threshold levels, the MCP levels, compression codes, trigger
modes, etc., are all part of the housekeeping data. The current and voltage of all

power supplies can also be found in the HK data.

2.4.2 Direct Sensor Rates

These rates are read from the different counters in tne time-of-flight section for
each telescope, e.g., the front SEDA rates (FSR's), the rear SEDA rates (RSR's).
the solid-state detector rates (SSD's), the double coincidence rates (DCR's), the triple
coincidence rates (TCR's), etc. The FSR is the most sensitive rate, and it is our best

indicator for when a particle event has occurred.
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2.4.3 Science Rates

The M-M/Q space is divided-up into three different regions. Range 0. 1 and 2.
The Basic Rates (BR0O. BR1 and BR2) count the total number of particles in each
Range (RO, R1 and R2, respectively). Within these regions there are pre-defined
boxes (see Figure 2.8) representing charge states of different elements. e.g.. H*,
He*, He2+, O+, 06+, O7+, Fed+ Fe9*. Fel0+ etc. The He2* rate is the High-
resolution Matrix Rate (HMR) which contains full directional information (6 polar
sectors X 16 equatorial sectors). The medium-resolution Sectored Matrix Rate (SMR)
contains only partial directional information (3 polar x 8 equatorial sectors). The H*
rate is the SMR. There are twenty Omnidirectional Matrix Rates (OMRO0-19) which are
accumulated over all polar and equatorial sectors and contain no directional information.
Table 2.2 gives a list of all the science rates along with their boundaries in M-M/Q
space as currently defined in the DPU. The H*, He*. and He2* rates all include both
triple coincidence and double coincidence data ("mass zero (mz)" events), whereas
OMR!-19 contain only triple coincidence data. The rate boundaries are changeable by

command.

2.44 PHA Words

The analog electronics generates an Event Word for every detected particle and
sends it to the DPU. The Event Word contains the measured time-of-flight, measured
energy and detector/telescope identification. All Event Words are classified by the DPU
for placement into Basic Rate bins and possible placement into other Science Rate bins.
In addition, a limited number of Event Words are selected by the DPU for formatting
into the STICS PHA Words. Each PHA word consists of the STOP MCP
identification, START and Range identification, the measured energy channel number,

azimuthal sector number, SSD number, and time-of-flight channel number. The
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Figure 2.8. Raw PHA data plotted in M-M/Q space for April 7, 1995 15:00-20:00 UT
from the out-of-ecliptic telescopes (1 and 3) when WIND was in interplanetary space
~223 Re upstream of the Earth. The Basic Rate and Matrix Rate boundaries are shown.
The horizontal "stripes” in the H* box appears because the mass values are rounded-off
to 1 decimal place. The size of the boxes give an indication of the allowable spread in
the data.
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Table 2.2 Default Matrix Rate definitions in M-M/Q space as
defined in the DPU.

Rate

Designation

Mass Range

(amu)

M/Q range

(amu/e)

| CHe? | 279630 | 171232

| | mz? 1.61-2.32

SMR ! HY | mzf-2.3 0.90-1.26

OMRO | “"He* | 279-630.mz | 3.55-4.67
OMRI | C8+ | 9.04-12.99 1.87-2.18
OMR2 |  C5*+ = 9041299 | 225-2.54

|t OMR3 | C* 9041299 | 287-3.24
OMR4 | O™+ | 14212041 | 2.11-2.46

"5 OMRS | 06t .  10.83-204l 2.54-2.87
OMRG _ ©O* 4.80-7930 | 14.89-20.20

| omrz Ne8+ 17.03-22.3¢ | 2.32-2.54
Mg 10+ 22.34-26.77 2.25.2.54

Mg8* 22342677 | 2.87-3.24

Ssil2+ | 2677-38.44 | 2.18-2.39

Si% | 26.77-38.44 2.96-3.24

Si8+ 26.77-38.44 3.24-3.66

Fel6+ 38.45-79.28 3.34-3.55

Fel4+ 38.45-79.28 3.77-4.14

Fel2+ 38.45-79.28 4.40-4.82

Fell+ 38.45-79.28 4.82-5.28

Felo+ |  38.45-79.28 5.28-5.78

Fed+ 38.45-79.28 5.78-6.53

Fes+ 38.45-79.28 6.53-7.38

*See Table 3.2 for revised helium M and M/Q boundaries in ground-based

PHA analysis. "Mass zero (mz) or double coincidence events.
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energy and time information given in the PHA word is the same as that in the Event

word, except that the energy is compressed to 9 bits in the PHA word.

The Start anodes are used to define the incident polar direction of each particle
(see section 2.3.1). There are 10 START states which identify the anode that fired.
States -6 indicate which single front anode fired. State 7 indicate a simultaneous firing
by anodes | and 2, state 8 simultaneous firing by anodes 3 and 4, and state 9
simultaneous firing by anodes 5 and 6. State O means that no anode fired. The START
state and Range of a particle are combined into one number (ID) using the following
relation:

ID = START*3 + Range (2.3)
where START = 0-9 and Range = 0-2. This gives the following Truth Table (2.3) for
ID:
Table 2.3. Truth table for the ID states of the the combined

START and Range values stored in the PHA words. States 30
and 31 are undefined.

Because of the limited telemetry, the DPU cannot send every Event Word down
as a PHA word. Hence the Event Words are prioritized and a limited number that meet
pre-defined criteria are incorporated into the telemetry. STICS is allotted 22 PHA
words for the duration of each voitage step (one spin in high bit rate, and two spins in
low bit rate). If there are 22 particles or fewer detected during one voltage step, then

all the corresponding PHA words are transmitted by the DPU to the spacecraft
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telemetry. In this case unused STICS PHA slots are assigned to SWICS or MASS.

otherwise the slots are filled with zeros. If there are more than 22 particies detected
during one voltage step. then an attempt is made to sample all azimuthal directions and
all ranges with Range 0 having highest priority and Range 2, lowest. There are 8 PHA
slots for Range 0, and 7 each for Ranges 1 and 2. Any spare slots in any Range are

allotted according to range priority.

2.5 Summary

The STICS instrument uses electrostatic deflection. followed by a time-of-flight
measurement, and an energy measurement with a solid state detector to determine the
mass. mass-per-charge, and energy of ions from H - Fe in the energy-per-charge
range of 6.2 - 223.1 keV/e. In flight, the electrostatic deflection voltage is stepped in
30 logarithmically spaced steps covering 6.2-198.8 keV/e. The arrival directions of the
ions can also be obtained. There are six polar sectors covering +79.5° relative to the
ecliptic plane, and sixteen azimuthal sectors covering 360°.

The STICS telemetry consists of Housekeeping Data, Direct Sensor Rates.
Science Rates, and Pulse Height Analyzed (PHA) Words. The Housekeeping Data
contain information on the operating status of the instrument, and the Direct Sensor
Rates are read from the different counters in the time-of-flight section. Each Science
Rate gives the number of counts falling within a specified range of mass and mass-per-
charge values representing a given ion (H*, He2+, He*, 06+, etc.) or range of ions.
All STICS counting rates are given in terms of counts per deflection voltage step. The
PHA words contain the measured energy, measured flight time, and directional

information for each detected ion. STICS is allotted 22 PHA words per voltage step.
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CHAPTER 3: DATA ANALYSIS

In this chapter, the algorithms used in extracting the mass and mass-per-charge
information from the STICS science telemetry data are first given in Section 3.1. The
number of measured counts for a given ion at a given energy-per-charge channel can be
converted to differential flux or distribution function using the instrument response
function in order to get an energy spectrum or velocity distribution, respectively. The
different factors that make-up the instrument response function are explained in Section
3.2. The method used to bin the data and the equations used to calculate the differential
flux and distribution function are discussed in Section 3.3 and 3.4. A summary of the

information is presented in the last section.

3.1 Data Extraction

The STICS data basically consists of Matrix Rates and puise height analyzed
(PHA) data for each deflection voltage step (DVS) or equivalently each energy-per-
charge (E/Q) channel, (see section 2.4). Only two of the Matrix Rates (H* and HeZ2+*)
contain directional information, whereas the rates for the other ions are averaged over
all directions by the data processing unit (DPU). The Matrix Rate for each ion keeps
track of all the counts detected by STICS that fall into pre-defined boxes in M-M/Q
space. On the other hand, the PHA data have full information for each detected
particle: the energy channel number, the time-of-flight channel number, both
azimuthal and polar directions. However, the number of PHA words may be less than
the number of detected particles. Because of the limited telemetry, STICS is only
allowed 22 PHA words per DVS. When the number of particles exceeds 22 for any
DVS, the data are normalized by the Basic Rates to take this into account (see Section
3.2.2).

The PHA data is preferred over the Matrix Rates when studying STICS data in-

depth because they contain all the information for each particle, and they are less
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susceptible to being corrupted during transmission from the spacecraft to the Earth
(telemetry hits). With the PHA data, the ion identification is not limited to the pre-
defined Matrix Rate M-M/Q boxes as defined in the DPU. New box definitions may be
created and old ones redefined to classify ions as needed. More thorough checks can
be made on the PHA data to ensure that they are not corrupted.

Each STICS PHA word is stored in 4 bytes (32 bits) of telemetry. The time-of-
flight channel number, the solid-state detector (SSD) identification, the azimuthal
sector, the compressed energy channel number, the Start anode identification and
Range combined into ID (see equation 2.3 and Table 2.2), and the Stop MCP
identification. The Start anode and Range information can be separated using the
following equation:

START =1D/3 {integer division}
Range = ID - 3*START (3.1)
The time-of-flight channel number, Tch, is converted to time, T, in nanosecond (ns)
using the following relation as determined from pulser calibrations (see Appendix A.3):
T {ns} = [Tch - 44]/2.372530695 (3.2)
The compressed energy channel number, Ec, is first decompressed to Ed using
Ed=Ec for Ec <256
Ed = 2E¢ - 256 for 256 <E; < 384 (3.3)
Ed =4E¢ - 1024 for 384 <E; < 1024
Then E{ is converted to the measured energy, Emeas, in units of kiloelectronvolts
(keV) using the following equation:
Emeas {keV} = [Ed + 6)/0.37654782 (3.4)
The energy-per-charge can be determined using:
E/Q {keV/e} = 6.190722 * (1.1225857)DVS 3.5)
The mass-per-charge and mass are calculated using the following algorithms

M/Q {amw/e} = 1.9159E-05 * [E/Q - C{] * 12 (3.6)
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where C]=1.5forM/Q<lland C; =2.5forM/Q=> 11, and

InM) = A + Ao*X + A3*Y + A4*XY + As*X2 + Ag*Y3  (3.7)
where A =2.69575, Ay =-0.843766, A3 =-2.38009, A4 =0.385641, As=
0.0513127, Ag=0.0690096, X = In(Empeas), and Y = In(t). If Eqeas < Emin =21
keV, then M =0, commonly called "mass zero" events since the M/Q can still be
determined from the time of flight.

The M-M/Q space is subdivided into 58 mass bins (Nmp) and 126 mass-per-
charge bins (Ng) that are logarithmically spaced between the minimum and maximum
values. The boundaries of the Nm bins are defined by the following relations:

Mass Range {amu} =0.5 - 95.0

NmRange =1-58

km = (95.0/0.5)1/38

M {lower bound of Np in amu} = 0.5 * kpp(Nm- 1 (3.8)
For the "mass zero" events, Nm = 0. Similarly, the boundaries of the Nq bins are
defined as follows:

Mass/Charge Range {amu/e} =0.9 - 42.0

NgqRange =1-126

kq = (42.0/0.9)1/126

M/Q {lower bound of Nq in amu/e} = 0.9 * kq‘Nq -b (3.9)
Classifying the ions into these small Nm-Ngq bins is extremely useful when studying
charge states. For example, for 55Fe ions at energy 78 keV, charge state 9+ will enter

during DVS 3, whereas charge state 10+ will enter during DVS 2.
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3.2 Instrument Response Function

After identifying the element and its charge state from the PHA data, further
analysis may involve calculating the distribution function, f(v), over a given time
period. In order to do so, the instrument response function must be applied to the
accumulated raw counts. The instrument response functions includes the Duty Cycle
and Deadtime Correction, the Basic Rate Normalization to the PHA data. the Box
Efficiency in M-M/Q space, Geometric Factor, the time-of-flight telescopes

efficiencies, and the Energy Passbands.

3.2.1 Duty Cycle and Deadtime Corrections

Duty Cycle (or Accumulation Deadtime): Nominally. the spacecraft spin rate is one
rotation every 3 seconds. Since each spin is divided into sixteen azimuthal sectors, the
accumulation time for each sector is !87.5 ms. At the beginning of each of sectors 1-
15, there is a deadtime in the DPU of 12 ms during which no STICS data are
accumulated. This time is allotted to the DPU for various functions, including reading
the different counters and classifying the data for each sector. The deadtime for sector
0 is 100 ms in order to avoid accumulating data while the deflection voltage step is
changing at the beginning of this sector, a transition which takes about 50 ms. Even
when the deflection voltage step is held constant for two consecutive spins (during low
bit rate), sector O maintains the 100 ms deadtime for convenience in the DPU
programming. The overall deadtime is 0.28 sec for each spin. The deadtime correction
is a factor (Table 3.1) by which the accumulated counts for a given sector are multiplied
in order to compensate for the time the instrument is not collecting data. For example,

the correction factor for sector 0 is given by 187.5/(187.5 - 100) = 2.143.
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Table 3.1. Accumulation deadtime corrections factors.

Deadtime Correction

Sector O

Sector 1,...,15 1.068

Entire Spin 1.103

Electronic Deadtime Correction: The Electronic Deadtime can be at two levels: sensor
electronics and DPU classification. At the sensor level, the MCP can saturate if the
incident flux is too high. A cloud of electrons from more than one particle hits the
MCP, but the MCP cannot tell that the cloud came from several particles, so it counts
it as "one” event. The time signal uses "fast electronics”, but there is an "analysis
window (~409 ns)", and if another particle comes in during that window, it will not
get measured for a PHA event. The energy pulse height measurement is slowed-up by
the analysis time (~20 ps) of the current in the SSD. If another particle enters while the
energy from the first is being measured. it may not be detected as a separate event.
These effects occur at the sensor level and would affect the Direct Sensor Rates.

At the DPU level, the PHA event words are classified by the DPU using fast
look-up table techniques to establish a relation between the energy and time-of-flight.
When the incident flux of particles becomes too great, not all the particles are
processed. The DPU look-up time is not relevant to the Direct Sensor Rates, only to
the Science Rates (Basic Rates and Matrix Rates). Therefore, the Science Rates begin
to saturate before the Direct Sensor Rates. When a counting rate (Direct Sensor or
Science rate) begins to saturate, there is no longer a linear relation between the incident
flux and the rate (see Section A.2). For the first three years of the WIND mission, the
particle intensities encountered both in the magnetosphere and in interplanetary were not

large enough to make the electronic deadtime significant.
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3.2.2 Basic Rate Normalization

As previously discussed (section 2.4.4), not all the PHA Words may have been
transmitted because of the limited telemetry. To get around this problem, the Basic
Rates are used for normalization. There are three Basic Rates (BR0O, BR1, and BR2)
that count the total number of particles in each of the respective Ranges (Range 0. 1.
and 2). For STICS, each Basic Rate is sectored into eight bins. Bin | counts all the
particles accumulated in azimuthal sectors O and 1 for all three telescopes combined.
bin 2 counts all the particles accumulated in azimuthal sectors 2 and 3 for all three
telescopes combined. bin 3 counts all the particles in azimuthal sectors 4 and 5 for all
three telescopes, etc. The Range of each particle is contained in the PHA word. All
the PHA words for a given spin can be grouped according to their assigned Ranges into
PHAO, PHAI1, and PHA2 over the same sectors and all telescopes combined as the
corresponding Basic Rate sectored bin. Each PHA group is a selected subset of the
events counted by the Basic Rates. The Basic Rate Normalization is performed by
multiplying the number of measured counts in a given sector by the corresponding
weighting factor [BRipomm = BRi/PHAI]sector Wherei=0, 1, or 2.

When the spacecraft is in interplanetary space upstream of the Earth's bow shock.
the number of particles detected by the instrument is typically less than 22 for each
DVS. However, in the near Earth region (magnetosheath and magnetosphere), the

number is usually greater than 22 making the Basic Rate normalization of the PHA data

more important in that region.

3.2.3 Box Efficiency

Sometimes all the counts for a given ion may not fall into its pre-defined box in
M-M/Q space (see Figure 3.1). Or, boxes that are close together, e.g., the Fe charge
state bins, may have counts spilling over into neighboring boxes. The Box Efficiency

must be determined and used to correct for the number of measured counts. The ions
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examined in this dissertation are H*, HeZ*, and He*. Upon examining flight data,
about 8% of the H* raw counts fall outside its box causing its efficiency to be ~92%.

The He* and He2* boxes were increased because the original ones missed about
10% of the counts. The original He boxes, which are still used by the DPU, do a
good job in that they are centered on the two peaks, and the bulk of the counts for both
the "mass zero” and triple coincidence events are obtained. However, they clearly do
not contain all the He triple coincidence events, as can be seen from the M-M/Q plot
(Figure 3.1). The new He boxes, shown as dashed lines drawn around the old ones.
are about 98% efficient.

When the solar wind speed rises above 600 km/s during high speed streams. the
tails of the solar wind ion spectra are measured by the lower energy-per-charge steps
mainly as "mass zero" events in telescope 2 (middle). The mass-per-charge range of
the He2+ box is reduced for DVS 0-8 to decrease the number of heavy ions spilling into
this box (see Table 3.2 and Figure 3.1). The fraction of energy lost by the ions in
passing through the carbon foil at the entrance of the time-of-flight is greater for the
lower energy ions resulting in lower mass and mass-per-charge resolution. This means

that the box efficiency for the lower energy ions would be slightly less.

Table 3.2. Box definition and efficiency for H*, He* and He2+*.

Mass/Charge Range | Box
Efficiency

Mass Range
(amu) (amu/e)

H+ mz-2.13 0.90-1.26 0.90 for DVS < 15

0.99 for DVS 2 15
Het |1.77-6.89%, mz |3.55-4.67 0.98
He+2 | 1.77-6.89% 1.71-2.32 0.98

mz

1.61-2.32 (1.61-2.11)*

*Only used for events measured by telescope 2 DVS 0-8 during high-speed streams.
#Values different from those used by the on board DPU given in Table 2.3.
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Figure 3.1. A plot of the M-M/Q PHA data is shown for the period May 30, 1995,
10:00 - 22:30 UT during a CIR event. The new triple coincidence He* and He2* boxes
are indicated by dashed lines around the old boxes. The dashed lines in the "mass
zero" He2* box shows the reduced box used for DVS 0-8 when measuring solar wind
ions with telescope 2.
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3.2.4 Geometric Factor

The Geometric Factor relates the instrument's counting rate to the flux of the
incident radiation and is solely dependent on the dimensions of the aperture and the
sensitive area of the detector system. Consider the case of an ideal telescope. whose
efficiency for detecting particles is 100%, measuring an isotropic particle distribution
with absolute intensity I (units of counts sec-! cm-2 sr!). The counting rate, C with

units of counts sec-l, is given by

c=”(cose*dA)dQI
QA

Since 1 is isotropic, then

C=1Ig
and g:jj(cose*dA)d.Q (3.10)
QA

where g is the isotropic Geometric Factor. 0 is the angle between the incident radiation
and the normal to the element of area dA, dS2 is the element of solid angle, and A
represents the domain of dA (Gloeckler, 1970). If the area, A, of the detection
surface is normal to the incident flux, then equation (3.10) becomes

g = A*AQ 3.11)
where AQ is the effective solid angle subtended by the aperture.

For a parallel beam of particles incident perpendicular to the aperture (e.g., the
solar wind), there is no angular dependence, and in this case the Geometric Factor,
G, is simply given by

G=A (3.12)
With the STICS sensor, this area is the effective area of the carbon foil, A¢, through

which the particles pass.
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From the pre-flight calibration data and inflight cross-calibrations (Appendix A.4)

with WIND-SMS-MASS at the lower end of the STICS energy range and with WIND-
EPACT-STEDP at the higher end, the geometric factors for each telescope are as

follows:

Table 3.3. Geometric factors determined from pre-flight and inflight
calibrations.

Telescope | Parallel Beam Geometric | Isotropic Geometric Factor,

Factor. G;, {cm?} gi, {cm? sr}
I 0.72 £ 0.18 0.031 + 0.002
2 0.68 £ 0.18 0.029 + 0.002

0.029 + 0.002

0.74 + 0.18

3.2.5 TOF Telescope Efficiencies

As particles travel through the instrument, some get lost in the deflection system,
some do not pass through the carbon foil at the entrance of the time-of-flight (TOF)
telescope, and some are not detected when the reach the end of the TOF chamber. The
TOF telescope efficiencies are given in two parts, the Start (1};) and Stop (1))

efficiencies. They are defined as follows:

FSR  DCR

= = 3.13

M =GR T RsR (3.13)
DCR TCR

_ DCR AT 3.14

Ma = LR b = For (3.14)

where the Carbon Foil Rate (CFR) is the rate at which the particles pass through the
carbon foil, FSR is the Front SEDA Rate (where SEDA stands for secondary electron
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detector assembly as explained in Section 2.3.1), RSR is the Rear SEDA Rate. DCR
is the Double Coincidence (time signal obtained) Rate, and TCR is the Triple
Coincidence (both time and energy measurements made) Rate. There is no direct
sensor reading for CFR so the Start efficiency will be determined by DCR/RSR. Since
triple coincidence (mass and mass/charge measured) results in more accurate
identification of particles, TCR/FSR would be used for the Stop efficiency. But
in the case when there is no energy measurement. i.e.. only DCR. then the
DCR/FSR would be used. The DCR/FSR Stop Efficiencies are used for H+. He2+,
and He* because all three ion boxes include the "mass zero" events. Figure 3.2 shows

the smoothed TOF efficiencies curves for the calibrated ions (see Appendix A.2.4).

3.2.6 Energy Passband (AE/!
When the deflection voltage is at a given value. the spherical deflection system
will allow only those particles with a specific E/Q value to enter the instrument.

However, there is some allowable spread in these E/Q values. From calibration data

A(E/Q). was found to be |.9%

(see Appendix A.2.3), the average E/Q passband.

(FWHM) of the central energy, which is about 2.5 times less than the design goal of

5%.
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3.3 Binning the Data

The STICS instrument selects ions by energy-per-charge (E/Q) using electrostatic
deflection. There are 32 deflection voltage steps (DVS 0-31) that are logarithmically
spaced from 6.19-223.12 keV/e with a passband of 1.9% (FWHM) of the mean E/Q
value (see Table 3.4). Therefore, the data are naturally binned by E/Q. After
identifying the mass and charge of the ions, the bins can be converted to E/M using

EM {keV/amu} =E/Q * QM (3.15)

Since the lower end of the STICS E/Q range may include the tail of the solar wind
ion spectra, it is sometimes necessary to bin the data by Vion/Vsw where Vion is the
ion speed and Vgw the solar wind bulk speed. The normalized velocity bins are also
logarithmically spaced such that there is a one-to-one mapping from E/Q to Vion/Vsw.
The velocity bin number, VBN, for each ion at each DVS is given by

Vi, (km/s} = 437.74JE7M (3.16)
logyo(Vieg / V
VBN = integer| -2810(Vion / Vsw) 3.17)
VBS

where VBS = 0.025 is the logarithmic size of the bins.

3.4 Differential Flux and Distribution Function

If dN is the number of particles passing through an area element dA at location r
made over the time interval r and ¢ + dt with energy between E and E + dE whose
direction of incidence is within the solid angle cone d€2. then the differential flux,

dJ/dE, is defined by

dN = %dAdEdet 3.18)

The distribution function, f, is defined as the number of particles, dV, in an
infinitesimal coordinate-space volume (r to r + dr) and an infinitesimal velocity-space

volume (vtov + dv) atatime ¢, i.e.,

dN
F= Ty (3-19)
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Table 3.4. The corresponding energy-per-charge and passband for each
deflection voltage step. The E/Q value is obtained from equation 3.5

and the passband (FWHM) is 0.019E/Q.

DVS E/Q {keV/e} AE/Q {keV/e}

0 6.19 0.12

1 6.95 0.14

2 7.80 0.16

3 8.76 0.18

4 9.83 0.20

5 11.04 0.22

6 12.39 0.25

7 13.91 0.28

8 15.61 0.31

9 17.53 0.35 ]
10 19.68 0.39

11 22.09 0.44

12 24.80 0.50

13 27.84 0.56

14 31.25 0.62 |
15 35.08 0.70

16 39.38 0.79

17 44.21 0.88

18 49.62 0.99

19 55.71 1.11

20 62.54 1.25

21 70.20 1.40

22 78.81 1.58 |
23 88.47 1.77

24 99.31 1.99

25 111.49 2.23

26 125.16 2.50

27 140.50 2.81

28 157.72 3.15

29 177.05 3.54

30 198.76 3.98

31 223.12 4.46 |
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From equations 3.18 and 3.19, and using dv3 = v3dv dQ and dr3 = dt A v. it follows

that
%dAdEdet = fd3rd3v = fv¥dvdQ vdtdA
)
- f=md (3.20)
2E dE

where we used E = 0.5mv2 and dE = mvdv. Equation 3.20 is only true for non-
relativistic particles, and is appropriate for the STICS energy range. The differential

flux for STICS at any given energy E is

a counts DC x BRuom (3.21)

dE ~ gAEm My At Boxeg

where g is the geometric factor, AE the energy passband, 1 and 13 the TOF
efficiencies, At the accumulation time, DC the deadtime correction factor. BRporm the
Basic Rate Normalization, and Boxeff the box efficiency. The units of dJ/dE is [cm? s
st keV/amu]-!. With m measured in units of amu and E in keV along with the units of
dJ/dE, the units of f can be converted to s3/km® by multiplying the right hand side of
equation 3.20 by 1.076, i.e.,
2
m- dI 29

f{s’/kmb = 1.076 EIE (3.22)

For an omni-directional distribution. the accumulation time, At. per spinis ~3.0 s and
the and the isotropic geometric factor, g, is used. However, when measuring the uni-

directional solar wind distribution, the parallel beam geometric factor, G, is used. and
the time per spin when the instrument observes the parallel beam solar wind is given by

o]

x Spin Period (3.23)

At {s} = 3
3

00
where 3° is the effective azimuthal acceptance angle of the instrument (Appendix

A.2.2), and the spacecraft spin period is ~3.0 s.
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3.5 Summary

The PHA data are preferred over the Matrix Rates because the PHA words

contain all the information on the detected particles, and more thorough checks can be

made on the PHA data to ensure that the data are valid. The mass and mass-per-charge

can be obtained from the measured time and energy channel numbers using equations

3.2 -3.7. Since STICS uses electrostatic deflection, the incident ions are naturally

selected and binned by their energy-per-charge. The energy-per-charge bins can be

easily converted to energy-per-nucleon or, equivalently, velocity bins. The

differential flux and distribution function of a given ion can be determined by applying

the instrument response function (Table 3.5) to the measured counts as seen equations

3.21 and 3.22.

Table 3.5. Summary of instrument response function parameters.

Instrument Resgonse Function

Accumulation Deadtime: Correction Factor
Sector 0 2.143
Sector |[.....15 1.068
Entire Spin 1.103

Basic Rate Normalization

[BRiporm = BRi/PHAilsector
Range,1, =0, |, or 2.

Box Efficiency See Table 3.2
Energy-per-charge Passband
A(E/Q) [FWHM] (0.019 £ 0.001HE/Q

Geometrical Factor:
Isotropic: g1.2.3
Paralle]l Beam, G>

0.031, 0.029, 0.029 £ 0.002 cm? sr
0.68 +0.18 cm?

Time-of-flight Efficiencies:
Error Limits: Start, 11}

Stop, N2

See Tables A.2-3 for H, He
+5%:;
+15%
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12.2 Gruesbeck, (2013)
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CHAPTER V

The Wind/STICS Data Processor

In this chapter, we will discuss the method we use to process data from the
Suprathermal Ion Composition Spectrometer (STICS) onboard the Wind spacecraft.
We first provide an overview of the satellite’s mission, followed by details of the in-
strument itself. Then, we discuss the process we employ to calculate distribution
functions for various ionic species from the particle counts observed by the instru-
ment. Finally, we discuss a novel method we have begun to use to contend with the

intermittent nature of the data.

5.1 The Wind Mission

The Wind spacecraft began operating nearly 20 years ago. It was launched on
November 1, 1994 and started its data collection shortly thereafter. Wind is one of
two missions that make up the Global Geospace Science (GGS) initiative, the United
States contribution to the International Solar Terrestrial Physics (ISTP) program.
Prior to this, many spacecraft missions worked independently to make observations
with different individual focuses. Wind, combined with its sister spacecraft POLAR,
were designed to investigate the solar-terrestrial system together, with a main empha-
sis on the flow of energy, mass, and momentum in the geospace environment (Acuna

et al., 1995). Geospace refers to both Earth’s magnetosphere and the nearby helio-
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spheric environment. To accomplish a thorough investigation of this environment,
Wind observes the upstream region of the magnetosphere and bow shock while PO-
LAR observes the Earth’s magnetosphere via a polar orbit. In addition to these two
spacecraft, the ISTP program includes contributions from a number of international
space agencies. The European Space Agency (ESA) provided SOHO and CLUSTER,
the Japanese Institute of Space and Astronautical Science (ISAS), now combined with
the Japanese Aerospace Exploration Agency (JAXA), provided GEOTAIL, and the
Russian Space Agency provided INTERBALL (Acuna et al., 1995; Chotoo, 1998).
These missions combined to provide a global view of the entire solar-terrestrial sys-
tem, ranging from remote observations of the Sun, to in situ measurements in the
deep tail of the Earth’s magnetosphere.

Wind, as seen in Figure 5.1, is equipped with a series of instruments to investigate
the magnetic field, waves and the plasma environment, including solar wind and
energetic particles. Wind is a cylindrical spin-stabilized spacecraft, with its spin axis
oriented perpendicular to the ecliptic plane. The spacecraft spins at an angular speed
of twenty rotations per minute (Harten and Clark, 1995). Initially, Wind launched
with a three year mission plan, composed of a series of orbits enabling observations
both upstream and downstream of the Earth’s bowshock. This was accomplished
through a number of petal orbits, utilizing lunar swingbys (Acuna et al., 1995). The
initial mission orbits are shown in Figure 5.2.

In 1997, the spacecraft was originally planned to enter into a halo orbit about the
1st Langragian Point (L1), approximately 240 Earth radii upstream from the Earth,
along the Sun-Earth line. Here it would begin to monitor the solar wind environment
continuously. This plan was changed however, and Wind continued sampling the
magnetosphere and upstream conditions with another series of petal orbits, taking
the spacecraft through the magnetosheath and bow shock and eventually further

downstream the magnetotail. Beginning in 2001 and lasting until late 2003, Wind
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Figure 5.1: Illustration of the Wind spacecraft. The location of its instruments are
indicated. Published in Harten and Clark (1995)
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Figure 5.2: Illustration of the initially planned orbit for Wind. Shown, is the orbit

projected on the GSE X-Y plane. Published in Acuna et al. (1995)
began prograde orbits, taking it far from the Earth along a direction perpendicular
to the Sun-Earth axis. A diagram of this orbital phase is shown in Figure 5.3. In late
2003, the Wind spacecraft performed a deep magnetotail transit, traveling further
than 200 Earth radii downstream in the magnetotail, before finally moving out to
orbit L1 in mid 2004. Since then, Wind has continually monitored the solar wind
upstream of the Earth.

As previously mentioned, for nearly 20 years the Wind spacecraft has been pro-
viding a number of different observations from a variety of plasma environments and
solar conditions using eight different instruments, composed of twenty-four different
sensors (Acuna et al., 1995; Chotoo, 1998). The magnetic field is observed using the
Magnetic Field Investigation (MFI) instrument (Lepping et al., 1995). Radio and
plasma waves, that occur throughout the geospace environment, are observed with
the Radio and Plasma Waves Investigation (WAVES) (Bougeret et al., 1995). Par-
ticles are measured over a large range of energies from the six other instruments.
Low energy bulk plasma, from 7 ev to 22 keV, is observed by the Solar Wind Ex-
periment (SWE) (Ogilvie et al., 1995) while the 3-D Plasma (3DP) instrument (Lin
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Figure 5.3: Illustration of the Wind prograde orbit from mid-2001 to late 2003.
Shown, is the orbit projected on the GSE X-Y plane. Plot obtained
from the wind.nasa.gov/orbit.php site.

et al., 1995), provides three-dimensional distribution information for plasma in this
energy range. Energetic particle distributions are observed between the energies of
0.2 — 500 MeV with the Energetic Particles: Acceleration, Composition Transport
(EPACT) instrument (von Rosenvinge et al., 1995). Gamma-rays are observed on-
board Wind from two separate instruments: the Transient Gamma-Ray Spectrometer
(TGRS) (Palmer et al., 1995) and the Konus experiment (Aptekar et al., 1995). Fi-
nally, the composition of the heliospheric plasma from the bulk solar wind through
the suprathermal tail is observed with the Solar wind/Mass Suprathermal ion com-
position studies (SMS) instrument suite (Gloeckler et al., 1995). For the remainder
of this chapter, we focus on the data from the suprathermal ion population observed
from the Suprathermal Ion Composition Spectrometer (STICS), which is part of SMS
(Gloeckler et al., 1995).
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5.2 The Suprathermal Ion Composition Spectrometer (STIC

STICS is a time-of-flight (TOF) mass spectrometer, capable of measuring inde-
pendently an incoming particle’s mass, charge state, and energy. A diagram of the
instrument is shown in Figure 5.4. Particles enter through the instrument aperture
and immediately pass through an electrostatic deflection system. Here, an electric
potential is imposed on two curved plates which the particle passes between. This
potential causes the particle’s path to be deflected, allowing only ions with a specific
energy-per-charge (E/Q) through. The deflection plates step through thirty logarith-
mically spaced voltages, allowing ions to pass through with energies ranging between
6.2—223.1 keV/e. This curved deflection system not only selects the E/Q of incoming
particles but also helps to prevent any stray light from making it into the instrument.

Once through the deflection system, the particle impacts a very thin carbon foil (~
2 11g/em?), at the beginning of the TOF telescope. The carbon foil is thin enough for
an energetic ion to pass through, but it will knock off one or more secondary electrons
as it does. This secondary electron is then detected by the front secondary electron
detector assembly (SEDA), which causes a start signal for the TOF calculation. The
front SEDA consists of a microchannel plate (MCP), which generates the start signal,
and two discrete anodes, which help to provide the elevation angle information of the
ion. The ion does lose some energy as it passes through the carbon foil which can
be estimated, as described later. Once inside the TOF telescope, the ion travels a
distance of 10.0 cm until it strikes a solid state detector (SSD). Here, two things
happen. First, if the incident ion has an energy that is greater than the measurement
threshold of the SSD, ~ 30 keV, then the energy of the ion can be measured. And
second, on impact with the SSD, the ion knocks another secondary electron off of the
detector. This electron is then detected by the rear SEDA, causing a stop signal for
the TOF analysis. With both the start and stop signals, the duration the ion spent

in the TOF telescope can be determined. Since the length of the telescope is known,
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Figure 5.4: Simplified cross-section of the STICS instrument. It shows the path of a
particle as it enters the detector and travels through the system. Pub-

lished in (Gloeckler et al., 1995).
the velocity of the particle can also then be obtained (Gloeckler et al., 1995; Chotoo,
1998). Figure 5.4 shows these components of the STICS instrument which an ion
encounters during its path through the system.

The entrance aperture of STICS is oriented such that it is perpendicular to the
spin axis of Wind. This allows observations over all azimuthal angles. The instrument
itself consists of three TOF telescopes. Oriented such that observations spanning from
79.5° above the ecliptic plane to —79.5° below the ecliptic plane can be made, split into
three sectors, one for each telescope 53° in span. These three sectors are shown in the
top portion of figure 5.5. Two 53° telescopes look above and below the ecliptic plane,
while one 53° telescope looks directly along the plane. Since the instrument look

direction is perpendicular to the spin axis, STICS can observe all azimuthal directions
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Figure 5.5: Field-of-View (FOV) of STICS. The top picture shows the off-ecliptic
FOV, in the GSE X-Z plane. The bottom picture shows the azimuthal
acceptance angle for STICS for 1 observational sector, in the GSE X-Y
plane. Sectors not to scale.

as the spacecraft spins. The angular acceptance angle of the instrument is 4.8° and

continually observes particles as the spacecraft spins, observing all azimuthal angles.

The azimuthal observations are divided into sixteen equally sized bins, each having

a span of 22.5°. These are numbered from 0-15, with sector 0 denoting when the

deflection system’s voltage changes. The bottom portion of figure 5.5 demonstrates

the azimuthal span of the STICS instrument. These individual observation bins
combine to give nearly three-dimensional compositional analysis of the suprathermal

plasma (Chotoo, 1998).

STICS is optimized to make high cadence observations of the suprathermal plasma
population. As previously mentioned, the Wind spacecraft rotates at speed of 20 rpm,
equivalent to 3 seconds per spin. Each deflection voltage step is held for 2 spins in

order to make observations in all sixteen azimuthal sectors at each voltage. To step

through all of the voltage steps it takes 60 spins, or 3 minutes. Therefore, STICS
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is able to make a single £/@Q and direction observation with a time resolution of 3
seconds, and can sample the full distribution of energies, in all directions, every 3
minutes.

Properties of each observed particle, such as mass, mass-per-charge (M/Q), and
energy are calculated onboard the spacecraft. The particle data is then finally trans-
mitted to Earth in two forms. In the first form, the data is binned onboard into
previously set bins based on ion mass and M/Q. The particles are accumulated
in each bin over the amount of time it takes for the instrument to cycle through
all voltage steps, creating matrix rates for each ionic species. For the He?* matrix
rate, the full directional information is retained. While for the H™ rate, only half
of the directional information is preserved, as each returned rate is the combination
of two observational sectors. Finally, for twenty other ionic species, which represent
a number of heavy ions (such as C**, 0% and Fel®"), the returned matrix rate
is accumulated over all observation directions, retaining no directional information.
In addition to the matrix rates, STICS also creates a number of Pulse Height Ana-
lyzed (PHA) words for a subset of the particles observed by the instrument. Each
PHA word contains the measured time-of-flight, energy, and observation direction
information. This allows the element, ionic state, and velocity of the particle to be
determined. With this information, the phase space distribution for each ionic species

can be calculated.

5.3 From PHAs to the Phase Space Distribution Function

In order to maximize the scientific uses of the suprathermal plasma observations
from STICS, we often need more information than the counting rate of particles alone.
PHA words make it possible to produce the phase space distributions for each ionic
species. A phase space distribution describes the density of particles, from a given

parcel of plasma, as a function of velocity of the particles. In other words, we can
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see how the particles in a plasma are distributed over a range of energy and space.
As with any distribution, we can then take moments of this distribution in order
to determine the bulk parameters of the plasma. For instance, the zeroth moment
determines the density of the plasma, the first moment determines the bulk velocity,
and the second moment determines the thermal velocity. The process to convert
an instrument’s counting rates to a phase space distribution is well understood (von
Steiger et al., 2000). For the STICS instrument, we follow a process similar to that

presented in Chotoo (1998).

5.3.1 Calculating Physical Properties from the PHA Word

To begin, we first need to identify the ionic species that created each PHA word.
As previously mentioned, each PHA consists of the time-of-flight, energy, and direc-
tional information. This information can be used to determine the identity of the
ion. However, since this information is encoded into digital channel numbers to pre-
serve memory space, we first need to convert these to physical units. Chotoo (1998)
describes this process, using the following equations.

To calculate the time-of-flight, in ns, of the the particle, 7, from the digital channel

number, Ty, we use the following equation.

7 = (Tu, — 44) /2.372530695 (5.1)

To determine the measured energy, in keV, from the SSD, E| ., from the com-
pressed energy channel, E., we use the process described in Chotoo (1998). Due to
the memory constraints on the size of each PHA word, only 1024 different energy
channels are able to be used. However, in order to represent the full span of energies
for the many different ionic species of the solar plasma, the telemetered channel num-
ber is compressed from the actual energy channel number E4. This allows a greater

span of energy bins. Therefore, we need to first decompress the channel.
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Ey = E, for E, < 256 (5.2)
By = 2E.— 256 for 256 < E. < 384 (5.3)
Eqy = 4E.—1024 for 384 < E, < 1024 (5.4)

Then the measured energy can be obtained from the following relation.

Emens = (Eq + 6)/0.37654782 (5.5)

We can determine the E/@, in keV /e, of the ion based on the the deflection voltage
step number, DV'S| that the instrument is set to when the particle passes through
the deflection system. This step number is contained within the PHA word. To

determine the E/Q, from the step number, DV'S we can use the following equation.

E/Q = 6.190722  (1.1225857)PV (5.6)

As previously discussed, the STICS instruments steps through a total of thirty
separate voltages which are applied across the deflection plates, allowing ions with
energies ranging from 6.2—223.1 keV /e. In order to fully sample all sixteen azimuthal
directions at each voltage step, the deflection voltage is currently held constant for two
spins. This allows for an ample observation time while in the heliosphere. Therefore,
it takes a total of sixty spins to step through all the defined voltage steps once. One full
sequence of all the voltage steps is defined as a cycle. The order in which the voltage
is applied can be defined at any time. Currently, STICS uses a triangular stepping
sequence. In other words, the deflection plates begin at the lowest possible voltage
and steadily increase to the maximum voltage over the next thirty spins, holding

each step constant for two spins. After the plates reach the maximum voltage of the
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Figure 5.6: Typical E/Q stepping sequence for the STICS deflection system.

stepping table, STICS steadily steps back down to its minimum voltage over the next
thirty spins. The voltages applied during the first thirty steps are different from those
applied during the last thirty steps, allowing different ion £/ through on either side
of the voltage maximum. An illustration of the triangular stepping sequence is shown

in figure 5.6.

5.3.2 Ion Identification

Once the TOF, E/Q, and energy of a PHA are determined, identification of the
ionic species is possible. This can be accomplished in a few different ways. First,
we will discuss using the time-of-flight and the energy-per-charge of the particles.
Figure 5.7 shows the distribution of PHAs, accumulated over the entire year of 2004,
versus the time-of-flight and the E/Q of the measured ion. It can be seen that there
are a number of distinct tracks that are enhanced over the background. These tracks

correspond to individual ion species. The three bright tracks on the left side of the
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Figure 5.7: Distribution of the particles over the time-of-flight and energy-per-charge
measured by STICS. The data shown is an accumulation of PHAs over
the entire year of 2004. The thin black line is the predicted location of O,
while the two thick black lines indicates the bin used for O identification.

data correspond to Ht, He*' and He't. In early 2004, Wind was finishing its deep
magnetotail orbit, spending a portion of time sampling the Earth’s magnetosphere,
resulting in a large O track appearing in the data, to the right of the previously
mentioned three tracks. We will use this track as an example of identification using
the TOF and E/Q distribution.

To ensure that the TOF track is composed of O+ ions, we first predict the time-
of-flight for an O+ ion at all the energy-per-charge steps of STICS. We do this by
calculating the velocity an ion would have after it passes through the carbon foil, Vi,
in km/s, entering the STICS TOF telescope during energy-per-charge step, E/Q in

keV /e, using the following relation.
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Vion = 439.36 % / ((E/Q) * (Q/M) — (Eioss/M)) (5.7)

In the above equation, ()/M represents the ratio of the charge to mass of a specific
ion. To improve the accuracy of the ion’s predicting velocity in the TOF telescope,
we must account for the energy lost by the ion when it passes through the carbon
foil, Ejoss. This can be estimated by using the Transport of Ions in Matter (TRIM)
software (part of the Stopping and Range of Ions in Matter (SRIM) software package,
www.srim.org). TRIM calculates the kinetic energy a particle loses when passing
through some material from collisions with the atoms of the material. By performing
a monte carlo simulation of atoms of a specific energy impacting a defined material one
can estimate the average loss of energy for a particle passing through that material.
Figure 5.8 shows one such calculation we performed for an oxygen atom with an energy
of 78.81 keV impacting a layer of carbon 89 angstroms thick, similar to the carbon foil
in STICS. The energy loss has a gaussian distribution, due to the randomness of the
scattering of the particle in the material. Therefore, we can determine the energy loss
for a particular energy-per-charge step by calculating the mean of the distribution.
This calculation is carried out for all /@) steps of the instrument to characterize the
energy loss for all possible ion observations.

Once the velocity of the ion has been determined, it is trivial to determine the
ion’s time-of-flight, 7 in ns, through the TOF system. Since the distance the ion
travels in the TOF telescope, d = 10.0 cm, is known, 7 is simply the ratio of distance
to velocity. The following equation shows this relation, where the leading factor of

10000 performs the necessary unit conversion.

Tion = 10000 x (5.8)

Vion

Combining Equation 5.7 and Equation 5.8 results in the relation for the predicted
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Figure 5.8: Results of the TRIM calculation for a number of oxygen atoms, with an
energy of 78.81 keV, impacting a carbon foil of thickness of 89 angstroms,
the same thickness as the carbon foil on STICS. The red curve is a gaus-
sian curve fit to the histogram, with the mean energy loss and standard
deviation displayed.
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time-of-flight of an ion determined by its £/Q, as measured by STICS.

439.36 h
r= | oures * V(EIQ) * (@/M) = (B M) (5.9)

In Figure 5.7, the predicted time-of-flight, using Equation 5.9, of an O" ion is
plotted as the thin black line. It can be seen that this predicted track lines up with
the bright track in the data. For each voltage step, a range of potential £/Q of the
incident ions are capable of passing through the deflection system. This is referred

to as the energy passband, AE/Q. Calibration data has shown that the average

passband is AEI%Q = 1.9% (Chotoo, 1998). Considering this spread in £/ we can
create a TOF band, centered on the predicted track, for a given ion. This band is
shown in Figure 5.7, by the two thick black lines. Any PHA landing in this band
we then classify as an O ion. As can be seen, the entire bright track in the data
lies within these bounds. For any ion which we can create a track for, we can then
classify using the time-of-flight and energy-per-charge information of the PHA.

The TOF-E/Q method works well for ions that have distinct mass-per-charge
ratios, but for many of the heavy ions, these tracks would overlap each other, making
it harder to classify the ions. Instead we can use the mass and mass-per-charge
calculated from each PHA word. From the E/Q, energy, and time-of-flight of the
PHA, we can calculate the mass and M/Q. This method is similar to the one used

onboard the spacecraft to create the matrix rates previously discussed. Chotoo (1998)

provides the equations used for these conversions.

M = 25 (r/d)” * (Bunews/?) (5.10)

M/Q = 2x(7/d)?** (E/Q) (5.11)

We then create a distribution of PHAs, accumulated over a length of time, in
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Figure 5.9: The top panel shows a distribution of PHA words from May 30, 1995
versus M /@) and mass. The bottom panel shows the distribution of counts
integrated over all masses as a function of M/Q. The Mass-M/@Q box
boundaries for H+ ions is shown, as well as the general location of the
He2+ ions, He+ ions, C' group, O group, and F'e group.

Mass-M /@ space. Figure 5.9 shows one such distribution, accumulated on May 30,
1995, similar to the Figure in Chotoo (1998). Compared to Figure 5.7, individual ions
appears as distributions spread around a single point, determined by the ion’s mass
and M /@, instead of tracks. The top panel of Figure 5.9 displays the distribution
of particles that created PHA words, while the bottom panel shows the number of
particles per M/Q. The bottom panel is created by integrating over all masses for
each M /@) bin in the distribution.

Based on the mass and M /@) of each species, the identification of the ionic species

is possible for each particle. To do this, we create boxes in Mass-M /(@ space, centered
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Ionic Species | Mass Low | Mass High | M/Q Low | M/Q High
(amu) (amu) (amu/e) (amu/e)
H* 0.0 2.13 0.90 1.26
He™ 2.79 6.30 3.55 4.67
He?*r 2.79 6.30 1.61 2.32
cH 9.04 12.99 2.87 3.24
CoF 9.04 12.99 2.25 2.54
oLk 9.04 12.99 1.87 2.18
o+ 4.80 79.30 14.89 20.20
o°* 10.83 20.41 2.54 2.87
o™ 14.21 20.41 2.11 2.46
Febt 38.45 79.28 6.53 7.38
Fedt 38.45 79.28 5.78 6.53
[ el0+ 38.45 79.28 5.28 5.78
Fell+ 38.45 79.28 4.82 5.28
Fel2t 38.45 79.28 4.40 4.82
Felat 38.45 79.28 3.77 4.14
Feltt 38.45 79.28 3.34 3.55

Table 5.1: Mass and M /@ boundaries for ionic species measured by Wind/STICS.
Published in Chotoo (1998).

on the mass and M/Q for each species. These boxes account for any spread of the
ions in the space due to energy loss of the ion in the system and the energy passband
of the instrument allowing ions with energies ranging about the E/Q step to enter
the system. In Figure 5.9 we show one such box, in the top panel, for selecting
protons. Any particle that falls within this box is classified as a proton. Using the
same mass and M /@ box definitions which STICS uses onboard to create the matrix
rates for heavy ions, as described earlier, we can then classify a number of the ions.
In Figure 5.9 we have indicated the distribution of both the He+ and He2+ ion as
well as the general location of the C', O, and Fe groups of ions.

Table 5.1 shows the boundaries of these boxes in both dimensions for the heavy
ions which we can currently identify, provided by Chotoo (1998). If an incoming
particle does not have enough energy to overcome the SSD energy threshold, then its
mass can not be determined. These events are called double coincidence events, as

only a start and stop signal can be made, as opposed to a triple coincidence event,
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when both timing signals and an energy measurement can be made. The mass of a
double coincidence particle can not be determined, and will then have a mass of zero
amu. These events can still be included in analysis for some ions, by only considering
the M/@Q ranges from Table 5.1. The bottom panel of Figure 5.9 illustrates the
M/@ range for H". Inside these bounds we can see a clear peak, corresponding the
large contribution of proton measurements. Additionally, we can see a significant
peak near M/Q ~ 2, corresponding to the He*™ observations. Further identification
in this manner can be difficult however, as many heavy ions have a very similar
M/Q. For example, the M/Q of O™ is ~ 2.4 while the M/Q of C° is ~ 2.3.
The distribution for an ion is spread out in mass-M /@) space, making it difficult to

discriminate between two ions in the region where they may overlap.

5.3.3 Calculating Differential Flux

In order to minimize the observational error of a specific ion, we accumulate the
observations over a duration of time. With the number of ions observed over this time
period known, we can then calculate the phase space distribution of the sampled
plasma, following the methodology of Chotoo (1998). The first step, is to convert
the counts into differential flux. The differential flux describes the flux of particles,
per unit of energy, incident on the instrument’s detectors. The conversion from the
number of counts of a particular ion identified by STICS to flux, is straightforward.

Chotoo (1998) gives the relation as

ﬂ B counts DC BR,orm
dE  gAE/Qnny At Boxeg

(5.12)

The differential flux has units of [cm? s sr keV /amu] =" and is denoted as 2% in the
above equation, while counts is the number of ions that we have identified by one of
the identification previously discussed for a particular E/Q step. The accumulation

time of the observation is denoted by At. The remaining terms in the above equation
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Telescope Parallel Beam Isotropic
Geometric Factor (cm?) | Geometric Factor (cm? sr)
1 0.72+£0.18 0.031 £ 0.002
2 0.68 +0.18 0.029 + 0.002
3 0.74+£0.18 0.029 + 0.002

Table 5.2: Geometric factors for STICS determined from calibration. As published
in Chotoo (1998).

describe the efficiency of the STICS instrument’s ability to observe an ion from the

incident flux and will be described in further detail.

The geometric factor of the instrument is represented by g in Equation 5.12. As
not every particle is able to make it into the instrument due to scattering in the
electrostatic analyzer and the particle’s angle of entry, the geometric factor repre-
sents the relationship between the counting rate of particles in the instrument and
the actual incident flux from the heliosphere on the aperture.. This factor represents
the effective aperture size that particles can enter the system through. The values
for the geometric factors of STICS are published in Chotoo (1998) and shown in Ta-
ble 5.2. These values were determined from pre-flight calibration and in-flight cross
calibration (Chotoo, 1998). If the radiation is from a beam of particles entering the
instrument perpendicular to the aperture, then the geometric factor is only dependent
on the area of the aperture. If, however, the particles are isotropically distributed
and impacting the aperture at a number of different angles, then the geometric fac-
tor is dependent on the full solid angle acceptance range of the aperture (Chotoo,
1998). This results in smaller geometric factors, seen in Table 5.2, for isotropic par-
ticle distributions compared to that from the parallel beam case. The parallel beam
approximation is appropriate for particle populations originating from a single source,
such as the solar wind, while the isotropic factor is used for particle populations which
are evenly distributed in velocity space, such as the suprathermal particles or pick-up
ion distribution.

As previously discussed, the deflection system of STICS is designed to allow only
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particles with a particular £/Q to enter the instrument. However, the E/Q of par-
ticles that do make it through the deflection system spread over a small range about
this value. This is called the energy passband, AE/Q), as described in the previous

section. From calibration data, this has been found to have a value of A;;g@ ~ 1.9%

(Chotoo, 1998).

Not all the particles that make it through the deflection system become measured
by the TOF telescope. The likelihood of a particle of a particle in the TOF telescope
to pass through the carbon foil and then trigger a measurement at the SSD detector
is referred to as the efficiency and is denoted by the nx terms in Equation 5.12. The
efficiency of a particle passing through the carbon foil and triggering a start signal is
referred to as the start efficiency, 1. The efficiency denoted by 7y can refer to two
different situations. If we are considering triple coincidence particles, then 7, refers
to the triple efficiency. The triple efficiency describes the ability for a particle to
produce both the stop signal and the SSD energy measurement. If however, we also
choose to consider double coincidence events in the analysis, then 7, refers to the stop
efficiency. The stop efficiency illustrates the ability of a particle, that has triggered a
start signal, to trigger a stop signal. These efficiencies have been determined during
the calibration of the instrument, and are provided by Chotoo (1998). Figure 5.10
shows a sample efficiency curve for protons. The top panel shows the start efficiency,
11, and the middle panel shows the triple efficiency, 7,. Since, the calculation for
differential flux uses the product of these efficiencies, we show this in the bottom
panel. This represents the overall efficiency of a particle that passes through the
deflection system to be measured by the TOF system.

The value DC', in Equation 5.12, is the deadtime correction for the instrument.
Each spin of the Wind spacecraft takes 3 seconds, however the instrument does not
make observations for this entire time. This is due to a number of reasons as the

instrument requires time for flight software to classify ions which it has previously
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Figure 5.10: Efficiency curves for protons. The top panel shows the efficiency of an

incoming particle to trigger a start signal. The middle curve shows the
efficiency of a particle that has triggered a start signal also triggering
a stop signal and a measured energy from the SSD. The bottom curve
shows the combination of these first two curves. Curves are determined
from calibration data, and published in Chotoo (1998). The red asterisks
represent the E/Q steps from the deflection system.
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Sector | Deadtime Correction Factor
0 2.143
1-15 1.068
Full Spin 1.103

Table 5.3: The deadtime correction factors for STICS. As published in Chotoo (1998).

observed, read counters, and perform other housekeeping chores. These things happen
between every observation sector. There is a longer deadtime period for the first
observation sector of each spin. The voltage in the deflection system is changed at
the beginning of the spin and more time is required for the stepping voltages to settle.
As there are sixteen observation sectors, each one lasting 187.5 ms. The instrument
has a deadtime of 12 ms between each sector, and an additional 100 ms of deadtime for
sector 0 (Chotoo, 1998). Sector 0 will always have a deadtime of 100 ms, as a convince
for the data processing unit, regardless of whether the voltage has been changed. The
deadtime correction is simply a factor to account for this lost observation time, and is
determined by the ratio of total available time to actual observation time. Table 5.3
shows the deadtime correction factors for sector 0, the first observation sector, and
the other sectors. Additionally, the deadtime correction factor for an entire spin is
shown. This is used when we use considering one of the counting rates that does not
have directional information. These factors were published in Chotoo (1998).

The BR,om term represents the basic rate normalization applied to the observed
counts. Since STICS cannot return a PHA word for every measured particle, three
basic rates (BR), for eight azimuthal directions, are returned accounting for particles
falling within 3 separate mass-M /() regions. The PHAs are then created for a portion
of particles in each of these bins, distributed based on the priority assigned to each
mass-M/Q region. One bin encompasses H*, He", and He*", which composes a
majority of the observed heliospheric plasma.

To ensure that all the telemetered PHA words are not created from protons, this

region is given the lowest priority. In other words, the smallest number of PHAs are
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Ton Box Efficiency
H* | 0.90for DVS < 15
0.99for DV S > 15
He* 0.98
He?t 0.98

Table 5.4: The box efficiency for the M-M/Q boxes of HT, He™, and He*". The
efficiencies for H* are dependent on the deflection voltage step number,
DV'S. This were published in Chotoo (1998).

created per number of measured particles.

Multiply charged heavy ions constitute the next highest priority, and singly charged
pick-up heavy ions have the highest priority. The basic rate then describes the total
amount of particles that were observed by STICS. Thus, the basic rate normalization
is simply the ratio BRpyom, = BR;/PHA; for each azimuthal sector, where ¢ repre-
sents the basic rate region and PH A; refers to the number of PHA words created
from particles falling in that region (Chotoo, 1998).

The final term in Equation 5.12 represents the efficiency of the mass-M/Q) box
to include all observed ions of the particular box, Box.s. The ion distribution can
spread beyond the bounds of the mass-M/@Q box that is defined. The box efficiency
is meant to correct for the number ions that are observed by STICS but are not
properly identified due to the limitations of the mass-M /@) box used. Chotoo (1998)
has characterized this value for the H*, He™, and He?* boxes, while further ion box
efficiencies have yet to be characterized. As seen in Chotoo (1998) and table 5.4, this
correction is very small and should not alter the resulting differential flux much. For
the ions not yet characterized, we use an efficiency of 1.0. Table 5.4 shows that there
are two separate efficiencies for H+. As Chotoo (1998) describes, this is due to a
larger amount of energy being lost in the carbon foil for the less energetic protons.
Protons, due to their lighter mass and momentum, suffer from a greater energy loss
in the carbon foil when the protons are slower. This causes the distribution to spread

more, resulting in more protons falling outside of the classification box.
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5.3.4 From Differential Flux to a Phase Space Distribution

Finally, we can obtain a phase distribution for a given ionic species, by calculating
the phase space density from the differential flux. The phase space density, f in units
of s3/km®, is the density of particles occurring in a volume of velocity space. This

can be written in the same manner as Chotoo (1998).

_dN
 BrdBu

f (5.13)

The density of the particles is defined as the number of particles, d/N, present in
a volume of space, d®r. The d3v represents the volume of velocity space that the
particles inhabit. Velocity space is another way of describing the energy range of a
particular population of particles. To obtain the density of particles passing through
the instrument, we relate it to the differential flux observed by STICS, using the
following relation from Chotoo (1998).
dJ

AN = —=dAdE dQdr (5.14)

In the above equation, d.J/dE is the differential flux measured by STICS. The
other terms describe how the observation was obtained. The dA term represents the
unit area which particles are flowing through, dE represents the range of energies of
the incident particles, df2 is the solid angle acceptance cone of the aperture, and dt is
the accumulation time of the measurement. Combining these two equations, we can

get to a relation between differential flux and phase space distribution, as derived in

Chotoo (1998).

dN = fd*rd®v (5.15)

dJ
iE dAdE dQ

fdrd*v (5.16)
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We can simplify this relation further. First, we transform the differential velocity
space into spherical coordinates, by d*v = v?dvd). Next, since dr = vdt, we can
re-write the differential space term as, d®r = v dt dA. Substituting these two relations
into the above equation gives the following equation.

dJ

T dAdE dQ = P dvdQdA dt (5.17)

Canceling like terms from this equations, yields

d.J ;
d_EdE_ fvdv (5.18)

Since, the energy appearing in the above equation is simply the kinetic energy of
the particle, we can then write the energy as F = 0.5 m v? which makes the differential
energy, dF = muvdv. Substituting these relations into the above equations, yields
our final equation which we can use to obtain the phase space density for a given

ionic species from the observed differential flux.

ﬁmvdv = fov'dv (5.19)
dJ v?
= 2 2
o f (5.20)
2F
Since, v? = —— (5.21)
m
dJ 2F
iE ~ e (5:22)
m? dJ

2ssrkeV/amu]~

However, as previously stated, the units of differential flux are [cm
while the phase space distribution is commonly given in units of s®/km®. To perform
the unit conversion, we multiply the right hand side of the above equation by 1.076

(Chotoo, 1998). This yields our final relation for the phase space density of an ionic
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species, as a function of particle energy.

m? dJ
f=1.076 °F IF (5.24)

We can then create the phase space distribution of a ion from this relation. The
measurement error for the phase space density can be estimated from the Poisson
counting error from the instrument, or oeounts = \/m. We can then propagate
the error through the above equations to determine the error of the phase space

density, o¢. This is shown in the following equations.

Ocounts = Vcounts (5.25)

O counts D C B Rnorm
= 5.26
7 gAE/Qmny Al Boxeg (5.26)

2

m
o = 1'076ﬁ0% (5.27)

To calculate full phase space distribution function, the data needs to be accu-
mulated over a set period of time. Because of Wind’s spin configuration, STICS
observes particles coming from all azimuthal directions. In order to calculate the
3-dimensional phase space density, the distribution function is then accumulated and
calculated individually for each observation sector. If the distribution function is
accumulated over all of the sectors, only a 1-dimensional distribution is able to be
calculated. The 1-dimensional function can be determined with smaller measurement
error when accumulated over shorter cadences than the 3-dimensional observation,
but lacking any directional information. Figure 5.11 shows an example of a calcu-
lated phase space distribution function for alpha particles over a 14 hour observation
period during DOY 150 of 2003 accumulated over all observation sector. The poisson

counting errors are shown as the red vertical bars.
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Figure 5.11: Phase space density, DF' versus particle speed W, normalized by solar
wind bulk speed, for alpha particles. Distribution was accumulated over
DOY 150.083 — 150.67 of 2003, and all sixteen view directions. The red
error bars signifies the Poisson counting error.
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5.4 Adaptive Cadence - Solution to Intermittent Periods of

Observations

Normally, to create phase space distribution functions of solar wind plasma, as
described in the previous sections, we accumulate the PHAs for a set amount of time,
usually on the order of hours. This accumulation takes places in order to obtain
enough counts to minimize the errors of the measurement. For the STICS data, even
with two hour accumulations, the error bars can at times be very large because of the
very small amount of incident particles. To accommodate these intermittent periods
of measurements we have developed a method of an adaptive cadence.

The adaptive cadence method allows the accumulation time of the phase space
distribution to vary, while processing long periods of data. To do this, we first set
a desired counting error threshold and the number of energy bins of the distribution
function to exceed this threshold. Typically we run the adaptive cadence method
requiring 10 energy bins in order to ensure that at least ~ 30% of the total energy
bins contain an observation satisfying the set error threshold. Initially, we choose an
error threshold of ~ 50%. This value was settled on as it requires that the distribution
function is computed from more than only 1 or 2 counts.

After the number of energy bins and error threshold are determined, we begin to
step through each measurement cycle and accumulate the number of STICS counts
for a particular ion in each energy bin. At the end of each cycle, we compute the
distribution function from the current accumulated counts and compute the measure-
ment errors. Then we test each measurement error versus the desired error threshold
which had been set. If the total number of energy bins achieving the desired error is
greater than or equal to the number of bins we set, then the distribution function is
outputted and accumulation for the next observation begins. However, if the num-

ber of energy bins satisfying the our desired measurement error is not large enough,
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the next measurement cycle is accumulated into the current distribution function
measurement and the error threshold is tested once again. This procedure continues
over the time period which we wish to process, allowing each calculated distribution
function to be accumulated over a different amount of time, but all satisfying a set
measurement error.

Figure 5.12 shows one such example of the adaptive cadence method. The top
panel shows the accumulation time required to ensure that 10 energy bins had an
error less than 50% for the three ions C**, C°*, and C%". The next three panels
shows the distribution function as it evolves in time for the three ions. The magenta
dashed line shows the start time of an ICME as determined by Richardson and Cane
(2010). As can be seen over the course of the three days, the accumulation time
required to produce a distribution function varies from 1 day to 0.5 hours, for both
C5T and CO*.

Using the adaptive cadence method we have been able to pinpoint a wide array of
periods when the measured phase space distribution from STICS is able to be com-
puted at very high-cadences. These often occur near transitions in the heliospheric
environments, such as at co-rotation interaction region (CIRs), interplanetary (IP)
shocks, and interplanetary coronal mass ejections (ICMEs). During these transition
events the cadence time required to calculate phase space distributions can be on the
order of ten’s of minutes, compared to quieter periods when it can take up to ten’s
of days. High-cadence measurements during these time periods enable the investiga-
tion of their impact on the suprathermal particles. It is not well understood whether
transition events like these have a significant impact on the suprathermal population,
such as further heating of the particles. We also find that high-cadence measurements
can be produced upstream of the Earth’s bow shock and inside the magnetosphere.
Observations such as these, allow the exploration of the leakage mechanism of plasma

into and out of the magnetosphere, and any possible energization of the plasma occur-
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Figure 5.12: Spectrogram plot showing an example of the adaptive cadence ratio, for
the carbon ions C**, C°*, and C%F. Top panel shows the accumulation
time for each returned distribution function. The next three panels show
the phase space distribution versus time. Particle velocity is along the
y-axis. The magenta dotted line represents the beginning of an ICME,
as determined from (Richardson and Cane, 2010).
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ring at the bow shock. Using the ICME time periods determined from this method,
we can explore the relationship between the suprathermal ionic composition and the

bulk plasma, utilizing the unique compositional characteristics of ICMEs.
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12.3 STICS Data Product Release Notes

The STICS calibration software can be found in the Wind 1z decommutation softare Wilson II1
et al. [2021c] and is thus not further discussed.
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WIND/STICS Level 2 Data Release Notes, revision D
Data Version 3.0

Susan T. Lepri, Jim M. Raines, Keeling C. Ploof, Patrick J. Tracy, Jacob R. Gruesbeck,
Tyler J. Eddy and Jonathan W. Thomas

1 Overview

The Suprathermal Ion Composition Spectrometer (STICS) is a charge-resolving, time of
flight — energy (TOF-E) ion mass spectrometer, capable of identifying mass and mass per
charge for incident ions from 6-230 keV/e (Gloeckler et al., 1995). It uses an
electrostatic analyzer to admit ions of a particular energy per charge (E/Q) into the TOF
chamber. The E/Q voltage is stepped through 32 values, sitting at each value for
approximately 6 sec., to measure ions over the full E/Q range of 6 - 230 keV/e. It
completes one total E/Q scan every ~3 min (184 sec, 60 spacecraft spins). lons then pass
through a carbon foil and TOF chamber, before finally impacting on a solid-state detector
(SSD) for total energy measurement. STICS combines these three measurements of E/Q,
TOF and total energy, producing ion event words for each ion measured in “triple
coincidence”. (Ion event words are often referred to as pulse height analysis (PHA)
words for historical reasons.) Triple coincidence measurements enable calculation of an
individual ion’s velocity, mass (M), and charge(Q), as described in Gloeckler et al
(1992). These ion events are analyzed on the ground to assign them to individual ion
species. This triple-coincidence technique greatly improves the signal to noise ratio in the
data, significantly reducing background noise. If an ion’s incident energy falls below the
SSD low energy threshold (~35 keV), an ion’s total energy cannot be recovered and
therefore the ion’s mass and charge state cannot be separately determined. These
measurements of E/Q and TOF can still be used to determine ion mass per charge (m/q).
These so-called “double-coincidence” measurements are characterized by improved
counting statistics since they include both the triple coincidence ions, as well as
additional double coincidence ions. Ion identification in double-coincidence
measurements are completed in E/Q--TOF space where ions can be separated by M/Q
and is limited to select ions that are well separated in E/Q — TOF (and M/Q) space.

The STICS instrument provides full 3D velocity distribution functions during each E/Q
scan, by combining multiple telescopes and accumulating over multiple spacecraft spins.
The instrument includes three  separate TOF telescopes that view distinct  elevation
sectors in and out of the ecliptic plane. These telescopes have a native field of view
(FOV) of 53 degrees, with shared boundaries, providing a 159° total FOV, as shown in
Figure 1. As the Wind spacecraft spins, the 3 telescopes to trace out an approximately 37
steradian viewing area. The azimuthal (in ecliptic) scans (resulting from spacecraft spin)
are divided into 16 sectors that are each 22.5 degrees wide (Figure 2). The solar direction
is within sectors 8-10 while the earthward direction is in sectors 0-2.
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Figure 1. STICS is composed of 3 separate telescopes that view 3 different elevation
ranges in and out of the ecliptic plane (Adapted from Chotoo et al. 1998).

(2.5b)

Figure 2. STICS spins through 360 degrees during one measurement cycle sweeping
out 16 sectors in space in the ecliptic plane. Sectors 8-10 include the solar direction
(Adapted from Chotoo et al. 1998).
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2 Instrumental effects

STICS does not apply a post-acceleration voltage to boost ion energy (unlike
Wind/SWICS see Gloeckler et al. 1992), so lower energy ions, regardless of charge, do
not have enough kinetic energy at the lower E/Q steps to trigger the SSD (make sure it’s
defined above) and generate a full, triple-coincidence measurement. This results in a
sharp cutoff in measured triple coincidence ions at E/Q values < 35 keV/e in the phase
space density curve. The cutoff, being dependent on ion energy and number of nucleons,
varies for each ion depending on the ions mass and velocity (total energy). The effect is
less for highly-charged heavy ions — with more mass and therefore more energy, for a
given E/Q and thus can be measured down to somewhat lower velocities (Gloeckler et al.
1995). This enables the VDF of heavy ions to extend down to lower ranges than their
lighter counterparts. Ions that do not have sufficient energy to produce a triple-
coincidence measurement often produce a double-coincidence measurement, allowing
extension of STICS distributions to lower energy, at the expense of increased noise and
difficulty of assignment to particular ions. Ions with the same mass per charge cannot be
cleanly separated from each other in double-coincidence. The type of measurement, triple
coincidence (TC) or double coincidence (DC) is indicated in the file name, described
below.

As STICS is designed to measure ions in the suprathermal energy range, significantly
above the normal solar wind energy range for low mass ions. The flux of particles in this
range will vary considerably with solar wind density, velocity and thermal velocity, as
well as due to many other solar phenomena (e.g. CMEs). Lower statistics of
suprathermal populations frequently result in periods of time that have insufficient
statistics for the calculation of distribution functions or parts of the distribution function.
As a result, the distribution functions may not be continuous in velocity space and there
may be gaps in time periods where there are insufficient counts from which to assemble
quality distribution functions. It should be noted that the DC data has considerably
higher statistics, at the expense of lower accuracy in species identification. The latter
point means that in the DC data more noise counts may be attributed to ions and that
more real ion events may be attributed to the wrong ions. The TC data has the opposite
properties: species identification is more accurate, but statistics are lower. This is
particularly true for observations made in the solar wind, where the flux of suprathermal
particles is low enough under nominal solar wind conditions (e.g. ~440 km/s speeds) that
there can very few TC counts for days on end, even some scans with zero counts. For
observations made in the Earth’s magnetosphere, especially the central plasma sheet,
statistics, especially for protons and alphas, are usually quite good for both TC and DC
data.

3 Method for assigning counts to ions
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Since STICS does not measure mass and mass per charge directly, some interpretation of
the measurements is required to assign individual event counts to particular ions. Full ion
event words are accumulated for each E/q scan then assigned to individual ions via an
inversion method, which preserves the statistical properties of the measurements
(Gruesbeck, 2013). After assignment, these counts vs. E/Q arrays are transformed to
distribution functions in units of phase space density (s"3/km”6) as a function of velocity.

This inversion/identification method is applied separately to the TC and DC data, since
they have different parameters. Figure 3 (top) shows STICS TC measurements for a

mass_(amu)

10°

10°

800 1000

TOF

Figure 3. (top) STICS triple coincidence (TC) measurements for a single E/q step.
Forward model positions for identified ions are indicated at black crosses. (bottom)
STICS DC measurements with forward model tracks for indentified ions as colored
curves.
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single E/q step, with forward model positions for identified ions marked. This histogram
of counts in energy — TOF space is known as an E-T slice. The TC inversion is applied
independently for each E-T slice. Figure 3 (bottom) shows STICS DC measurements in
E/g-TOF space. Different ion species group along curvesthat are then delineated into
different species regions marked by the stair stepped lines, often called “tracks”. The
boundaries for each ion species are shown in the legend in Figure 3.

Though this analysis procedure is applicable to a wide range of ions, each requires
independent validation to ensure usability for science. Users interested in ions shown in
Figure 3 but not yet included in the public data release should contact the instrument
team. More details can be found in Gruesbeck (2013).

4 Data Description

This dataset contains several different products for a range of ions. Work is ongoing to
define, validate and release additional ion species. The current version includes the
following ions:

TC: H+, He+, He2+, C5+, O+, O6+, and Fel0+.
DC: H+, He+, He2+, O+, O6+

The data is separated based on whether the measurements were accumulated in the
magnetosphere (until 2004) or in the solar wind (full mission) using the Wind bow shock
crossing list, https://wind.nasa.gov/mfi/bow_shock.html.

All data in this release is in the native STICS 3-minute time resolution. Users can build
larger accumulations by simply accumulating over multiple time steps.

Values that cannot be properly calculated are filled with a value of -1.0 or left as ‘nan’
(not a number).

4.1 Velocity Distribution Functions (VDFs)

Velocity distribution functions (VDFs) provide the most information about a particular
measured ion, separated by E/q, elevation angle and azimuthal angle bins at native
resolution. Velocity space represents three of the six dimensions in phase space, the three
velocity dimensions, as they are observed at one point in space. The three position
coordinates can be retrieved from the Wind spacecraft orbit and attitude data from Space
Physics Data Facility (SPDF).

The VDF files contain 3D velocity distribution functions in three units: phase space
density, differential number flux and counts. There are 512 values for A(v) for each time
step, corresponding to each directional sector (values 0-15 as shown above for a total of
16 look directions) and each Deflection Voltage Step (DVS) corresponding to a fixed E/q
value (32 total voltage steps per sector). Subsequent time steps follow the same pattern.
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Error values are based on counting/statistical error, \YN/N, where N is the number of
counts in a given step, propagated through the moment calculations.

The columns in these files are as follows:

Column Description

Epoch Time start of average interval (ms).

DF _dc_{ion} (DC) 3D VDF in phase space density (s*/km®).
DF_error_dc_{i (DC) Statistical VDF Error (s*/km®).

on}

counts_dc_{ion} (DC) 3D VDF in counts.
Counts_error_d (DC) Statistical VDF Error, estimated assuming Poisson statistics.
c_{ion}

dJ_dc_{ion} (DC) 3D VDF in differential flux, dJ/dE (cm? s sr eV/eV) .
dJ__error_dc_{i (DC) Statistical VDF Error in differential flux (cm? s sr eV/eV) ™.
on}

DF_tc_{ion} (TC) 3D VDF in in phase space density (s*/km®).

DF _error_tc_{i (TC) Statistical VDF Error, in phase space density (s*/km®).

on}

counts_tc_{ion} (TC) 3D VDF in counts

counts_error_tc (TC) Statistical VDF Error, estimated assuming Poisson statistics.

_tion}

dJ_tc_{ion} (TC) 3D VDF in differential flux, dJ/dE (cm? s sr eV/eV)™.

dJ__error_tc_{i (TC) Statistical VDF Error in differential flux (cm? s sr eV/eV)..

on}

eoq Energy per charge (keV/e), 32 steps in total

SECTOR labl Sector labels provide the string ‘Sector {index} {angle} deg’ with quantities in
brackets drawn from the sector variables described below. (See Figure 2)

SECTOR index Natural number referencing sectors (1-16).

SECTOR angle Center angle within each 22.5° wide sector (°).

SECTOR num  List index referencing sectors (0-15).

ber

Telescope_Labl  Telescope labels provide the string ‘Telescope {index} +{angle}deg’ with
quantities in brackets drawn from the telescope variables described below. (see
Figure 2)

TELESCOPE i Natural number referencing the telescope (1-3).

ndex

TELESCOPE_a Center angle within the 53° wide telescope view {-53°, 0°, 53°}.

ngle

Telescope_num [ st index referencing the telescope (1-3).

ber
STEP_index Step index used to identify the energy per charge step of each cycle (1-32).
delT Accumulation time, 184 sec per scan.

Variables including ‘{ion}’ are included for each individual ion delivered, e.g.
counts_dc_he2 for He2+. To allow for future expansion without making extensive
changes to the CDF format, placeholders for many additional ions are included. Ions not
listed in this document (above) have not yet been delivered and will have only fill values.

4.2 Moments

Wind SMS STICS
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Density and mean value of the energy distribution are provided to facilitate browsing of
the data.

Due to the lower collecting power (geometric factor) of the instrument and the lower
density of suprathermal tails (in both the solar wind and magnetosphere), STICS data
values are often zero. Times with available data can be easily identified by their non-zero
or non-fill density values. Searching through many days or years of data using the VDFs
is complicated by the fact that the files are large in size (even when counts are low /
zero), so that loading large ranges takes substantial computer memory and time. The
moments, in contrast, are very small files so that years of data can easily be loaded and
analyzed for periods of potential interest. Once identified, VDFs for these periods can
can be studied in detail.

Density (0™ moment) and the mean value of the energy distribution (1 moment) are the
most appropriate moments for suprathermal ions as they do not assume any form of the
distribution function, but simply provide a measure of its properties. They are formed by
integrating the VDF over all three dimensions, E/q, elevation angle and azimuthal angle.

The columns in these files are as follows:

Column Description

Epoch Time start of average interval (ms)

n_dc_{ion} Ion double coincidence number density (cm™).

n_err_dc_{ion} Error in ion double coincidence number density assuming Poisson statistics (cm™).
E_ave_dc_{ion}  Ion mean double coincidence energy (keV)

E_ave err_dc_{i Error in ion mean double coincidence energy (keV).

on}
n_tc_{ion} Ion triple coincidence number density (cm™).
n_err_tc_{ion} Error in ion triple coincidence number density assuming Poisson statistics (cm).

E_ave_tc_{ion} Ion mean triple coincidence energy (keV)
E_ave err_tc {i Error in ion mean triple coincidence energy (keV).

on}

V_dc_{ion} Not used. Preserved for compatibility.
V_err_dc {ion}  Notused. Preserved for compatibility.
V_tc_{ion} Not used. Preserved for compatibility.
V_err_tc_{ion} Not used. Preserved for compatibility.
DelT Time difference since last time step (sec).

4.3 Angular Flux Maps (AFMs)

Angular Flux Maps (AFMs) give the flow direction of the measured plasma divided into
48 velocity vector components ranging over sixteen azimuthal sectors and three elevation
bins . AFMs are formed by integrating the VDFs over E/q. Experience has shown that it
is often easier to identify flow directions in this representation, since statistics are
improved by integration over energy and since they are suited to 2D visualizations (such
as Molleweide projections) which are intuitive to interpret. These are presented in the
Geocentric Solar Ecliptic (GSE) coordinate system.

The columns in these files are as follows:
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Column Description

Epoch Time start of average interval (ms).
AFM_dc_{ion} (DC) Angular flux map of ion flux values for a given direction (cm? sr s) ™.
AFM_tc_{ion] (TC) Angular flux map of ion flux values for a given direction (cm? srs).

SECTOR index Sectors are swept out by the spacecraft’s spin motion within the ecliptic plane (see
Figure 2). Sector numbers provide a natural number reference to the sector (1-16).

TELESCOPE i Three telescopes divide the 159° latitudinal coverage centered upon and ranging

ndex above and below the ecliptic plane (see Figure 2). Telescope index is the natural
number referencing the telescope (1-3).

Telescope_Labl  Telescope labels provide the string ‘Telescope {index} +{angle}deg’ with
quantities in brackets drawn from the telescope variables described above and
telescope angles {-53°, 0°, 53°}.

4.4 Energy-resolved pitch-angle distributions (ERPAS)

Energy-resolved pitch-angle distributions (ERPAS) organize the data by the angle relative
to the magnetic field vector direction, in 7.5 degree bins. The energy separation is
preserved at the native resolution of the E/q bins. Magnetic field data is from the
Wind/MFI instrument. These are presented in the Geocentric Solar Ecliptic (GSE)
coordinate system.

The columns in these files are as follows:

Column Description

Epoch Time start of average interval (ms).

ERPA dc {i (DC) Energy-resolved pitch-angle distributions (s*/km°).

on}

ERPA _tc {i (TC) Energy-resolved pitch-angle distributions (s*/km°).

on}

SECTOR a Sector angle.

ngle

SECTOR i Sector index.

ndex

PA 0-11 (TC) Phase space density in s’/km° separated by pitch angle bin, 0-11,
each 15 degrees wide. PA 0 is a 0-degree angle from the magnetic
field.

5 File Naming Convention

There are two primary methods for downloading STICS data from the CDAWeb
interface. The first method is to download the original daily comprehensive data files
containing information on all available variables offered for a given data product. The
second method for downloading data generates a single file covering a prescribed
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temporal range containing data limited to a list of variables chosen by the user. The files
are named as follows:

Comprehensive Daily CDF

wi_|2-3mins_sms-stics-vdf-magnetosphere_20200815_v01

» - ‘ 7= Y f f

(1) () (3 (4) (5) (6) (7)

User-Generated CDF

wi_l2-3mins_sms-stics-vdf-magnetosphere_20200801000602_20200831235650

(1) (2) 3 (4) (5) (6)

1. Mission and data level: We use the string ‘wi 12’ to signify the type of data.
2. Cadence: The time interval between data values is three minutes.

3. Instrumentation: This file contains data from SMS suite’s STICS instrument.

9,1

Region: This data was taken in the solar wind.

6. Time range: The filenames include the date of the observations, in yyyymmdd
format. For the original daily files this comprises the date observations were
made whereas user-generated files describe the range of time for which the data is
provided. For example, measurements in the above files were collected on 15
August 2020 (comprehensive daily) and between 01 August 2020 and 31 August
2020. The first date is the start date; the second one is the stop date.

7. The version of the original daily data.

The files following the new naming convention files replace older versions, named
wtdcLV2 distfunc*.dat wtlv2 deliv_distfunc*.dat files. Improvements in our analysis
techniques have led to the latest release.

6 Calibration Notes

STICS was calibrated with an ion beam prior to launch at both NASA GSFC and at the
University of Bern in Switzerland (facility details can be found in Ghielmetti et al.,1983).
Goddard tests included measuring the instrument response to H+, He+, C+, C2+, N+,
N2+, 02+, and Ne2+. Beam measurements at Bern included H+, He+, C+, O+, Ne+,
Ne3+, Ard+, and Kr5+. Post-launch, STICS was cross calibrated with helium solar wind
data from Wind/MASS and Wind/EPACT-STEP. The Time-of-Flight efficiencies were

211 of 441



Wind CMAD Wind SMS STICS

compared with those on Geotail/EPIC-STICS (heritage) and Ulysses/SWICS, which
made similar measurements to Wind/STICS under 85 keV/e.

Further SMS calibration details can be found in Chotoo, 1998.

7 Contacts

For science questions relating to STICS, contact Sue Lepri
(slepri@umich.edu), SMS Principal Investigator. For data and instrument
operations questions, contact Jim Raines (jraines@umich.edu), SMS
Instrument Scientist.

8 References

Gloeckler, G., et al. (1992), The Solar Wind lon Composition Spectrometer, Astronomy
and Astrophysics Supplement Series, 92, 267-289

Gloeckler, G. et. al., "The Solar Wind and Suprathermal Ion Composition Investigation
on the WIND Spacecraft", Space Science Reviews, 71, p79-124, 1995.

Ghielmetti, A. G., et al., Calibration System for Satellite and Rocket-borne Ion Mass
Spectrometers in the Energy Range from 5 eV/charge to 100keV/charge, Rev. Sci.
Instr., 54(5), 425-436, 1983.

Chotoo, K., Measurements of H+, He2+, He+ in Corotating Interaction Regions at 1 AU,
PhD Thesis, 1998.

Gruesbeck, J. R., Exploring the origin of coronal mass ejection plasma from in situ
observations of ionic charge state composition, Ph.D. Thesis, 2013.

9 Revision History

Rev Date Author(s) Description

04Dec2007 | IMR/STL Initial writing.
A 18Dec2007 | STL Addition of calibration notes.
B 01Apr2010 | STL/JIMR Release of double coincidence measurements.
C 10May2018 | JMR/STL Release of new data version and file format.
D 01Jun2019 | JIMR/STL Release of additional data products (moments,

AFM and ERPA) as well as heavy ions.
05Jul2022 | TIE/JIMR/STL | Updated to match new CDF files. Improved
discussion of TC and DC data. Minor
corrections made elsewhere.

™
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13 Wind SWE Electrons
This section will include notes from the SWE electron sensors accumulated by the team to be
used in conjunction with the SWE electron software [ Wilson III et al., 2021c].

13.1 SWE VEIS and Strahl Data Product Notes
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Chapter 1. Introduction
1a. Overview.

WGGS is an interactive software tool designed to facilitate the analysis of solar wind data
from a variety of experiments. The tool utilizes widget interfaces and was originally
intended for the analysis of experimental data from the ISTP Global Geospace (GGS)
mission spacecraft, WIND and POLAR. Hence, the acronym WGGS. The tool provides
access and display capability for multiple and diverse data sets on a common time scale
and is not limited to any particular spacecraft or experiment. The tool is written in the
IDL language and consists of analysis procedures interactively executed through the
widget interfaces. It has the flexibility to simultaneously display and analyze data sets
with different time scales. The time scales may range from multiday survey plots down
to the highest time resolution detailed data. For example, 3sec electron velocity
distribution function data can be viewed and analyzed in conjunction with 24 hour plots
of electron plasma parameters such as density and temperature. The tool can be readily
adapted to include new and specialized analysis modules as well as new data sets. All
WIND/SWE data processing is also performed within the tool environment as outlined in
Chapter 4.

Use of the interactive part of the tool begins with the main widget interface which
accesses data and then displays the data versus time in panels stacked one upon the other.
The data displayed in these plots are referred to as survey data and this widget interface is
referred to as the Survey Data Display, which provides entry to the other tool functions,
including the level zero data interfaces, which are additional, specialized widget
interfaces to access and display the high time resolution data which may complement the
survey data being displayed.

1b. How to use this document.

This document is intended to be read as the tool is being used. Chapters 2 and 3 are in
tutorial form with specific instructions for commands to enter and buttons to push in the
widget interfaces. This hands-on approach should facilitate learning the tool much faster
than simply referring the reader to figures of widget buttons on paper. It is important
therefore to follow the tool-use instructions exactly in the tutorial that follows. The
widget interfaces covered by the tutorial have HELP buttons which bring up on-line
documentation which also appears in Appendices 2 and 3. More detailed information
about the tool functions are found in Appendices 4 - 7. Appendix 1 contains essential
information on starting the tool and tailoring the startup file to the user’s machine.

This document is also intended to be an overview of the SWE data processing methods
and procedures associated with the conversion of SWE level zero data to the final data
products accessed by the WGGS tool. The very important Chapter 4 provides an
overview of the data processing system as well as instructions on maintaining the input
level zero data and the final survey data files. Appendix 9 contains bar charts of the
completed processed data coverage for the period 1995 —2002.

216 of 441



Wind CMAD Wind SWE Electrons

Chapter 2. How to use the Survey Data Display: Tutorial.

In order to provide hands-on experience to a new user, the reader should now run the
following tutorial session.

First, install the latest version of the WGGS tool, wggs00/ (where 00 designates version
number), and the companion directory, wggs_tutor/, on the user machine directory from
which you wish to run the tool. The directories wggs00/ and wggs_tutor/ can be found as
tar files on the ftp site of machine leprjf:ftp/pub/exports/. Secondly, in file
wggs_tutor/startup.pro, edit two lines at the beginning of the file, entering the name of
the current version name of the tool, and the full path to the tool location. The lines to be
edited for the user’s particular machine in file wggs_tutor/startup.pro are

wggs version = ‘wggsl0’ ; name of current version of the WGGS tool
wggs dir = ‘/export/home/rjf/’ ; path name of directory of wggs version

Then follow these instructions:

1. cd to the directory in which wggs00/ and wggs_tutor/ are located and initiate an
IDL session as follows:

% idl wggs tutor/startup
2. The WGGS tool is started by typing at the IDL prompt:
IDL> wanal

which brings up the main Survey Data Display.

IMPORTANT: Position the Survey Data Display in the upper part of the screen
and the command window used to start the tool at the bottom of the screen so that
part of the command window can be seen at all times.

The set of instructions which follow are user actions on widgets in the Survey Data
Display:

3. Type 19990510 in yyyymmdd field. (Data for this date are included in
wggs_tutor/).

4. Click swe_moments and swe_fpitch in data types box.

5. Click READ

6. In pop-up widget, click N density, T temperature, U flow speed, A anisotropy, Q

heat flux, th_q, ph_q, B magnetic field, th_b, ph_b, cos(Q.B), Spin avg f(en,t),

94.3

Click Save 0

Click Plot 0 (Selected plot variables are plotted in stacked panels.)

Click left mouse button at any time on any plot panel.

Click middle mouse button at any later time.

In pop-up widget, click Plot. (The selected time interval is plotted.)

— = \O 00
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12.  Click 5 in Smooth droplist widget. (Median smoothing.)

13.  Click 0 in Smooth droplist widget.

14.  Click Minmax in Y-axis droplist widget. (Y scale range changes to minmax.)

15.  Click Preset in Y-axis droplist widget.

16.  Click On in Time mark droplist widget.

17.  Click left mouse button on plot panel. (Vertical line is plotted at selected time.)

18.  Click Off in Time mark droplist widget.

19.  Click left mouse button on plot panel. (No new vertical time mark line is plotted.)

20.  Click Remove button. (Vertical time mark lines disappear.)

21.  Click Previous in Time interval button set. (Previous time interval plotted.)

22.  Click Current in Time interval button set. (Last time interval selected by mouse.)

23.  Click Original in Time interval button set. (Original time interval is plotted.)

24.  Click Current in Time interval button set. (Original has become current interval.)

25.  Click 3 in Nr days droplist widget.

26.  Click swe_moments, swe_fpitch, and swe_strahl in data types box.

27.  Click READ. (Reading swe_strahl data will take a little longer than other types.)

28.  In pop-up widget, click strahl energy spectrum, strl_max_cts, strl_widthmx, 251,
N density, B magnetic field, th_ b, ph_b.

29.  Click Save 1.

30.  Click Plot 1 (Selected plot variables are plotted in stacked panels.)

31.  Click 3 in Smooth droplist widget. (Removing noise pixcel changes color scale.)

32.  Click Quit (Survey Data Display interface disappears and IDL prompt appears..)

33.  Type wanal at the IDL prompt (Survey Data Display interface reappears.)

34.  Click Current (Last plot reappears.)

A more detailed description of the Survey Data Display can be accessed by clicking on
the HELP button. The on-line HELP documentation can also be found in Appendix 2.

Chapter 3. How to use the SWE Level Zero Data Interface: Tutorial.
3a. VEIS distribution function plots.

The tutorial continues in this section with access of the SWE LZ Data Display interface
from the Survey Data Display in which survey data is plotted. SWE data is used in this
tutorial, but any type of survey data that overlaps the time for which level zero data is
desired may be used. The starting point for this part of the tutorial is step 34 of the
previous section.

35.  Click on the SWE level zero button of the Survey Data Display interface.
(The SWE LZ Data Display interface appears with the strahl energy spectrum
color image from the Survey Data Display plotted in the top panel.)
36.  Click Parent to return to Survey Data Display.
37.  Click SWE levelzero on Survey Data Display to return to SWE LZ Data Display.
38.  Click on Strahl from the droplist (first widget, second row).
(The strahl line plot replaces the strahl image in the top panel.)
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39.  Click on 19950511 in the date droplist (fourth widget, first row.)
40.  Click Open LZ. (See Chapter 4a for details on the result of this action.)

Steps 41 — 46 are the various ways to select a time for a distribution function plot:
41.  Click left mouse button on top panel at any time of date, 19950511.
(Default plot, f contours and f cuts, appears in one lower plot windows.)
42.  Click + and/or — buttons of the Spin group (second row).
(Distributions appear sequentialy in lower three plot windows with each click.)
43.  Click auto in Spin group. (Three consecutive plots appear.)
44, Click + and/or — buttons of the Mfrm group. (Increments major frame.)
45.  Type 300 in Mfrm, hit return, then click in any of three windows. (Selecting mjf.)
46.  Type 024850 in hhmmss field, hit return, then click in window. (Selecting time.)

47.  Select each plot type in the droplist (third widget from the right, second row),
clicking in a plot window after each selection to see the plot.

48.  Select default plot type f feuts and click in a plot window.

49.  Click 10 in vstps droplist (second widget from right, second row) and click in a
plot window.

50.  Click 16 in vstps droplist (second widget from right, second row) and click in a
plot window.

51.  Click 3 in pbin droplist (last widget on right, second row) and click in plot
window.

52.  Click 15 in pbin droplist and click in plot window.

53.  Click 9 (default) in pbin droplist and click in plot window

When a VEIS distribution function is plotted, then the VEIS raw counts spectrum and
the STRAHL sensor data for the selected major frame and spin may also be displayed.
Clicking on the Veis data brings up another widget interface, SWE Veis Counts Data, in
which the VEIS raw counts are plotted vs electron speed. The SWE Veis Counts Data
interface also provides various diagnostic and calibration functions on the data and which
are explained Chapter 3b. Clicking on the Strahl data button brings up yet another
widget interface, SWE Strahl Counts Data, which is described in Chapter 3c. The use and
function of all the widget buttons in the SWE LZ Data Display are explained by clicking
on the HELP button and also in described in Appendix 3.

3b. VEIS raw data counts spectra.

The tutorial continues with the SWE Veis Counts Data interface. The starting point is step
53 of'the last section in the SWE LZ Data Display.

54.  Click left mouse button on top panel at any time of date, 19950511 in the SWE LZ
Data Display.

55.  Click on the Veis data button which brings up the SWE Veis Counts Data
interface. (Default plot of raw electron counts vs electron velocity step is
displayed. Sun glint points are highlighted but are eliminated in final distribution
function plots and in creation of daily moments and pitch angle files.)
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56.

57.

58.
59.
60.

61.

62.

63.
64.

65.
66.

67.

68.
69.
70.
71.
72.
73.
74.

Click (in turn) on buttons Cts_sector, Cts_phi, and Cts_pitch. (Raw data counts
are plotted vs sector, sun phase angle, and pitch angle, respectively, at a single
velocity step.)

Click on Vstep + or — to increment velocity step for any of the plots selected in
previous step.

Click on Spin + or — to increment spin (seven spins per major frame).

Click on Mfrm + or — to increment major frame (major frame = record).

Click on Sect + or — .(No effect for plots of counts vs sector, sun phase angle, or
pitch angle.)

Click Det angles. (Plots VEIS look angles phi (azimuth) and theta (elevation),
and velocity sweep steps during one 3s spacecraft rotation.)

Click (in turn) Cts_phi all steps and Cts_sun all steps. (Plots raw counts for all
velocity steps vs azimuthal look angle, phi, and vs sun phase angle, respectively.)
Click Cts_step (def). (Plots raw counts.)

Click Cts_step /correctd. (Plots counts corrected for relative gain factors,
removal of sun glint samples, and background adjustments.)

Click f_step. (Plots phase density converted from corrected counts.)

Click fw/ patch, scpot. (Plots distribution function with Adolfo Vinas fitted 3D
gaussian patch over thermal core using coefficients from moments file which also
corrects for spacraft potential.)

Click f w/ new patch. (Same as previous step except fitted patch coefficients are
computed on-line.)

Click Cts_step (def). (returns to default plot.)

Click Sect + six times and observe the spin count advance.

Click Spin + seven times and observe the major frame count advance.

Click Mfrm + and observe the major frame count advance

Click on Parent to bring forward the SWE LZ Data Display.

Click on Veis data which brings back the SWE Veis Counts Data interface.
Click on Parent to return to the SWE LZ Data Display.

3c. Strahl electron distribution data display.

The tutorial continues with the SWE Strahl Counts Data interface. The starting point is
step 74 of the last section in the SWE LZ Data Display.

75.
76.
7.
78.
79.

80.
81.

Enter 112 in the Mfrm widget field in the SWE LZ Data Display and hit Return
(keyboard).

Click in one of the three lower plot windows.

Increment Spin + or — to 1.

Click Strahl data. (SWE Strahl Counts Data interface appears with STRAHL
image at 154 eV.)

Click (in turn) Counts vs phi, f vs phi, and Count vs pa, f vs pa ,where pa =
pitch angle. (These plots are for strahl detectors 02 4 6 8 10.)

Click the 1 3 57 9 11 button and repeat the previous step.

Click f vs pa (all detectors).
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82.
83.
84.

85.
86.

87.
88.

89.
90.

Click Counts vs phi index.

Click Compare strahl & veis.

Click Increment spin + or — and watch Spin field change and plot at next energy
appear.

Click f(phi, theta) (def) .

Click Search for current strahl step + or - . (The next occurrence of major
frame and spin with the same energy step as the current one is plotted.)

Enter 209 in the Increment recn field and hit Return. (Strahl image should
appear with Sun showing as intense image at 180 degrees.)

Toggle Sun mask button and watch strahl appear when Sun mask is On.
Click on Parent return to SWE LZ Data Display.

Click Strahl data in SWE LZ Data Display to bring back SWE Strahl Counts
Data interface.

This ends the tutorial.

Chapter 4. SWE Electron Data Processing in the WGGS Environment.

4a. Converting level zero data to distribution functions.

This section outlines the data processing steps performed by the WGGS tool in
converting the raw level zero data into VEIS and STRAHL distribution function plots.
When a level zero file is opened by clicking on the Open LZ button in te SWE LZ Data
Display, procedure Izinput.pro is called which reads or makes available the following:

1. lIzinput.pro

a.) telemetry index map which unpacks the science and housekeeping data
blocks from the level zero data file;

b.) spin phase look angles of each detector, energy step, and sector and the
corresponding unit vectors;

c.) relative gains for the set of six detectors for the current date;

d.) definition of swest.patch_include(n vdets,n_sectors,n_vesteps), which
determines which detector, sector, and energy steps are to be omitted (in
cases of very low or unreliable detector response) from the calculation of
the A. Vinas’ gaussian patch over the core of the distribution function (see
documentation in Izinput.pro);

e.) magnetic field data for the entire day from the MFI experiment (first
preference is 3s data, which if not available, then key parameter data
used);

f.) WIND orbit and attitude data for the entire day;

g.) SWE ion key parameter data for the entire day;

h.) level zero file header for the current day;

i.) which science mode (determined by reading the first level zero record);

j-) background counts data file (only for dates prior to 26 October, 1997);

k.) sun glint map appropriate for the current date.
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Each time a VEIS or STRAHL data plot is made, raw data corresponding to the selected
input time is unpacked from the levelzero file record and converted to the appropriate
plot variables. Selecting a time by any of the various methods described in the previous
section (e.g., clicking on a plot window, etc ) initiates execution of the following
sequence of procedures:

2. proc_fw.pro :

a.) The selected levelzero file major frame and spin number are
determined from the selected input time (there are seven spin blocks of
data per major frame; the terms major frame and level zero record are
used interchangeably).

b.) The procedure proc_rec.pro unpacks the selected major frame of data
from the level zero file and stores the VEIS and STRAHL data in the
structure, vsmjf, as described below in Cahapter 4b.

c.) The magnetic field data is obtained for the selected time.

d.) The VEIS distribution function array, fblk(ndets, nvsteps, nsectors), for
the selected time is formed, where ndets = number of detectors,
nvsteps = number of velocity steps, nsectors = number of sectors.
The gaussian patch over the thermal core of the electron distribution
function is determined (using a method by Adolfo Vinas).

e.) The procedure fparr.pro prepares the data for display, such as
contouring.

f.) The procedure do_lzplot.pro calls the actual plot procedures.

3. proc_rec.pro

a.) The selected major frame (containing seven spins) is read. Since only
one spin per major frame is time-tagged, the next major frame is also
read for the purpose of computing spin period using the number of
spacecraft rotations between time tags.

b.) The science mode of the instrument is determined for the selected
record.

c¢.) The unpacking of the selected major frame of level zero data is done
by procedure mode1.pro for science mode = 1 and science mode = 4,
and by procedure modeé.pro for science mode = 6 in which the data
structure, vsmjf, is formed. Data structure vsmjf contains the selected
major frame (seven spins) of unpacked levelzero data in both raw
counts and phase density form, as well as necessary conversion and
calibration data, and is described in Chapter 4b.

4b. Description of the Level Zero Data Structure, vsmijf.

The structure vsmjf'is defined in the procedure wggs00/swelz/mode1.pro or
wggs00/swelz/modeé.pro, depending on science mode, and contains all the raw data
counts, the converted phase densities, and the instrument conversion factors for a single
major frame of data, which is seven spacecraft rotations. Also included are the sweep
energy steps and phase angles for all data samples. The structure vsmjfis shared with
other program elements through the common statement (given below) and the
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help,vsmjf,/str describes the tags to vsmjf. Detailed information can be found in the
documentation included in the programs, mode1.pro or modeé.pro.

IDL> common lzstuff,1zfile,lundat,recn,fh,lz,ihk,sp,vsmjf,veis_hvtbl

IDL> help,vsmjf
VSMIJF (LZSTUFF) STRUCT

= -> <Anonymous> Array[1]

IDL> help,vsmjf,/str

** Structure <801850>, 68 tags, length=322936, refs=1:
DESCR STRING 'veis-strahl data samples'
TID LONG 1308
SEC DOUBLE 79860.701
HOUR LONG 22
MIN LONG 11
ISEC LONG 0
MS INT 701
MIJFCNT LONG 216
SCIMODE INT 6
SPINP DOUBLE 3.0630667
N_VDETS LONG 6
N_VESTEPS LONG 16
N_SECTORS  LONG 6
N_SPINS LONG 7
N_STRDETS LONG 12
N_STRPHIS LONG 28
DELTASP DOUBLE 0.0097656250
DEADTIM _ELE DOUBLE 0.0000000
DEADTIM_ION DOUBLE 0.0000000
DELT ELE DOUBLE 0.025912760
DELT ION DOUBLE 0.025912760
GEOMF FLOAT Array[6]
LZRECN LONG 870
VEIS INT  Array[6, 16, 6, 7]
VEIS B FLOAT Array[6, 16,6, 7]
CVEIS FLOAT Array[6, 16, 6, 7]
CVEIS B FLOAT Array[6, 16, 6, 7]
FVEIS FLOAT Array[6, 16,6, 7]

FVEIS B FLOAT Array[6, 16, 6, 7]
VEISTEP  BYTE  Array[16, 7]

ELEION SWEEP INT

Array[7]

ELEION INT  Array[7]

ALTSPIN _ENABLED INT

Array[7]

PRIMALT TBL INT  Array[7]
SECVEIS DOUBLE Array[16, 6, 7]
PHIVEIS DOUBLE Arrayl[6, 16, 6, 7]

THEVEIS  DOUBLE Array[6]

VUNIT DOUBLE  Array[6, 16, 6, 3, 7]
STRL BYTE  Array[12,28,7]
FSTRL FLOAT Array[12, 28, 7]
STRLSTEP  BYTE  Array[7]

NUMSTRLSTPS INT

32

IBCI STRL INT  Array[28, 7]

SECSTRL
PHISTRL

THESTRL
VUNITSTRL  DOUBLE

DOUBLE  Array[28, 7]
DOUBLE Array[28, 7]
DOUBLE Array[12]

Array[12, 28, 3, 7]
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BXYZ STATUS BYTE  Array[7]
BXYZ IND  BYTE  Array[7]
BXYZ RANGE INT  Array[7]
BXYZ PHASE INT  Array[7]
BXYZ BX  INT  Array[7]
BXYZ BY  INT  Array[7]
BXYZ BZ INT  Array[7]
SUNSEC VSBL DOUBLE Array[7]
SUNTIM_VSBL DOUBLE Array[7]
PB5TIM_VSBL LONG Array[3, 7]

VQLTY LONG  Array[7]
SQLTY LONG  Array[7]

XVEIS INT  Array[6, 16, 6, 7]
RELGAIN FLOAT Array[6]
BDATE STRING '00000000'
BCTS FLOAT Arrayl[6, 16, 6, 7]

RELGAIN BACKG FLOAT Array[6]
CTS FACTOR FLOAT Arrayl6, 16, 7]
STRL_CTS_FACTOR FLOAT  Array[12, 7]
BACKGROUND TEST INT 0

SET DET2 EQ DET3 INT = 0

4c. Creation and storage of daily survey files of electron moments, strahl detector
data, and electron pitch angle distributions.

The end product of SWE data processing consists of 1) daily survey files, such as
moments, VEIS pitch angle distributions, and STRAHL data versus time, which are
displayed by the WGGS tool as described in Chapter 2, and 2) detailed distribution
function data collected over a single 3s spacecraft rotation which are processed and
displayed directly from the raw level zero data as described in Chapter 3. While
distribution function data are processed and displayed interactively using the WGGS
tool, the survey data files are created in a batch mode in the WGGS tool environment,
Both interactively plotted distributuions and daily survey plots both use the same
analyses and tool procedures described in Chapter 4a to form the data structure, vsmyjf,
described in Chapter 4b, on which both data products are based.

These are the steps to follow in creating the daily survey files from level zero data files:
1) Start an IDL session using wggs_startup.pro as described in Appendix 1.

% idl wggs startup
2) Run the procedure

IDL> .r Izdates_to_process

and follow the prompts. The program lzdates_to_process.pro does the following:
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a) reads the dates of the levelzero files in the swe [evelzero data path that you
specify in the pop-up widget that appears;

b) creates a file of those dates to be processed (for “mode7” it’s the Izpitch_dates
file mentioned in the “new operational-mode note” below);

c) prompts you to choose which type of processing and then prompts you with the
name of the processing program to run, i.e., (see below)

moments : mom I lzmom
pitch angle distribution at each energy: pitch . Izpitch
strahl: strahl I lzstrahl
60 degree pitch angle average: pitchavg I Izpitchavg

New operational-mode (mode7) note: All “old-mode” (before mode7) data products
have been finalized as of the printing of this WGGS documentation-version. When
processing “new-mode” (mode7) data products, select the ‘pitch’ processing-type when
running the lzdates to process procedure (or, for small processing runs, directly
create/modify the Izpitch_dates file in your WGGS-registered [via startup file] sav_dir
directory by listing the yyyymmdd values of the dates-to-process—one per line, no
extraneous characters [headers, spaces, extra newlines, etc].) This is due to the
unification of all new-mode data-product processing into a single processing routine
(based upon the original old-mode Izpitch.pro code) called lzswenewmode.pro. After
selecting the dates-to-process, simply execute:

“rlzswenewmode’ from the IDL command-line (follow prompts).
The result is a *.mom, *.pit, and *.str data-product file for each selected date.

The processing program names, the corresponding data type names, output file name
extensions, and the output file data paths are as follows:

Processing program Data type Extension leprif.gsfc.nasa.gov:data path
lzmnom.pro swe_moments .mom /data7/swe/moments/
lzpitch.pro swe_fpitch .pit /data9/swe/ptch/
Izstrahl.pro swe_strahl .strahl /data8/swe/strl/
Izpitchavg.pro swe_fparaperp .pitavg /datas/swe/ptchav/

New-mode (mode7) processing: (see note above)
lzswenewmode.pro all new-mode all ext. /data3/swe/<data-type>

The files created by these processing programs are all saved in the subdirectory mpnew
whose full path is specified in the user’s startup file wggs_startup.pro. This is a
temporary staging location. After processing, the files must be moved to the locations on
the data server machine given by the data path names in the table above.

Each processing program listed above contains documentation and is located in
subdirectory wggs00/swelz , where wggs00 is the top directory of the WGGS tool.
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Data calibration files used by these programs in processing the raw counts, such as
relative detector gains and sun glint maps, are included within the WGGS tool.

Other ancillary data required by one or more of these processing programs are:

Ancillary data type Description
swe_ionkp SWE ion key parameter density and bulk flow speed
mfi_mag3s MFI 3s magnetic field data
mfi_magkp MFTI key parameter data (used only if 3s data unavailable)
wind_orbit WIND spacecraft orbit and attitude data

The data paths for these ancillary data are given in the startup file wggs_startup.pro. The
WGGS tool accesses the MFI data files by mounting a disk exported by MFI Co-
Investigator Adam Szabo. The SWE key parameter data files, the WIND orbit and
attitude files, and the SWE levelzero data files are sent electronically to the server
machine leprjf.gsfc.nasa.gov each day. Periodically (approximately once each week)
these files must be moved from the anonymous ftp site to their permanent location on
leprif.gsfc.nasa.gov. This is done automatically by running the following program on
machine leprjf.gsfc.nasa.gov and following the program prompts:

leprjf.gsfc.nasa.gov% idl wggs startup
IDL> .r move wind_files

The SWE levelzero files received electronically may be removed from
leprif.gsfc.nasa.gov only after the CD-ROMSs containing the SWE LZ data have been
received and checked.

4d. Maintaining the SWE data files and processing system.
There are three critical functions that must be performed periodically.

1. A copy of the current version of the WGGS tool should be kept on the server machine
leprif.gsfc.nasa.gov as well as any other machine on which the tool is to be used.
Current backups of the tool should be kept.

2. The ancillary files discussed in the previous section and the SWE levelzero files, all
of which are currently sent to the anonymous ftp site on machine leprjf.gsfc.nasa.gov
each day should be moved to their permanent disk location on leprjf.gsfc.nasa.gov by
running the program move_wind._files.pro as discussed in the previous section.

3. Backups should be maintained of the following file systems containing SWE data and
necessary ancillary data on leprif.gsfc.nasa.gov using the DLT IV % inch cartridge
tapes: (See next page for complete new-mode listing.)
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leprif.gsfc.nasa.gov file system Program leprjf.gsfc.nasa.gov:/opt/local/Backup/

/data7 data7 moments dump0

/data8 data8 strahl dunp0

/data9 data9 pitch dump0

/data$ data5_swe_ancil dump0

/data2 data26_dumpO (level zero data)
/data3 datal3_dump0 (new-mode data)

4e. Timeline of SWE instrument mode and bias level changes and other events
affecting SWE electron data processing.

Date Mode Significant changes
19941130 — 19950801 1
19950510 VEIS bias increase.
19950802 — 19950807 2
19950808 - 19950916 1
19950917 — 19950918 2
19950919 — 19951127 1
19951121 VEIS bias increase.
19951128 — 19960125 2
19960126 — 19960321 1
19960322 — 19960513 2
19950513 VEIS bias increase.
19960514 — 19960813 1
19960813 VEIS bias increase.
19960814 — 19961108 2
19961109 — 19961113 1
19961114 — 19970114 2
19970115 - 19971014 1
19971015 — 19990125 4

19971028 VEIS detector response
degrades more rapidly.

19980514 VEIS bias increase.
19980728 VEIS bias increase.
19980811 VEIS bias increase.

19981026 Lowest energy steps
of detectors 0, 2 unusable;
cause unknown.

19981124 VEIS bias increase.
19990126 — 20020715 19990326 VEIS bias increase.
19990405 VEIS bias increase.

227 of 441



Wind CMAD Wind SWE Electrons

20001023 VEIS bias increase.

20001023 STRAHL bias increase.

20011029 VEIS bias increase to
highest possible level.

20011119 VEIS bias supply fails.

20020815 VEIS turned off; new STRAHL operational-mode implemented. This
marks the beginning of “new-mode” (mode7) mission operation.

Chapter 5. ISEE-1 Data Access and Display with the WGGS Tool.

<No documentation yet for this partially-developed tool functionality.>
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Chapter 6. SWE/Strahl New Science-mode (“mode7”) in the Absence of VEIS Data.
6a. Basics of new-mode operation.

Background Facts:

1) WIND is a spinning spacecraft with a spin-period of about 3 seconds. The spin-axis
is oriented in the —Z GSE direction (s/c spin-phase given in the —¢ GSE direction).
Each successive spin is assigned a successive spincount value (0-255, “rolling over”
periodically) and one spin per major-frame (LZ record) recieves a time-tag reference.

2) A sun-pulse is generated by the spacecraft’s on-board processor when the s/c +X-axis
points at the Sun (+X GSE direction)—the absolute s/c spin-phase (= 0°) reference.

3) A pseudo sun-pulse is then generated by the SWE DPU at a programmable angle with
respect to this reference. All SWE/Strahl processing is referenced to this angle.

4) Each full s/c spin is divided into 4096 “clicks” of the s/c spin-phase clock. A Basic
Counting Index (BCI) is defined to be 42 clicks in this mode, providing the general
construct for referring collected data back to a time-and-s/c-spin-phase-angle.

The “mode7” SWE/Strahl operation is ONLY different than mode6 in the handling of
Strahl and VEIS data. It does NOT constitute a new science-mode in the sense of CDHF
processing of KP data or in its effect on any other instrument. In fact, the only indicator
of this mode’s activity is a single (unused until now) byte in one of the housekeeping
blocks (described in detail below). Otherwise, the new mode represents only a
rearrangement within telemetry already allocated to SWE/Strahl and SWE/VEIS.

Acculmulation of mode7 data takes place over three (ALWAY'S consecutive) spins,
and a total energy-spectrum consisting of 15 energy-steps is generated during these three
spins. There are usually gaps of one or more spins between spectra, but the spincount
values at the beginning of each spectrum (the “spincount-begin” values) are given in the
header of each spectrum in the LZ record (described in detail below). Azimuth-angle
coverage is provided by the spinning of the s/c; each spin divided into 8 sectors, each
energy being visited exactly once in each sector. Elevation-angle coverage is provided
by the fixed angular spread of the 12 (pairwise-binned into 6) strahl detectors (all having
the same azimuth orientation at any given time—elevation angles given in detail below).

In the first spin of a spectrum (spincount = <spincount-begin>+0) energy steps 0-4 are
repeatedly visited in each of the 8 sectors. The first BCI (BCI = 0) of sector 0 of any spin
comes exactly one BCI after the SWE DPU’s delayed pseudo sun-pulse. Including this
BCI, sector 0 subtends 12 BCIs (as do all sectors, but with different BCI values):

Sector 0
BCI| 0 1 2 3 4 5 6 7 8 9 10 11
step | S 0 S 1 S 2 S 3 S 4 S S

Where the ‘S’ symbol in the ‘step’ row represents the settling of HV power supplies, and
0-4 on this row represent acculmulation of counts at the 5 energy steps visited in this
sector. The same pattern is exactly repeated in sectors 1-7 of this spin. In the 8 sectors of
spin spincount = <spincount-begin>+1 the same pattern is seen, except that steps 5-9
replace 0-4 respectively; steps 10-14 replace 0-4 in the 8 sectors of spincount =
<spincount-begin>+2. This completes the acculmulation of a full energy-spectrum.
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6b. Detailed specifications.

Azimuth angles:
The interpretation of strahl data requires detailed angular information. Each energy-step

of each sector has a different angular position at which counts are acculmulated. Basic
angular information is provided as a s/c spin-phase angle, instrument position given in
payload coordinates. As mentioned above, the s/c spin-axis is aligned with the —Z GSE
axis, so that spin-phase/payload angles are defined opposite to GSE conventions (but +X-
axis is in the same direction either way). Hence a 180-degree rotation about the x-axis
transforms “payload” spin-phase angles into GSE azimuth angles.

The following table provides degree measurements at the beginning of each BCI in a full
spin (assumed to be spincount = <spincount-begin>+0—make energy-step replacements
described above for the two subsequent spins), with columns to be interpreted as follows
(“*’ indicates counts acculmulated this BCI):
BCI: Basic Counting Index (42 clicks) begun at these angles.
SECTOR: Integer value (0-7) giving sector number for this BCI.
STEP: Integer value (0-4) giving HV step for this BCI (first spin only).
STRAHL: S/c spin-phase /ook-angle of strahl detector (payload coords.).
FLIPPED: Strahl detector look-angle in GSE coords. (after rotation).
VELOCITY: Strahl particle-velocity angles in GSE (after 180° phase-shift).

BCI SECTOR STEP STRAHL FLIPPED VELOCITY

0 0 0 200.7 159.3 339.3 49 4 0 21.6* 338.4% 158.4%*
1 0 0 204.4* 155.6* 335.6%* 50 4 1 25.3 334.7 154.7
2 0 1 208.1 151.9 331.9 51 4 1 29.0* 331.0% 151.0%
3 0 1 211.8* 148.2* 328.2% 52 4 2 32.7 327.3 147.3
4 0 2 215.5 144.5 324.5 53 4 2 36.4* 323.6% 143.6%*
5 0 2 219.2* 140.8* 320.8* 54 4 3 40.1 319.9 139.9
6 0 3 222.9 137.1 317.1 55 4 3 43.8* 316.2* 136.2*
7 0 3 226.6* 133.4%* 313.4%* 56 4 4 47.4 312.6 132.6
8 0 4 230.3 129.7 309.7 57 4 4 51.1* 308.9% 128.9*
9 0 4 234.0% 126.0* 306.0% 58 4 5 54.8 305.2 125.2
10 0 5 237.6 122.4 302.4 59 4 5 58.5 301.5 121.5
11 0 5 241.3 118.7 298.7 60 5 0 62.2 297.8 117.8
12 1 0 245.0 115.0 295.0 61 5 0 65.9*% 294.1% 114.1%*
13 1 0 248.7* 111.3* 291.3% 62 5 1 69.6 290.4 110.4
14 1 1 252.4 107.6 287.6 63 5 1 73.3% 286.7* 106.7*
15 1 1 256.1* 103.9* 283.9* 64 5 2 77.0 283.0 103.0
16 1 2 259.8 100.2 280.2 65 5 2 80.7% 279.3% 99.3*
17 1 2 263.5% 96.5% 276.5% 66 5 3 84.4 275.6 95.6
18 1 3 267.2 92.8 272.8 67 5 3 88.1* 271.9* 91.9*
19 1 3 270.9* 89.1* 269.1* 68 5 4 91.7 268.3 88.3
20 1 4 274.6 85.4 265.4 69 5 4 95.4* 264.6% 84.6%
21 1 4 278.2% 81.8% 261.8% 70 5 5 99.1 260.9 80.9
22 1 5 281.9 78.1 258.1 71 5 5 102.8 257.2 77.2
23 1 5 285.6 74.4 254.4 72 6 0 106.5 253.5 73.5
24 2 0 289.3 70.7 250.7 73 6 0 110.2* 249.8* 69.8%
25 2 0 293.0% 67.0% 247.0% 74 6 1 113.9 246.1 66.1
26 2 1 296.7 63.3 243.3 75 6 1 117.6% 242.4% 62.4%
27 2 1 300.4% 59.6% 239.6% 76 6 2 121.3 238.7 58.7
28 2 2 304.1 55.9 235.9 77 6 2 125.0% 235.0* 55.0%
29 2 2 307.8% 52.2% 232.2% 78 6 3 128.7 231.3 51.3
30 2 3 311.5 48.5 228.5 79 6 3 132.4% 227.6% 47.6%
31 2 3 315.2% 44.8% 224.8% 80 6 4 136.0 224.0 44.0
32 2 4 318.9 41.1 221.1 81 6 4 139.7% 220.3* 40.3*
33 2 4 322.5% 37.5* 217.5% 82 6 5 143.4 216.6 36.6
34 2 5 326.2 33.8 213.8 83 6 5 147.1 212.9 32.9
35 2 5 329.9 30.1 210.1 84 7 0 150.8 209.2 29.2
36 3 0 333.6 26.4 206.4 85 7 0 154.5* 205.5* 25.5%
37 3 0 337.3% 22.7* 202.7% 86 7 1 158.2 201.8 21.8
38 3 1 341.0 19.0 199.0 87 7 1 161.9*% 198.1% 18.1*
39 3 1 344.7% 15.3% 195.3* 88 7 2 165.6 194.4 14.4
40 3 2 348.4 11.6 191.6 89 7 2 169.3* 190.7* 10.7*
41 3 2 352.1%* 7.9% 187.9* 90 7 3 173.0 187.0 7.0
42 3 3 355.8 4.2 184.2 91 7 3 176.6* 183.4% 3.4%
43 3 3 359.5% 0.5% 180.5* 92 7 4 180.3 179.7 359.7
44 3 4 3.2 356.8 176.8 93 7 4 184.0* 176.0% 356.0*
45 3 4 6.8*% 353.2* 173.2* 94 7 5 187.7 172.3 352.3
46 3 5 10.5 349.5 169.5 95 7 5 191.4 168.6 348.6
47 3 5 14.2 345.8 165.8 96 8 0 195.1 164.9 344.9
48 4 0 17.9 342.1 162.1 97 8 0 198.8 161.2 341.2
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Elevation angles:

This list of GSE particle-velocity direction elevation angles (given in degrees above
the eccliptic plane), for particles entering the 6 “pseudo detectors” that result from
pairwise-binning the counts from the 12 actual detectors, is derived by pairwise-

averaging the (known and fixed) values for the 12—resulting in 6 “center-angles”:
-26.55 -17.10 -7.34 7.63 17.10 26.53

(Note: not in detector-order.)

Reading new-mode strahl LZ data records:

The file, swemode7.prt, from the ‘swedatlib’ directory contains a “map” of offsets
into an LZ record array, allowing the count value for any detector, sector, energy-step
and spectrum of the new mode strahl data to be correctly located in its LZ major-frame
and stored for processing. The procedure, mode7map.pro, in the same directory reads
this file and stores information about where in each major-frame to locate all
housekeeping, Faraday cup and strahl data. The housekeeping (except for a previously-
unused field, now storing a ‘mode7 indicator’) and Faraday cup data are unaffected, only
the information read from the new-mode telemetry map is different from previous modes.
The ‘mode7 indicator’ is a byte which takes on the value ‘0’ (always has in the past)
when a major-frame is not in “mode7”, and takes on the value ‘7° when in that mode.

Spincounts, time-tags and null spectra:

As described above, each s/c spin has an associated spincount value, and each major-
frame has one time-tagged spin. In general, the time-tags for each spectrum are defined
by incrementing (or decrementing) the tagged time by the appropriate number of
(calculated) spin-periods needed to account for the difference between the current
spectrum’s spincount-begin value and the time-tagged spincount value. There are two
types of exceptions, which are accounted for in the code:

1) There was a rollover (from 255 to 0) in the spincount values.

2) The spincount-begin value (and all of the rest of the values in the current spectrum—
including the second byte from the same spectrum-header) is 255. This indicates a
“null spectrum” where no counts were acculmulated (due to in-situ time limits).

Compressed counts to phase densities:

To convert the log-compressed strahl level-zero counts into phase densities the
definitions of the ‘efficiency’ and ‘geometry’ vectors from cts_f_strl.pro were revised to
account for the pairwise binning of the detector counts:

efficiency = [0.75926, 0.75926, 0.75926, 0.82945, 0.82945, 0.82945]
geometry = [(4.4349 + 5.4222), (6.1882 + 6.1182), (6.4422 + 6.5440),
(6.5149 + 6.2687), (5.9394 + 6.2334), (5.5779 + 4.5819)]

$
The change consisted of: taking efficiency values associated with the first-6 and last-6
detectors and associating them with the first-3 and last-3 of the 6 respective pseudo
detectors; pairwise-summing (as above) the 12 geometric factors. Finally—in the
conversion itself, again due to the pairwise binning, 1 is subtracted from the log-
compressed LZ record values, then these values are uncompressed and converted to
phase densities in the same way as with previous modes (but using the above values).
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6c. WGGS software modifications.

Modifications to routines/sub-applications of the WGGS tool (located at <tool>):

<tool>/swelz/lzinput.pro Calling mode7map, calling proc_rec to find mode7 science record.
<tool>/swelz/proc_rec.pro  Determining if in new science mode, calling mode7 to read a record.
<tool>/swelz/swedatlio/mode7map.pro Reading telemetry map for new-mode records.
<tool>/swelz/mode7.pro Reading a new-mode LZ record, unpacking/storing new-mode data.
<tool>/swelz/cts_f_strl.pro Converting new-mode, pairwise-binned counts into phase densities.
<tool>/widgets/swe_levelzero.pro  Recognizing new-mode data, providing new-mode interface.
<tool>/swelz/strl_newmode.pro Sel. new-mode rec. prelim. proc., calling strl_phth_newmode.
<tool>/swelz/Iztimrec.pro Makes time-to-record/spectrum (instead of record/spin) conversion.
<tool>/swelz/strl_phth_newmode.pro Display current spectrum of new-mode strahl data.

6d. Use and function of SWE levelzero display with new mode.

See Appendix 3 for a detailed description of the use and function of the level-zero data
interface widgets. This section provides a brief description of the differences in using the
interface with new-mode data. There are several features which are “turned off” in the
new-mode format, most of the remaining features behave as described in the appendix.

There are a few exceptions:

1) The ‘Spin’ button/field widget becomes the ‘Spectrum’ widget, but otherwise
behaves the same. Allows the user to increment display by one spectrum.

2) The ‘Plot-type’ droplist has been replaced by a ‘style’ droplist:

‘style 1’: The energies which make up a strahl spectrum are displayed in an
“alternating” order which proceeds (in order of increasing energy) along each row
before proceeding to the next. This display-style is useful because it displays the
full strahl energy range in each column.

‘style 2°: The energies are displayed in a “monotonic” order which proceeds (in order
of increasing energy) down the left, then right, columns. Energy-dispersion
effects are more easily seen in this style.

The new-mode strahl data display itself is to be interpreted in the following way. The
azimuth and elevation particle-velocity direction angles described above provide the
absissa and ordinate, resp., for each plot-panel (displaying phase-densities for counts of
particles at the labelled energies). Each panel is overplotted with contours at the Y4-max
and 2-max phase-density levels. The ‘+ and °-* symbols annotated on each plot-panel
indicate the magnetic-field and anti-magnetic-field directions, resp. The vertical dotted
black lines in each sector (denoted by blocks of constant phase-density color) of each
plot-panel, indicate the angles at which count-acculmulation actually began for that
particle-energy, in that sector. Finally, as a reference, the vertical solid white lines in
each plot-panel mark the 0° and 180° (resp.) particle-velocity direction angles.
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Appendix 1. How to start the WGGS tool and description of the startup procedure.

Installation of the WGGS tool.

The WGGS tool is packaged in the directory wggs00/ and its subdirectories. The latest
version, where 00 designates version number, can be found as a tar file in the anonymous
ftp site of the server machine leprif:ftp/ftp/pub/exports/wggs00.tar. To install the tool,
first copy wggs00.tar to the user machine and untar:

% tar xvf wggs00.tar
which creates the tool directory wggs00/ and its subdirectories.

Secondly copy the IDL startup procedure, wggs_startup.pro from the same leprif ftp site
to the user machine at the same directory level as wggs00/. The startup procedure
includes the path to the most recent version of the WGGS tool software as well as other
data paths and the setting of environment variables. The startup procedure
wggs_startup.pro contains documentation with instructions on how to tailor it to the
user’s computer environment. The listing of the startup procedure is included in this
appendix.

Thirdly, if this is a new installation, make sure that there is not a directory on the user
machine named idisav in the data path sav_dir , which can be found in a line near the
beginning of wggs_startup.pro. A new idisav directory will be created the first time the
tool is used if a directory of that name does not already exist.

Running the WGGS tool.
The WGGS tool is now ready to run. The normal use of the WGGS tool begins with the
start of an IDL session as follows:

% idl wggs_startup

where wggs_startup is the name of the startup procedure, wggs_startup.pro. The WGGS
tool is started by typing at the IDL prompt:

IDL> wanal
which brings up the main Survey Data Display.

Editing the startup procedure.

The listing of the startup procedure with line numbers follows on the next pages. The
documentation included in the listing should guide the user as to what needs to be
changed or updated. The lines 1 — 44 contain required user settings, lines 8, 10, and 12
being the most important. The lines 45 — 148 contain optional user settings, the most
important being the data paths to the SWE level zero data and the survey data. These data
paths may be direct paths to specific data directories or to mount points on the user’s
machine.
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Appendix 2. Use and Function of the Survey Data Display Widgets.

The following is the documentation to explain the use and function of all the widgets in
the Survey Data Display which is available by clicking on the HELP button. The
buttons, fields, droplists, and labels appear here in bold type, e..g., the HELP button, and
to the right is a brief description of the action caused by the respective widget event,
such as clicking on a button.

BUTTON/FIELD/DROPLIST ACTION

SWE level zero Starts/brings forward SWE LZ Data Display.
Use this button rather than mouse button on window
to bring forward SWE LZ Data Display!

ISEEf Starts/brings forward ISEE f DATA INTERFACE.
(ISEE moments MUST have already been read.)

Path Displays the input (source) data paths for all of the various
data types and permits changes to be made.

HELP On-line documentation.
Quit Normal exit.
Date/File Toggle to File to select from a list of files.
Toggle to Date to automatically search files.
yyyymmd Enter date (yymmd) for file search by date; the date
will also appear when file is manually selected.
Nr days Select number of days for multiple day plot.
swe_strahlen Use the droplists which display the two energies to be

displayed when data type swe_strahlen is selected.

Button group SELECT input data types, then READ :

One or more data types (swe_moments etc) may be selected. The last selected data types
are retained.

NOTE: When swe_moments are selected, swe_ionkp is automatically selected and
overplotted on the electron plots.

READ Click to read the data types last selected above.
The data interval read is the number of days selected
above beginning with the selected date in yyyymmdd.
After the data is read,a list of available data
variables appears from which to make plot selections.
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READ/PLOT sequence

Data version

Select plot variables

Change plot parameters

(See Select plot variables button below.)

A widget appears which permits data to be read and
plotted on sequential days with a single button click.
The data type will be the current data type selection,
and the plot variables will be those stored in the
selected plot variable buffer.

(see Select plot variables button below)

Displays data versions of data types for which multiple
version exist. The default in all cases is Latest,
but other versions may be selected.

Widget AVAILABLE DATA appears. Select one or more
data variables to plot. Button Do plot plots the data.

Short cuts: After making a plot variable selection, it may be
saved by clicking on one of Save X buttons, where
X=0,1,2,3. The saved selection is then plotted by the
corresponding Plot X button. The Save X buffers are not
reset with a new IDL session, but rather are kept.

Default time interval plotted: entire file.

Special cases: For certain data types, additional

plot parameter choices can be made, For example, when
plotting strahl peak flux,the available energies also
appear in the AVAILABLE DATA widget.

Widget CHANGE PRESET PLOT PARAMETERS appears.
Plot parameters such as y-axis range, i.e., Y min

and Y max, yaxis labels, tick marks, etc can be

altered from their default preset values for each panel
individually. Changes made here are retained during the
current IDL session. The "Y-axis" button described below
toggles the Y-axis range between the preset and min-max
of the plotted variables for all panels.

The vertical size of each panel relative to the other
panels is displayed and can be changed. For example, a
given panel can be made twice as large as the rest.
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To select time intervals to plot:

The default time interval plotted is the entire file. To "zoom", i.e., to select a time
subinterval to plot, click the left and middle mouse buttons at the begin and end times,
respectively, of the desired interval. When the middle mouse button is clicked, a new
widget pops up entitled, SELECTED TIME INTERVAL. These are the relevant buttons in
the pop-up widget: Click on Plot to plot the new time interval. The new time interval
becomes the current time interval and is retained until a different time interval is selected.
Click on Store interval and plot to store any selected time interval to be kept for later
recall even as the current interval changes.

Button group Time interval
The currently selected variables can be plotted for various time intervals:
Current The current time interval.

The current time selection may be replotted at any time.

In particular, if program wanal is restarted in a given IDL

session, data does not have to be reread, but rather the

plot can be restored by clicking the Current button.

NOTE: Going back and forth between windows may sometimes cause plot
controls to become "unset" and the tool may appear

unresponsive. Try clicking on Current or Original to reset.

Previous The time interval selected prior to the last (current)
selection is plotted. The current time selection still in memory.

Original The input time selection is plotted and becomes
the new current selection.

Stored The time interval saved in memory for later recall.

Array reduction To keep plot array sizes manageable, IDL library procedure
congrid.pro reduces the array size using an interpolative method.
Use of congrid is the default. The droplist povides
the option to turn off array reduction. When using the
IDLsave button (described below) to create a file of
the plotted data, array reduction should be set to
off to retain the full time resolution in the
created data file.

Smooth Median smoothing, 3, 5 or 10 points (0 is no smoothing).

Y-axis Choices for the y axis scale are Preset (default) and Minmax.
The Preset values can be changed using button
Change plot parameters. The original default preset values
can be reset by using button Select plot variables and
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redoing the plot variable selection or using button
Change plot parameters and clicking on Restore.
These actions do not change the time interval.

Time axis The Selected time interval widget appears.

Hardcopy droplist:
Hrdcpy bw

Hrdcpy clr

Printer/file

Color scale droplist:
Color tbl

Restore clrs

Application droplist:
WIND orbit

Local Appl

IDLsave

Makes black and white hardcopy of current plot.
Makes color hardcopy.

Pop-up widget displays and allows changes in names of
printer and printfile.

IDL procedure xloadct.pro is used to display and/or modify
the color table (stretching etc).

Current color table is restored and the top color
(plot axes, etc) is set to white.

Plots the orbit for the current day.

Local user applications. Executes procedure
local_appl.pro if it exists in directory specified by
LOCALUSER environment variable in startup file.

An IDL save file is made of the plotted data which may be
retrieved by IDL restore (line plots only). It is adviseable
to turn the array reduction FROM congrid TO off in order to
retain full time resolution.
The saved data files may be accessed as follows:

".run idlsav_plot" to plot the data,

".run idlsave to ascii" to create an ascii file,

".run idlsave to ascii_cols" to create an ascii file
in column format.
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Appendix 3. Use and Function of the SWE Levelzero Data Interface Widgets.

The following is the documentation to explain the use and function of all the widgets in
the SWE LZ Data Display which is available by clicking on the HELP button. The
buttons, fields, droplists, and labels appear here in bold type, e..g., the HELP button, and
to the right is a brief description of the action caused by the respective widget event,
such as clicking on a button.

The top plot window contains one of survey plots from the parent widget.
Which of the survey plot variables that is plotted here can be selected using the first
droplist in the second row of buttons above the plot panel.

The three lower windows are available for distribution function plots at selected times.
The top row of buttons:
BUTTON/FIELD/DROPLIST ACTION

Parent Returns to main or "parent" widget Survey Data Display. From Survey
Data Display, click SWE level zero
to get back to this "child" widget.
NOTE: Use parent and child buttons to go back and forth
between widget displays. Avoid using the windows mouse functions to
bring windows forward.

HELP On-line documentation.

Quit Normal termination.

Dates Droplist containing all dates for survey data read in. Any date
from this list may be selected and will be read when "Open LZ"
is clicked.

Open LZ Opens SWE Iz file, reads anciliary files,
orbit-attitude, 3sec magnetic field, sun glint mask,
VEIS background counts. Distribution function data can now
be plotted directly using data from the opened levelzero file,
as discussed below under "Ways to select time".

Veis data Brings up the SWE VEIS Counts Data display widget
which has its own HELP button.

Strahl data  Brings up the SWE Strahl Counts Data display widget
which has its own HELP button.
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Color adjustment droplist:
Xloadct A widget pops up which allows adjustment of color
scale (stretching etc) or changing color table.

Restore colors Current color table restored which also sets the
top color (plot axes, etc) to white.

Hardcopy droplist:

Hrdcpy bw Makes black and white hardcopy of current plot.

Hrdcpy clr Makes color hardcopy.

Applications droplist:

Orbit Window appears with orbit plot.

Display options Pop-up window appears providing various information about

and control of display options. A HELP button is included.

Scan LZ file A new widget appears containing various instrument and
data information from the telemetry record.

Save f Makes an ASCII file of perpendicular and parallel cuts and
reduced F vs parallel velocity, as well as the measured f
closest to parallel, anti-parallel, and perpendicular.

The second row of buttons:
BUTTON/FIELD/DROPLIST ACTION
Droplist of survey plot variables. Choose one to plot in upper panel.

mode The SWE/VEIS instrument mode is displayed: 1, 2, 4, or 6.

Ways to select time:
There are several ways to select times for plotting distribution function data:
1. Click at desired time in the top panel (with left mouse button) and plot
will appear in one of three bottom panels. Successive clicks on top panel will
cause plots to cycle through the three bottom plot panels.

(A vertical line at the selected time will appear in the upper panel).

2. Click on any of three bottom panels and the plot at currently selected time
will appear.

3. Click on Spin "+" or "-" button or click on Mfrm (major frame=7 spins)
"+" or "-" button to increment the time index; the plot at the newly
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selected time will appear. Successive clicks on "+" or "-" will cause plots to
cycle through the three plot panels. The spin (mfrm) number will appear in the field
to the right.

4. Click on the "auto" button to cause three successive plots to appear,
one in each window.

5. Enter time explicity into "hhmmss" field.

Plot type droplist:

fentrs Contours of f on perpendicular-parallel velocity grid
with magnetic field direction along +vparallel.

f(en,pa) Color-coded pitch angle distribution on
energy-pitch angle grid.

fcuts Parallel (solid line) and perpendicular (dashed
line) cuts of f and measure data sampled closest to
magnetic field (+/-) direction (triangles). Dotted line is
one-count level.

redF Reduced distribution.

f fcuts Contours and cuts of f (default).

fF Contours of f and reduced f.

fsurface Perspective 3-D contour map of f.

triangles The triangulation mesh computed by triangulate.pro to help
show the validity of the platewise interpolation used
to do contouring.

fpolar Contours of f on perpendicular-parallel velocity grid
with magnetic field direction along +vparallel.

vstps Truncate the upper range of energy steps included in plots of f
by selecting a number less than 16.

pbin Select the value of the pitch angle bin used for the data in

making the polar plots of f, i.e., contours, etc.
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Appendix 4. How the Survey Data Display Works.

This section is an introduction to the inner workings of the tool. A working knowledge of
the IDL language would be helpful though not essential in reading it. The reader whose
only interest is in using the tool may skip this section. It is intended for those readers who
may be involved in setting up the tool or wish to adapt it, i.e., to access and plot a new
data type or to add a new application for an existing data type.

The following are the names of the experiment data types currently accessed by the

Survey Data Display:

IDL> print, d.datype

swe_moments SWE VEIS electron moments

swe_fpitch SWE VEIS electron pitch angle distributions
mfi_mag3s MEFI 3s magnetic field data

swe_ionkp SWE Faraday cup solar wind ion data
mfi_magkp MFTI key parameter magnetic field data
swe_strahl SWE strahl sensor data

isee_moments ISEE-1 VES electron moments and distributions
wav_tnr WAV 1m TNR data

swe_redfcuts SWE reduced velocity distributions
wav_hrtnr WAV high resolution TNR data
swe_strahlen SWE strahl data at selected energies
wind_orbit WIND orbit data

swe_fparaperp SWE 60° pitch angle averages

wav_nekp WAV key parameter electron density
wav_nehr WAV high resolution electron density

Data structure d.

The heart of the Survey Data Display functionality is the data structure d. It contains all
that is necessary to read the selected input data, such as data paths, the input data itself,
and all the parameters necessary for constructing and controlling the data display. The
structure d is created automatically and is accessed by all parts of the program through
the common block, common shared,d. The structure d with the tag names NDVAR,
DATYPE, etc is described below using the IDL language command, HELP,/STRUCTURE
. Explanatory notes are included to the right of only those tag names that are relevant to
this introduction. Tag names of structure d which relate to the internal operation of the
widget interface are not discussed.

IDL> help,d

D (SHARED) STRUCT = -><Anonymous> Array[1]

IDL> help,d,/str
NDVAR LONG 15 Number of input data types
DATYPE STRING Array[15] Names of input data types
DIR STRING Array[15] Data path for each data type
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PATHENV STRING Array[15] Data path environment variables
FLTR STRING Array[15] Data filename extensions
FLNM STRING Array[15] Data filename for each data type

DATYPE INPUT INT  Array[l5]

WILABL STRING Array[15]

PNLIST STRUCT -> <Anonymous> Array|[1]

NDX LONG  Array[2, 15] Begin and end indices of current time interval.
NDX ORIG LONG  Array[2, 15]

NDX _LAST LONG  Array[2, 15]

NDX_ BUFF LONG  Array[2, 15]

NDX BUFF2 LONG  Array[2, 15]

NDX STORED LONG Array[2, 15]

PNL STRUCT -> <Anonymous> Array[174] See below.
PNLSEL INT  Array[174]

PNLSEL LAST INT  Array[174]

WDATYPE LONG  Array[174, 15]

TIMSEL STRING 'l

XSCROLL INT  Array[15]

YSCROLL INT  Array[15]

BTTN INT  Array[15]

WITYPE INT  Array[15]

REFSEC DOUBLE 0.0000000 The reference time used for all plots.
MAXNUMBERDAYS INT 4

DATYPE _MULTIDAY STRING Array[8]

If for example, the data types, swe_moments, swe_fpitch, and swe_strahl were selected as
input data, then the following tags referencing the input data would be concatenated to

the structure d:
SWE_MDAT STRUCT -> <Anonymous> Array[12754]
SWE PDAT STRUCT -><Anonymous> Array[12749]
SWE STRAHLDAT STRUCT -><Anonymous> Array[12749]

Each of the 15 data types in the list, d.datype, has a corresponding list of variables
available for plotting, and the variable lists for all data types are concatenated into a
single list totaling 174 elements, each element being a plot variable name string. For each
of the 174 plot variables, there is a set of plot control parameters, most of which
correspond to standard keywords used in the IDL plot routines. The plot variable names,
the corresponding data types, and plot control parameters are the tags of the structure,
d.pnl, described below:

IDL> help,d.pnl

<Expression> STRUCT =-><Anonymous> Array[174]

IDL> help,d.pnl,/str
DTP STRING " Data type of the plot variable, varname.
VARNAME STRING " Plot variable name.

In this document, the term data type will always refer to the data type name as given by
d.pnl.dtp (or d.datype), and the term plot variable will always refer to the quantity to be
plotted as given by d.pnl.varname. For example, a partial list of plot variables for the data
type swe_moments is ‘N density’, ‘T temperature’, ‘U flow speed’, etc.
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The remaining tags to d.pnl are plot control parameters:

YPNLP FLOAT
ZTITLE STRING
LABL STRING
RANGE

TICKS INT
MINOR INT
TICKV

TICKNAME

SUBTITLE STRING
TMLABL STRING
TMRANGE

TMTICKS INT
TMINOR INT
FILL FLOAT
TMTICKV

TMTICKNAME

PLOTIO INT

PSYM INT
SYMSIZE FLOAT
OPLOT INT
OPLOTVAR STRING

OLINESTYLE INT
OCOLOR INT

0.00000

FLOAT Array[2]

FLOAT  Array[30]
STRING Array[30]

DOUBLE Array[2]

-1.00000e+31
DOUBLE Array[30]
STRING  Array[30]

1.00000

PLTYPE STRING
ENINDX INT

INDX INT

XORY INT

EV VAL INT

STEP FLOAT 0.00000
LZRANGE  FLOAT Array[2,2]
CHARTHICK  FLOAT 1.00000
CHARSIZE ~ FLOAT 1.15000
HORIZLIN  FLOAT  -1.00000e+31

Having outlined the essential parts of the structure, d, its use in the program will be
discussed. The following table illustrates a typical selection of data variables to be
plotted as a panel stack, beginning with the top panel:

Panel  Data Type
i d.datype(ityp(i))

0 swe_moments
1 swe_fpitch
2 swe_fpitch
3 swe_strahl

Table 1.
Type index Data Variable
ityp(i) d.pnl(ivar(i)).varname
0 heat flux
1 spin avg f(en,t)
1 943
5 strahl energy spectrum

Variable Index
ivar(i)

6

45
55
93

The data types and data variables are selected by the user from the widget interface using
the names given in the second and fourth columns,respectively, of Table 1. The other
columns in Table 1, i.e., the first, third, and fifth columns, are indices determined by the
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program corresponding to the user selection and are used in structure d to reference the
data, transparent to the user. The data type indices (third column) are
ityp = where(d.datype input ne —1)=0, 1, 5.
The swe_strahl data structure corrsponding to ityp(3)=5, for example, is referenced as
d.swe_strahldat( d.ndx(5,0): d.ndx(5,1) ).tag,
where d.ndx(5,0): d.ndx(5,1) is the range of indices of the swe_strahl data for the selected
time interval, and the tag represents an input data variable, such as time or flux. The plot
variable indices (fifth column) are
ivar = d.pnlsel(where(d.pnlsel ne —1)) = 6, 45, 55, 93.
The parameters for controlling the strahl energy spectrum plot corresponding to
ivar(3)=93 are referenced as d.pnl(93).zag (unless overridden in the plot procedure itself),
where the tag represents a parameter such as the y-axis range.

Survey data directory structure.
All of the procedures pertaining to a specific data type are located in a single subdirectory

whose name is the same as the data type. The directory structure for the currently
available data types is

wggs00 /survey/:

swe_moments / swe_fpitch/ mfi_mag3s/
swe_ionkp/ mfi_magkp/ swe_strahl/
isee_moments/ wav_tnr/ swe_redfcuts/
wav_hrtnr/ swe_strahlen/ wind_orbit/
swe_fparaperp/ wav_nekp/ wav_nehr/

where wggs00/ is the top directory of the entire tool. Each data type subdirectory has a
requisite set of procedures given by the following, where exp dtyp represents one of the
above data type names:

wggs00/survey/ exp _dtyp/-

exp_dtyp_list.pro List of plot variables included in d.pnl.varname.

exp_dtyp read.pro Reads the input data.

exp_dtyp_timerange.pro Returns begin and end times of the data.

exp_dtyp_datatime.pro Returns data time relative to reference time.

exp_dtyp_struct.pro Returns plot parameters for each plot variable listed
in exp_dtyp_list.pro.

exp_dtyp plt.pro Plots the data corresponding to the plot variable selected

in the panel whose position in the stacked plot panels is
determined by the order of selection.

exp_dtypvar.pro Called by exp_dtyp plt.pro, returns the actual data
for each plot variable selected for the current time
interval.

The above procedures must be tailored to to each specific exp dtyp. These are the
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minimun requisite procedures but subdirectory wggs00/survey / exp_dtyp / may include
other procedures or functions to be called by any of the above to meet a specific
requirement. For example, the data type swe_strahl requires procedures for making both
line plots and images, and therefore, swe_strahl_plt.pro calls another procedure
swe_strahl_spectrum_img.pro, which is also located in subdirectory,

wggs00/survey / swe_strahl. The requirements for each of the requisite set of procedures
under each wggs00/survey/exp dtyp/ is given in Appendix 5, which discusses in detail
how to expand WGGS to include new data sets.

Survey data flow.

The following is the sequence of called procedures and widget actions necessary to
select, read, and display a set of plot variables, represented by var, from a selected set of
data types, represented by exp dtyp. In the following, Widget and Keyboard refer to user
actions via the widget interface and keyboard, respectively, and the fully qualified
procedure name, path/procedure.pro, refers to the automatic execution of the named
procedure by the program.

Action / called procedure Result

1) Keyboard: wanal Starts the tool.
wggs00/init/define_widgets.pro Defines all widget interfaces.
wggs00/init/panelist.pro Creates/initializes structure, d.

2) Widget: Enter begin date, nr. days

3) Widget: Select data types, exp_dtyp Stores data type selections, exp _dtyp.

4) Widget: Read Initiates data read-in.
wggs00/init/panelist.pro Structure d is re-initialized.
wggs00/survey/input.pro Data type selections exp_dtyp are put into

d.datype_input.

Current data paths are searched for the

selected data type files according to date.
exp_dtyp_read.pro Data for data type exp_dtyp are read in and

concatenated onto structure, d.

Common reference time is established.

Orbit and attitude data are read.

5) Widget: Select plot variables
wggs00/widgets/select_pltvar.oro  Plot variables, var, are selected.

6) Widget: Do plot Initiates the plot.
wggs00/survey/mstruct.pro Plot parameters common to all panels stored
in appropriate tags of d.pnl.

245 of 441



Wind CMAD Wind SWE Electrons

wggs00/survey/exp dtyp/ exp _dtyp timerange.pro Set time axis scale.

wggs00/survey/exp dtyp/ exp_dtyp struct.pro Set y-axis and other plot
parameters for each plot
variable of set, var and
stored in d.pnl.

wggs00/survey/plt.pro Set the plot window coordinates for each panel.

wggs00/survey/exp dtyp/ exp dtyp plt Plot data corresponding to each
variable of set, var, in panel
according to order of selection.

Appendix 5. Expanding WGGS to Include New Survey Data Sets.

The WGGS tool can be readily adapted to include new survey data sets. These are the
steps to follow:

1. Select a descriptive name for the data type of the form exp_dtyp, where exp represents
a satellite or project and d#yp represents a specific experiment or source of the data.

2. Select names for the variables to be plotted represented here as the set var={varl,
var2,.....}. Note: The names of these variables must be unique among a// datatype-
variable-names. This is because sometimes (internal to WGGS) these names are used
as the only identifier of a time-series, and non-uniqueness could cause problems.

3. A subdirectory named exp dtyp must be created under the directory wggs00/survey.
A template subdirectory with the requisite files exists which should be copied and
given the name selected in step 1. The subdirectory and its files with a brief
description is as follows:

wggs00/survey/ exp_dtyp/:

exp_dtyp_list.pro List of plot variables var.

exp_dtyp read.pro Reads the input data.

exp_dtyp timerange.pro Returns begin and end times of the data.

exp_dtyp_datatime.pro Returns data time relative to reference time.

exp_dtyp struct.pro Returns plot parameters for each plot variable listed
in exp_dtyp_list.pro.

exp_dtyp _plt.pro Plots the data corresponding to the selected plot variable.

exp_dtypvar.pro Called by exp_dtyp_plt.pro, returns the actual data
for each plot variable selected for the current time
interval.

4. After naming the above directory with the name selected for new data type, each of
the files may be readily modified by searching for the dummy data type name
exp_dtyp wherever it occurs and substituting the selected data type name. Procedures
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exp _dtyp_list.oro, exp_dtyp struct.pro, and exp dtypvar.pro will also require
searching for the dummy variable names varl,var2, ...and substituting the actual plot
variable names. The procedure exp dfyp struct.pro contains plot axis and other plot
appearance parameters and must be modified to meet the user’s requirements. The
procedure exp _dtyp read.pro must also be specially modified to read the new data .
The template exp_dtyp read.pro contains all that is required and must be included,
such as specific time formats, data index definition, and concatenation of structure d.

5. The directory wggs00/survey/ exp_dtyp/ also contains two additional procedures
which are not part of the actual directory for the new data type, but are included as
templates for the two remaining procedures to be modified. They are
panelist_illustrative_version.pro and startup_file_ illustrative_version.pro. Follow the
instructions in the documentation at the beginning of each file on how to modify.
Then replace (or modify) the old wggs00/init/panelist.pro and your old startup file
(located in the directory in which the IDL session is started) with the new versions.

6. Finally, be aware that—in some cases—there may be a need to (possibly with help
from a SWE Data System developer) modify the following fileswhen adding new (or
modifying old) data types: wggs00/survey/input.pro, wggs00/survey/get_finm.pro and
wggs00/survey/mstruct.pro. This requires advanced understanding of IDL.

7. This completes the installation of the new survey data type. All of the functionality of
the tool is now available to the new data type.

Appendix 6. Relative gain balancing of VEIS detectors.

The six VEIS channeltrons have aged over time since the WIND launch with variable
rates of degradation of detector response. The channeltron bias levels were raised
periodically to counteract this natural aging process. In order to accurately compute the
odd electron velocity moments such as the bulk flow velocity and heat flux vectors, it is
necessary that the response of the six channeltrons be balanced relative to each other. To
account for channeltron aging and changes in bias levels, the detectors were balanced on
a regular basis, approximately once each five to ten days, and a set of six gain factors
were determined. The set of six factors were normalized to one of the detectors, which
appeared to be most constant over time. These periodically determined gain factors were
used to compute by interpolation a table of gain factors, one set of six for each day,
during the useful lifetime of the VEIS spectrometer, 1994 — 2002. This relative gain table
is included within the tool and its application to the data is transparent to the user. The
following is intended to document the gain balancing procedure and to serve as a guide
should it be necessary to repeat the process.

The procedure for balancing the gains of the six VEIS detectors is outlined in the
following steps. Graphical user interface names are given in italics, e.g., Survey Data
Display, and widget buttons, fields, and droplists are in bold type, e..g., the widget
button, SWE level zero.
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N

10.

11.

12.

Select a time period over which gain balancing is to be done, from 1-30 days, and plot
the WIND plasma and magnetic field key parameters, Ni, Ui, B, 0y, and ¢, in the
Survey Data Display plot window.

Select a day containing an approximately one hour interval in which Ni > 5 and oy is
approximately 90° or 270°, if possible.

Click on the widget button SWE level zero in the Survey Data Display which causes
the SWE LZ Data Display interface to appear.

In the SWE LZ Data Display, select the chosen date from the droplist and click on
Open LZ.

With the left mouse button, select a time causing a plot of f(v|, v.) to appear.

Click VEIS data in the SWE LZ Data Display and the SWE Veis Counts Data
interface will appear with the default plot, counts vs speed for each detector in sector
0. This is a display of raw counts for opposing pairs of detectors 0-5, 1-4, and 2-3.
Sectors 0 through 5 can be displayed by incrementing Sect for the given spin and
major frame. This plot is also created when Cts_step is clicked.

Click Relative gain determination; Background in SWE Veis Counts Data and the
Do counts average widget interface will appear.

In the the Do counts average interface, select a detector, 0 through 5, to which the
computed gains of each detector is to be normalized by using the droplist labeled
Normal detector. Select the detector which has been most stable over time with high
counts.

Select the energy for which the pitch angle distributions for each detector are to be
computed in the gain balancing procedure by using the droplist labeled Energy step
(ev). Energy 29 eV is suggested.

Select which of the six detectors 0, 1, 2, 3, 4, and 5 are to be used in the gain
balancing. If all six detectors were to have aproximately equal responses, than all six
would be used. If one or two detectors were to have a severely diminished response
compared to the rest, say down by a factor 10 or more, then those detectors should not
be included in the gains determination. For example, if detectors 0 and 2 are not to be
included, then select the set of detectors 1345 from the droplist labeled Pitch fit:
Det’s. Gains will be computed using detectors 1, 3, 4, and 5 and normalized to the
detector selected in step 8. Detectors 0 and 2 will be assigned a gain of 0 in the gains
table for the purpose of identification, but the gain factors actually used for detectors
0 and 2 will be unity.

Click on Accumulate slctd spins (YES glint rmvd) which will sum the raw counts
for each detector (included in step10) over 30 major frames or 210 spins beginning at
the current record and spin.

Click on Pitch fit each detector, get rel gains. A new set of six plots, one for each
detector, will appear in the plot window. Each plot contains the sum of counts vs
pitch angle and the parabolic fit for the given detector as well as the parabolic fit to
the total counts of all detectors (only for detectors included in step 10) vs pitch angle.
The ratio of the pitch angle fit using all (included) detectors to the pitch angle fit of
each detector individually is defined as the gain of the given detector. The gains are
then normalized to the gain of the detector selected in step 8 and is printed in the
command window. These are the factors by which the raw counts are multiplied to
correct for imbalance in the detector set, which is primarily due to differing rates of
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13.

14.

15.

16.

aging of the channeltrons and changes in voltage bias levels of channeltrons that have
been made at various times during the WIND mission to compensate for diminishing
response.

If satisfied with the computed gains, then click on Save relative gains which appends
the relative gains and date to the file
wggs00/swelz/swecal/gains/gainsrev/add_to_lib.ascii.

Repeat steps 2 through 13 for other dates in the survey plot (step 1). Choosing dates
3 to 6 days apart is suggested.

The next step is to use the gains for selected dates saved in step 13 to compute gains
for each day in the selected time period using a fitting procedure within
wggs00/swelz/swecal/gains/gainsrev/getrelgains_tblgen_after_19971027.pro. Add
the time period over which the fit is to be made by editing
getrelgains_tblgen_after_19971027.pro (array date_range =), then run the procedure.
A plot of the calculated input gains and the fitted gains will appear and a file of the
fitted gains for each day will be created, both in ascii form and and as an IDL restore
file. Add the time period (from the addition to the array date range above) and the
name of the IDL restore file to the appropriate else-if statement in
wggs00/swelz/swecal/gains/gainsrev/getrelgains_tbl_flnm.pro. The ascii file provides
a visual check of the daily gains table just created and the restore filename is returned
by getrelgains_tbl_flnm.pro when referenced by date by wggs00/swelz/Izinput.pro.
The restore file with the appropriate gains is read by Izinput.pro each time a level zero
file for a new date is opened.

The final step is to check the daily gains just determined. Display again the survey
data for the original time interval in the Survey Data Display plot window and click
on SWE level zero. On the SWE LZ Data Display, click on Open LZ for any of the
dates plotted. Select a time causing a distribution function to be plotted and then click
on Veis data to bring up the SWE Veis Counts Data. Click on f w/ new patch which
will display a fitted gaussian patch over the thermal core portion of the measured
distribution function. The new gains are used in the patch and are displayed in the
widget field labeled Relative gain adjustment, Old. The density, temperature, and
flow velocity magnitude, elevation, and azimuthal angles of the fitted gaussian are
displayed in the plot window. (The patch is Adolfo Vinas’ standard 3D patch used in
moments calulations and which uses data from all detectors and all sectors in a 3D
gaussian fit. Certain detectors and sectors are not used in the fit depending on data
quality and whether a particular detector or sector was included in the gain
computation. Which detectors and sectors are used to compute patch is prescribed by
the array of indices, swest.patch_include.) The criterion used for gains which balance
the detectors reasonably well is that the flow velocity elevation angle should be
between -30° and +30° of the ecliptic plane.

Appendix 7. Treatment of sun glint effects.

Soon after the WIND launch and onset of the operation of the SWE VEIS instrument, it
became apparent that the measured electron spectra contained high count rates when
certain detectors were either facing the Sun, or were facing a particular fixed direction
relative to the Sun, and which were repeated with each spacecraft rotation. It was
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concluded that the extraneously high counts were due to sunlight penetrating certain
detectors viewing the Sun directly, and in the case of one particular detector, from
sunlight penetrating via a glancing reflection into the detector. This so-called “sun glint”
had the effect on the VEIS distributions of appearing to show a constant high flux of
electrons from the direction of the Sun. The solar wind electron heat flux, for example,
would always appear to come from the Sun instead of being magnetic field aligned. The
solution to the problem was to identify and remove the effects of the sun glint.

Three methods were utilized. One was to put the VEIS instrument into a mode in which it
would only measure the background spectra and not the ambient electrons. The
measurements at detector, energy sweep step, and sector samples that were contaminated
by sun glint stood out prominently against the normal background. This formed an initial
identification of sun-glint detector, energy sweep step, and sector samples to be used in
subtracting background from the measured electron spectra.

A second method of identification was to accumulate the differences in measured
electron counts from opposing detectors for an extended period, usually one day, and plot
the differences against sun phase angle of the measured sample. If there were no favored
direction, it was assumed that the counts differences would average out to zero for the
extended period. If the Sun were a favored direction then the differences would peak for
measurements looking toward the Sun. The set of sun-glint detector, energy sweep step,
and sector samples determined by this method were consistent with the set obtained by
the first method.

A third method was used which was to visually inspect the spectral plots. Most of the
sun-glint detector, energy sweep step, and sector samples from the first two methods
were clearly identifiable, but not in every case.

A sun glint map using the above methods was determined for a particular period, say one
week to one month, applied to the data and electron moments were computed. The
operational criteria for success in eliminating or minimizing the sun-glint effects was that
the solar wind bulk flow velocity vector should lie within +/- 20 degrees of the ecliptic
and that the solar wind heat flux vector should track with the magnetic field direction
when there is a significant heat flux magnitude. It was found that the sun glint map could
be effectively fine-tuned by adding to or subtracting from the sun glint map by inspection
of the spectral plots (method three above) and recomputing the moments velocity vector
with the modified sun glint map. This method was applied during the early years of the
WIND mission and a sun glint map was found to apply to nearly the whole mission. This
indicates that the sun glint effects on the instrument were essentially constant over time
and is consistent with the fact that the WIND attitude changed very little.

The application of the daily sun glint map is applied to the data transparent to the user.
The sun-glint detector, energy sweep step, and sector samples are readily identified as
highlighted points in the VEIS spectra vs electron speed which is the default plot in the
SWE Veis Counts Data interface. Typically there are approximately 30 — 40 sun-glint
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detector, energy sweep step, and sector samples which are eliminated entirely, which is
only about 5% - 7% of all the data samples collected in one spacecraft rotation.

Appendix 8. Using strahl sensor observations of the Sun to recover WIND spin
phase.

To date (December, 2001), there have been three high-flux solar proton events which
disabled the Sun sensors on the Wind spacecraft. Normally the spacecraft X-axis is time-
tagged by the spacecraft Sun sensor when the X-axis points to the Sun. When the Sun
sensor becomes disabled , the spacecraft automatically generates a pseudo-sun pulse each
2.4 sec instead of the nominal 3s true spin period. However, the spin phase of the
spacecraft X-axis is unknown at any of these 2.4s time tags. On-board processing keyed
to the Sun pulse will therefore be out of phase, such as the spin phase sampled by the
strahl sensor, which tracks with the on-board determined magnetic field. However, during
each period of loss of the Sun pulse to date, the strahl sensor field of view frequently
captured the Sun, providing the necessary spin phase information to compute spin period
accurately. The procedure used for determining the true spin period during a no-sun pulse
event is documented in procedure wggs00/swelz/nosunpuls_readlz.pro.
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Appendix 9. Processed SWE Data File Coverage of Years 1995 —2002.

The graphs on the following pages show the processed SWE electron data coverage
during the years 1995 through 2002. There are three primary survey data types,
swe_moments, swe_fpitch, and swe_strahl, for which daily files exist. Days for which
daily survey files exist are represented in black, missing data in white. Missing data may
be due to several factors such as, the instrument not being in a science mode, poor data
quality, or, in the case of swe_moments, WIND not being in the solar wind. The storage
location of these survey data files given in Chapter 4c and repeated below can be
accessed publicly via anonymous ftp to leprijf:

swe_moments leprjf:/data7/swe/moments leprjf:ftp/pub/swel/swe/moments
swe_fpitch leprjf:/data%/swe/ptch leprif:ftp/pub/swed/swe/ptch
swe_strahl leprif:/data8/swe/strl leprjf:-ftp/pub/swe2/swe/strl

There are three primary data coverage summaries for swe_moments and are

differentiated by the file name extension:

1) The first swe_moments data coverage bar chart includes only files with extension
_svi3.mom, which designate IDL restore files and version 13. These are
considered to be the prime moments data set because the instrument was in mode
1, mode 4, or mode 6, and all data variables are considered reliable. This is the
data set that has been archived in the NSSDC.

2) The second swe_moments data coverage bar chart adds instrument mode2,
version 5 moments files with extension v05.mom to the first summary of
_svi3.mom files. Not all moments variables of the mode 2, version 5 moments
files are reliable due to sun glint contamination. The electron temperature and
anisotropy should be reliable, but the heat flux is not reliable and should be used
with caution. The VEIS instrument was in mode 2 for parts of 1995 and 1996.

3) The third swe _moments data coverage bar chart includes all the IDL binary
version 13 files with extension v/3.mom that were processed. The IDL restore
files with extension _sv/3.mom are a subset of the vi3.mom files. Most of the
_vI3.mom files were converted to IDL restore files after visual inspection, but a
few files were not converted because of questionable quality.
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13.2 SWE Reconfigured Strahl Notes
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Wind/SWE “New mode” Electron Pitch-angle Analysis

Overview

Effectively, in this mode of the electron instrument, there are 13 energy-channels
(electron speeds) making 48 observations (instrument counts for each particular velocity)
over 8 sectors (~45° wide) and 6 elevations (~9° apart) at each energy. From these 624
observations (accumulated over 3 s/c spins, or ~9s) 13 pitch-angle distributions and one
“spin-averaged” energy distribution are populated during every ~12s interval.

detectors (6)

\ North
(—
— South

spin-axis

sectors (8)

In the following discussion:

e The observed energies are represented as Eo, E1, ..., Ei2. Where Eo, Ei, ..., E1o
are observed once in each sector; E11, E12 are observed twice, then averaged. This
achieves more statistically meaningful observations in energy-ranges where fewer
counts are observed, and accounts for the mapping from the 15 energy-channels
in the current operational mode to the 13 channels discussed here.
i=0,1, ..., 5 indexes detector.
ij=0,1, ..., 7 indexes sector.
k=0,1, ..., 12 indexes energy.

B, V vectors are given in GSE coordinates, with B being the temporally “nearest”

3s MFI observation to any given SWE observations of electron V.

e aijk=cos {Vijxe B(t)/[[Vijxl IB(t)]] } gives the pitch-angle for each
observation, with ¢k giving the corresponding count-value.
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Wind CMAD
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During each energy “spectrum™, a velocity distribution
(with 13 energy “shells”) 1s formed. The points shown
here suggest the binning process for each shell.
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For E = Ex, the 30 pitch-angle bins (6° wide) of the k™ (of 13) pitch-angle
distribution (fi(o)) are populated as follows...

Typically a conversion from counts to phase-space densities requires both energy
and a “geometric factor” for each contributing detector. However, acknowledging that
the following process unavoidably intermingles counts from different detectors, and that
the geometric information from our instrument specifications gives a single conversion
factor (call it cfi) for each energy (Ex), averaged count-values are simply scaled by this
factor to yield corresponding phase-space densities:

fi(a) = [Seijx /1] ofi, o =3°,9°, ..., 177°.

The summation is carried out over i,j s.t. aijx lies within 3° of the specified center-angle
a (e.g. from 0° to 6° for a = 3°, 6°-12° for a = 9°, ..., 174°-180° for o = 177°), and n is
the number of detectors (observations) contributing counts to the sum.

One additional value is generated for each energy:
<>k =[Zcijx / N] cfk

where the summation is carried out over a// i,j and N is the number of detectors
contributing counts to this “grand total” sum.

This completes the information needed to generate our electron pitch-angle
data product for this mode (very similar to that of previous modes):

fo(a), fi(a), ..., fiz(a) for o =3°,9°, ..., 177° (30 6° bins) form the pitch-angle
distributions, and [<f>, <f>1, ..., <f>12] forms the “spin-averaged” energy (speed)
distribution, accumulated over each ~9s interval (available about every 12s).

For reference:

o The 6 GSE particle-velocity direction elevation angles used in our analysis are:
-26.55°,-17.10°, -7.34°, 7.63°, 17.10°, and 26.53° (above the eccliptic).

e The 13 electron energies (Exk=0, 1, ..., 12) are:
19.34, 38.68, 58.03, 77.37, 96.71, 116.1, 193.4, 290.1, 425.5, 580.3, 773.7,
1006., and 1238. eV.

e The 13 corresponding electron speeds are:
2.61,3.69,4.52,5.22,5.83, 6.39, 8.25, 10.1, 12.2, 14.3, 16.5, 18.8, and
20.9 x 10 cm/s.

Derived Products

From the electron pitch-angle distribution product described above, there are
derived two additional data products: the ‘strahl’ product (useful both as a reduced
summary of the pitch-angle product, and as an indication of whether the strahl
phenomenon is being observed), and the ‘pitch-average’ product (another approach to
reducing the pitch-angle product, this time by averaging over regimes of interest). Basic
derivation and contents of these products is discussed below. Note that, as with the pitch-
angle product, these products are very similar to those of previous modes.
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Strahl Product: First, recall the 30 pitch-angle bins (6° wide) of the k'™ (of 13) pitch-
angle distribution (fx(a) for E = Ei) populated above...

3
=
A —o—  Measured values
V0. U3 NRRORUOOURRN smoothed
Y TA max. Smoothed values
\1 i g = _1
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Next, a smoothing operation is applied to the “measured” values. Then we
perform the following analysis on both the “B side” (the 15 bins associated with forward-
streaming electrons) and the “anti-B side” (the other 15 bins associated with backward-
streaming electrons). The maximum measured value is noted (call it Mg, and Mg,
respectively); giving a characteristic intensity for each side. After this, the maximum
smoothed value is noted, as well as the corresponding half-maximum, and a search is
conducted starting from this position. We seek the first bin, in each direction, whose
value falls at or below the half-maximum value. We call the pitch-positions of the
smoothed maxima om-B, and owm-as, respectively. The separation of the half~maximum
bins we call W, and W, respectively; as they give characteristic widths.

When the strahl phenomenon is being observed, these parameters describe the
strahl “beams” being observed. In this case, M« (* = B or aB) provides a measure (in
units of phase-space density) of beam intensity, om-+ provides a representative pitch-
angle for each beam, and W+ provides a measure of (angular) beam-width. One typical
use of this product (which is entirely consistent with previous modes of the electron
instrument) is as an indicator of whether the strahl phenomenon is, in fact, being
observed. When the phenomenon is being observed, we expect to see relatively intense
beams with relatively small deviations from the 0° and 180° pitch-angle positions and
relatively small widths. An investigator interested in this phenomenon could focus
attention (on the underlying high-resolution data) only where these criteria were met. On
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the other hand, this product is always useful as a reduced, summary representation of the
pitch-distribution product; as it tends to capture (in a small amount of data) the sort of
salient features apparent in our visualizations of the unreduced pitch product.

13 values (from pitch-angle distributions at each energy) of Mg, Mas, 0tM-B, OlM-aB,
Wg and, Wag (available about every 12s) form this data product.

Pitch-average Product: Derived, again, from the 30 pitch-angle bins (6° wide) of the
k™ (of 13) pitch-angle distribution (fi(a) for E = Ei) populated above...

The figure for this section suggests the final approach for reducing our pitch-angle
data: averaging over regimes of interest on the unit sphere. This approach begins by
identifying 28 annular “strips” (and two “polar caps”) of solid angle by the relation o <
o < a, where the o and o values are the familiar pitch-angle bin boundaries from above.
Next, we establish “weights” for our averaging process by calculating:

J af,m

Om = aim [27 sin o] dow = 270 [COS Olijm — COS Olm]

for the m™ pitch-angle bin. Upon finally noting that the 0° < o < 90°, 60° < o < 120°,
and 90° < a < 180° regions all have solid angle 27 st—the entire sphere having solid
angle 4 str; we may proceed with averaging. The results (k™ pitch-distribution) are:

fpara,k = 1/21 Zm=0,14 [fk(OLm) Qm], (“parallel” bins, where 0° < o, < 90°)

fperp,k =12n 2m=10,19 [fk(OLm) Qm], (“perpendicular” bins, where 60° < o, <120°)
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fantik = 1727 Zm=15,29 [fi(m) C2m], (“anti-parallel” bins, where 90° < o < 180°)

fomnik = 1/4T Zim=0,29 [fk(OLm) CQm], (all bins, where 0° < o, <180°)

13 values of fparak (fpara,0, fpara,1, ..., fpara,12), along with the corresponding 13
values of fperpk, fantik, and fomnix (available about every 12s) form this data product.

Data-product Files for this Mode

Each data-product described above is stored as both a “flat binary” file and a CDF
file for each day of processed data. For reference, a typical day yields 6000-7000 energy
“spectra” (about 1 every 12s, with data accumulated over 9s; accounting for “null
spectra”, data gaps, etc.). Each non-null spectrum yields the set of values described
above. Noting that the naming conventions are mostly historical in nature (with the
exceptions of ‘h’ for “high resolution” and ‘m’ for “modified”, as in derived, in the CDF
files), the files for each yyyymmdd date are named:

Product Flat-binary filename ISTP-compliant CDF filename
Pitch-angle yyyymmdd v06.pit wi h3 swe yyyymmdd v01l.cdf
distributions

Pitch-distrib. yyyymmdd v06.pitavg |wi m0 swe yyyymmdd vOl.cdf
averages

Strahl beam- yyyymmdd v08.str wi ml swe yyyymmdd v01l.cdf
descriptions

Notes: The first date of processed new-mode data is yyyymmdd=20020816.
While accessing the data from our flat-binary files requires the specialized software used
internally by the SWE electron science team, the CDF files are self-describing and a
variety of software tools exist for accessing their data.
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14 Wind SWE lons

This section will include notes from Kasper [2002] in conjunction with the SWE ion software
[ Wilson III et al., 2021c]. Additional calibration and accuracy information can be found in Kasper

et al. [2006].
14.1 SWE Faraday Cup Notes
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Chapter 2

Bi-Maxwellian Analysis of
Wind/SWE Ion Spectra

ABSTRACT: A description of the Faraday Cup ion instruments on the Wind spacecraft.
Extension of existing analysis techniques to measure the bi-Mazwellian nature of ion
species. Fuvaluation of the analysis, comparison with other methods, instruments, and
spacecraft. A brief survey of the typical properties of solar wind protons.

2.1 Introduction

This chapter presents my analysis of data taken by the Faraday Cup (FC) instruments
which make up the ion portion of the Solar Wind Experiment (SWE) on the Wind
spacecraft [Ogilvie et al., 1995]. The data produced as a result of this analysis are
the basis for the research detailed in subsequent chapters of this thesis.

The goal of SWE/FC is to characterize the bulk properties of the major ions in
the solar wind, namely *H and *?He, but also THe in the rare situations in which it
is seen. The Faraday Cups probe the three-dimensional distribution of proton and
alpha particles in velocity space f,(¥) and f,(¥) through measurements of the re-
duced distribution function (1.65). Most scientific investigations do not require this
detailed information about the ion properties. As shown in Section 1.2.6 and Sec-
tion 1.2.7, to first order we can describe the solar wind in as a fluid,with temperature
T, velocity U , and density n as a function of location and time. In theory calculating
these contracted properties of the distribution function follows the integrals listed in
Section 1.2.6. In practice the features of the instrument must be taken into account
in order to produce accurate values of these “key parameters”. In this chapter the
proton spectra are analyzed both through a detailed comparison of observations and a
model response function, which will be referred to as the non-linear analysis method,
and through a simplified moment routine, the moment analysis procedure, based on
the derivations in Section 1.2.6.

The primary data products which the Wind/SWE Faraday Cups produce are the
velocity, thermal speed, and density of the protons, along with the relative abundance
ratio of alpha particles to the protons. John Steinberg, currently at the Los Alamos
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National Laboratory, supervised the original key parameter analysis which produced
the proton velocity ‘_/'p, thermal speed w, and density n,, and started the analysis of
helium [Steinberg et al., 1996]. The full alpha particle analysis was done by Matthias
Aellig, producing the alpha velocity, ‘7&, thermal speed, w,, and number density n,
[Aellig et al., 2001b]. T have extended our ability to characterize the ion spectra by
deriving an analytical expression for the response of a Faraday Cup to the convected,
field-aligned, bi-Maxwellian velocity distribution function described in Section 1.2.5.
Instead of the single thermal speed w, the parallel (wy,) and perpendicular (w,)
thermal speeds are measured. This chapter describes this analysis of the Wind Fara-
day Cup proton spectra. In addition to the new response function I have introduced
a new method for determining the effective collecting area of the instrument, car-
ried out the first detailed analysis of the accuracy with which the Faraday Cup can
quantify the solar wind ions, and compared the results of the non-linear and moment
analysis techniques.

There are several reasons why we would like to measure anisotropies in the plasma
species seen by the WIND Faraday Cup:

e Based upon the y? merit function defined and discussed in Section 2.4.2, the bi-
Maxwellian velocity distribution function is a more accurate description of ion
species seen in the solar wind than a single isotropic Maxwellian VDF. From the
simple point of view of conducting the best analysis of existing data as possible
we should make the extension to a two-temperature model.

e Plasma micro-instabilities should place limits on the maximum temperature
anisotropies allowed in the solar wind. Knowledge of these instabilities is of
interest to the general plasma community.

e The existence of anisotropies in the ion distributions may significantly alter the
results of certain analysis methods, for example in the study of collisionless
magnetohydrodynamic shocks.

e Recent results with data from the SOHO spacecraft [Antonucci et al., 2000;
Cranmer, 1999] suggest that extreme ion anisotropies exist in the solar corona.
Anisotropies observed in the solar wind may contain information about this
process and are therefore useful in the study of the corona and origin of the
solar wind.

Section 2.2 describes how the Faraday Cup works and then details the derivations
of FC response functions for a given velocity distribution function. The non-linear
analysis algorithm is outlined in Section 2.3. In Section 2.4 the uncertainties in each
of the derived parameters are explored.
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Figure 2-1: A simple cartoon showing how a Faraday Cup measures charged particle
fluxes. In (a) particles of various energies (energy o length of arrow) and different
charges (red,blue) are allowed to flow through an opening into a grounded metal
container. An insulated metal plate at the back of the cup collects the particles
and the total current is measured as these particles flow through the wire (green) to
ground. In (b) two metal grids have been inserted into the cup. The outer grid is
grounded and a voltage is applied to the inner grid to repel particles of the desired
charge.

2.2 Faraday Cup Measurements of Ion
Distribution Functions

The operating principles of a Faraday Cup are straightforward. In fact the FC is one of
the few instruments for which analytic expressions may be derived for the response to
a given ion distribution. Access to an analytic expression is a tremendous advantage
because it allows us to compare a model distribution function with the observations
and to vary the parameters of that model to produce the best agreement with the
observations. As a byproduct of that analysis, we also get estimates of the uncertainty
in each parameter. One of the themes of this thesis is that these uncertainties may
be propagated through to any derived quantity we wish to explore, which then allows
us to express a rigorous value for the statistical significance of any result.

The operational design of a Faraday Cup is outlined in Section 2.2.1, followed in
Section 2.2.2 by a description of a single ion spectrum measured by the two Fara-
day Cup (FC) instruments on Wind. In Section 2.2.3 the response of a FC to an
isotropic Maxwellian distribution function is derived. In Section 2.2.4 that response
is extended to a bi-Maxwellian VDF. As a second method for analyzing FC ion spec-
tra the moment analysis procedure is described in Section 2.2.6, and an algorithm for
determining temperature anisotropies with moments is detailed in Section 2.2.7. A
new method for calculating the correct effective collecting area of the FC due to the
transparency of the grids is presented in Section 2.2.5.

2.2.1 Operational Design of the Wind/SWE Faraday Cups

The basic principle of operation of a Faraday Cup ion instrument is to measure the
current produced by the flux of particles which pass through the instrument and
impact one or more electrically insulated collector plates. This processes is indi-
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cated schematically in Figure 2-1. In the left image particles of positive and negative
charges, ¢, ¢— (red and blue arrows) and varying speeds v parallel to the instrument
symmetry axis (proportional to the lengths of the arrows) pass through an entrance
with area A and impinge upon a collector plate which is insulated from the instru-
ment. Excess charge does not build up on the collector because it is grounded through
the green wire. As current flows through the wire it is measured by an ammeter. But
what is the relationship between the measured current and the VDF? If the VDF of
the particles are uniform across the entrance and their average speeds and densities
are U, U and p|4, p|-, then the measured current is,

Ineas = 1P+ Ujy + 44 p1: U4 (2.1)

The problem with this configuration is that the properties of the positive and negative
particles are intertwined. Indeed, if they had the same average speeds and the plasma
were neutral overall then no current would be measured. An improvement to the
design is shown in the second image of Figure 2-1, in which two wire grids have been
inserted within the instrument, between the entrance and the collector plate. The
outer grid is grounded and a positive high voltage Vy v, is applied to the inner grid
relative to the instrument. This has the effect of shielding the collector plate from
positively charged particles with insufficient energy to penetrate the region between
the grids. A particle of mass m and charge ¢ is reflected unless

§mvﬁ
T > Vav,, (2.2)

which now allows the FC to probe the distribution of particles f(v}) as a function of
their speed normal to the grids by varying Vgv. and recording I,.,s- There are still
several aspects which need improvement. For example, photoelectrons produced by
ultraviolet rays from the sun illuminating the collector plates or secondary electrons
produced when a particle strikes the collector surface and subsequently escape could
generate additional currents which may overwhelm the real signal. Additionally in this
example the VDF of the particles which have sufficient energy to pass the high voltage
grid has been altered. Still, this does illuminate the the basic operating principles of
a Faraday Cup. Since (2.2) does not involve the phase space density’s dependence
upon speeds ¥, perpendicular to the cup axis, the FC measures a quantity related
to the reduced distribution function (1.65), as described in Section 1.2.6. The three-
dimensional characteristics of the VDF are then resolved by placing the instrument
on a rotating spacecraft. The first observations of ion fluxes in space were performed
using such a Faraday Cup, with a large, fixed negative voltage to prevent the entrance
of electrons into the detector [Gringauz et al., 1960]. The fixed voltage design is still
used today [Némecek et al., 1997, Santolik et al., 1997], mainly due to its simplicity
and ability to rapidly characterize the ions through single measurements of the flux,
resulting in measurements with a high cadence [Unti et al., 1973], but at the loss of
resolving the VDF.

Faraday Cups have been a workhorse for space plasma measurements for the du-
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ration of in-situ space exploration [Vasylinuas, 1971; Gloeckler, 1990]. Over the last
four decades the MIT space plasma group has developed and extended the capabil-
ities of these instruments for exploring the heliosphere [Bridge et al., 1977; Gazis
et al., 1989], by reducing their mass and power requirements, [Lazarus et al., 1993],
increasing their cadence [Aellig et al., 2001a], and extracting additional information
from existing observations [Richardson, 1986; Kasper et al., 2001a,b].

Many improvements may be made to the basic design, and the Faraday Cups
flown on the Wind spacecraft reflect this. The design characteristics of the two
Faraday Cups of the Solar Wind Experiment (SWE) on the Wind satellite are shown
in Figure 2-2 There are a total of nine grids in the Wind Faraday Cups, each serving a
special purpose. Instead of the pair of grounded and high voltage grids in Figure 2-1, a
modulator assembly contains a high voltage grid surrounded by two ground grids. As
a result, any particle which manages to pass the high voltage grid is re-accelerated to
its original velocity by the time it leaves the assembly, eliminating any distortion of the
original VDF. A high-voltage power supply within the instrument applies a square-
wave voltage waveform to the grid at the center of the modulator. The square-wave
oscillates between two high voltages, V; and V5 at 200Hz, with (V5 — 17)/V; ~ 10%.
As shown in the figure there are three categories of particles for a given set of (17, V5):
those that always reach the collector plates, those that never reach the collector plates,
and those particles with parallel speeds V;/¢ < 1/ QmUﬁ < V5 which only reach the
collector plates 1/2 of the time and produce a current which is modulated at 200 Hz.
The exact details of the conversion of this alternating current into a measurement
which is sent back down to Earth are detailed elsewhere [Ogilvie et al., 1995], but
the key is that only the modulated current is recorded. This eliminates the effects of
photoelectrons, solar wind electrons, and any other background signals. By stepping
through increasing voltages the VDF of ions may be scanned. Two outer ground grids
isolate the rest of the spacecraft from electromagnetic interference generated by the
oscillating electric fields, and three inner ground grids prevent the modulator from
inducing stray currents on the collector plates. A final grid, the suppressor grid, is
mounted right above the collector plates and is maintained at —100 volts, a sufficient
amount to drive any secondary electrons back into the collector plates.

Another feature of the Wind Faraday Cups is the combination of the limiting
aperture located immediately underneath the modulating assembly, and the fact that
the collecting surface at the back of the instrument has been divided into two equal
semi-circular plates. There is a small but treatable abberation of particles as they
travel through the modulator: since the electric field is perpendicular to the grids,
each particle maintains its velocity component parallel to the grids. Therefore as
it is slowed down and subsequently reaccelerated in the modulator it continues to
travel in the plane of the collectors. The net result is a translation of the beam of
particles which is a function of their energy (in an analytic treatment it ranges from
the geometrical projection at high energies to exactly twice that in the case that the
particles just make it through the modulator). The limiting aperture removes this
problem over a large range of angles because up to approximately 45° the aperture is
evenly illuminated. Thus a clean circular beam is projected onto the collector plates.
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DIMENSIONS IN INCHES
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Figure 2-2: An overview of the properties of the Faraday Cups on the Wind spacecraft
adapted from [Ogilvie et al., 1995]. Top: A cross-section of the instrument along its
symmetry axis, showing the entrance aperture, modulator assembly, limiting aper-
ture, suppressor grid, and collector plates. Bottom Left: A sketch of the operating
principle of the modulator assembly with the three categories of particles: those that
always do or do not make it past the high voltage grid, and those which only pass
through at one energy and produce a current which is modulated at 200 Hz. Bottom
Right: The effective collecting area as a function of angle of incidence, this figure
includes geometrical effects and the transparency of the wire grids.
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Figure 2-3: Tllustration of the Faraday Cup coordinate system for the Wind instru-
ments. The two collector plates, A and B, lie in the Z. — 7. plane, with Z. directed
along the split between the plates. The Z. axis is normal to the collector plates.
In subsequent discussion the “cup orientation” n is the direction of Z. in the GSE
coordinate system.

Since the plates are split, it is then a simple matter to determine the flow angle of
the incoming particles based on the relative currents seen by each plate. This allows
each cup to individually determine the three dimensional properties of the solar wind
ions in the event that one instrument fails. For the purposes of this thesis we will
treat each FC as having a single collector plate and simply sum the two currents.

The plot in Figure 2-2 is of the effective collecting area of the instrument as a func-
tion of the angle of incidence. There are three factors which determine this. First the
size of the limiting aperture, which is about 33 cm?. Second there is the transparency
of the grids, which decreases very slowly from 0° to 40° but then falls off rapidly to
zero. The transparency is determined by the thickness of the wires used in the grids
and the average separation between wires. It can be calculated analytically and com-
pared with observations in a calibration beam on Earth. Finally at extreme angles,
greater than about 45°, the limiting aperture is no longer completely illuminated and
the response becomes much more difficult to describe analytically. Numerical sim-
ulations have however yielded corrections to the effective collecting area which have
been folded into the curve shown in Figure 2-2.

2.2.2 Description of a Single Wind/SWE Faraday Cup
Spectrum

Wind rotates once every three seconds, so the following derivations of the response of a
Faraday Cup to ion distributions will require transformations between the Geocentric
Solar Ecliptic (GSE) coordinate system (described in Section 1.3), and the frame of
the instrument. A sketch of the Faraday Cup coordinate system used in all of these
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derivations is shown in Figure 2-3. A transformation matrix that converts a vector in
GSE components V¢ to the frame normal to a Faraday cup on Wind, ‘70, is shown
below. Call the tilt angle of each cup out of the ecliptic 8, and the azimuthal angle in
the ecliptic ¢. Define ¢ as zero along Zgsk and increasing towards ggsg- In component
form a vector transformed into the cup frame becomes

VO =VCsing + VyG Ccos ¢
Vf = V. cos ¢psinf — VyG sin ¢ sin 0 + V.¢ cos 0 (2.3)

VZC = Vfcosqﬁcos&—stinqﬁcosﬁ—VstinH

The positions of the instruments which comprise the Solar Wind Experiment,
including the two Faraday Cups, on the Wind spacecraft are shown in Figure 2-4.
The spin-axis of the spacecraft, labeled “Z” in the figure, is perpendicular to the
ecliptic plane of the solar system. The Faraday Cups are located 180° apart and look
+15° out of the spacecraft equatorial plane, with FC1 looking slightly northward and
FC2 southward. The line dividing the split collector plates also lies in the ecliptic
plane, so the relative current on each plate is related to the flow angle of the solar
wind out of that plane, or the “North-South” flow angle. This was done so that a
single cup could extract the three dimensional solar wind parameters in the event of
a failure.

Each instrument must know the azimuthal orientation of the spacecraft to a high
degree of accuracy. The exact period is therefore measured on board by a sun-pulse
sensor. The sensor is essentially a photodiode with a narrow field of view mounted on
the side of the spacecraft, and each time that side of Wind faces the Sun it generates
a pulse. A circuit tracks the average spin rate over several rotations and divides each
rotation into 1000 sub-intervals. Small variations in the temperature of the spacecraft
change its moment of inertia and thus alter the exact spin period.

A single ion spectrum consists of a set of measurements by the two cups of the
reduced distribution function along a series of angles and over consecutive energy
windows. Figure 2-5 is a diagram of the measurement sequence. A single spectrum
is taken as follows: When the cups are instructed by the SWE Digital Processing
Unit (DPU) to begin a spectral observation they wait until a signal is received by the
Sun-sensor and then start by performing an internal calibration run for one spacecraft
rotation. When the calibration is complete the high voltage power supplies on each
cup are enabled and begin modulating between the first pair of voltages. Based on the
timing signals from the Sun-pulse sensor the SWE DPU commands each of the two
Faraday cups to perform measurements of the current at the single energy window
along 20 angles. These angles may be modified through commands from the ground
at any time, but they have been kept in the same location since launch: 18 angles
spaced evenly at ~ 3.5° intervals in ¢ and two angles directed anti-Sunward, each
35° on either side of the —Zgsg axis. Upon completion of the spin each modulator
is commanded to the next higher voltage pair, and this process continues until the
highest energy window is processed.

The FC high voltage power supplies produce a square-wave waveform oscillating

268 of 441



Wind CMAD

Wind SWE lons

SWE EXPERIMENT
+Ysc

BOXES IN THIS QUADRANT
ARE MOUNTED ON T™HE
BOTTOM OF THE BOTTOM SHELF i

DPU MOUNTED

ON TOP

OF THE BOTTOM
SHELF

RELANVE ANGULAR LOCATION OF THE BOXES
MOUNTED ON THE EXPERIMINT SHELVES

+Z| FARADAY s
(LOOKING DOWN THE -Y AXIS CUP #2 (UP) (UP)
TOWARD THE CENTER OF THE 5/C) N
314 _83.00 TOP SHELF
A 62.5
SWE DPU

£

et BOTTOM SHELF %
STA 37.

b

Figure 2-4: Configuration of the SWE instruments on the Wind spacecraft, adapted
from [Ogilvie et al., 1995]. The two Faraday Cup ion instruments are mounted +15°
out of the ecliptic plane, with the upper cup looking slightly northward, and the lower
cup downward. Also shown are the Vector Ion-Electron Spectrometers (VEIS), the
field-aligned electron Strahl detector, and the SWE DPU.
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Figure 2-5: Diagram indicating the measurement of a single ion spectrum. In each
single rotation the FC measures along each of the angles indicated by red arrows at
a single energy window indicated by the blue arrows.

between two voltages selected from a list {V;} of 64 voltages logarithmically spaced
from 200 V to 8 KV, with AV;/V; = (Vix1 —V;)/V; a constant 10%. A pair of voltages
defines an energy window. There are four modes that the instruments are run in,
based on the width and number of energy windows in a spectrum. Single energy
windows are bounded by the voltage pair (V;, V;;1), double energy windows are twice
as large, with voltages (V;, Vi;2). The instrument may either conduct a full scan,
stepping from the lowest to the highest energy windows, or it may “peak-track”,
by only observing a subset of windows which bracket the window from the previous
observation which returned the highest current. In general the Wind cups operate
either in full-scan with double width energy windows or peak-track with single energy
windows. The net result is that there are almost always 30 total energy windows in
each spectrum.

A FC spectrum thus consists of 2400 measured currents I,..s as a function of the
orientation of the instrument (#, ¢) and the location of the energy window (V, AV),

2 instruments x 2 collectors x 20 angles x 30 windows = 2400 (2.4)

For this study the currents from the two collector plates in each cup are summed
together, so there are 1200 measurements in a spectrum. The goal is to extract
accurate and precise ion parameters from this set of currents. In the following two
sections I derive the expected currents from two model ion distribution functions,
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the Maxwellian and the bi-Maxwellian VDF. Once we have a relation for the model
current I,0qe as a function of the model parameters and the instrument variables,

]model[ga d)a V;, AV; fmodel(ﬁ)]a (25)

we can determine the parameters which produce the best fit to the observations.
Section 2.2.6 describes an approximate method for extracting the same parameters
for protons by calculating the moments of the observed currents.

2.2.3 Response to an Isotropic Maxwellian Ion Distribution

First consider the current incident on a collector plate with area A in response to
an isotropic, convected Maxwellian plasma with charge ¢, number density n, bulk
velocity U and thermal width w. The collecting area A is a function of the size of
the limiting aperture, but it additionally reflects the transparency due to the wires of
the grids, so it is a function of the angle of incidence. During a single measurement,
the FC high voltage modulator alternates rapidly between two voltages. These two
voltages correspond to the minimum speeds, V, and V, + AV,, that a particle must
have normal to the grids to pass through the modulator and impact the collector
plates. The instrument returns the difference in currents observed when the grids are
set to V, and V, + AV. We can do the same by integrating over the region of velocity
space which contributes to that final signal.

The differential amount of current dI produced by a small element of plasma with
velocity ¥ in the frame of the FC (and speed v, = ¥+ Z. normal to the cup) is given
by

dl = A(9/v)qu, f(¥)d*7, (2.6)

which is a more general form of the current seen by the simple FC (2.1).
Inserting the isotropic Maxwellian distribution (1.54), the total current produced
is obtained by integrating over the entire window,

Anq —(ﬁ_g)2 3 =
Iiso = W ///Window V€ wZ  d°U. (27)

Now we have to make two assumptions in order to get an analytical result. These
are both justified because the typical ratio of the bulk speed of the ions in the frame
of the Faraday Cup to the thermal width of the distribution in the solar wind is
U/w ~ 10 — 20, so the ions appear from a 2° — 6° region of the sky. The validity of
this assumption is demonstrated in Figure 2-19 of Section 2.5 using the results of the
analysis.

e The effective area of the instrument does not have to be folded into the inte-
gration. Instead it can be pulled out of the integral and estimated by using the
angle from which the bulk of the particles contributing to the current measured
in this energy window were incident. The proper subsequent calculation of the
effective area is discussed in Section 2.2.5.
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e When examining the current produced by a region in phase space bounded in
the cup frame by V, : [V,, V, + AV;], particles in phase space with all possible
velocities perpendicular to the instrument symmetry axis contribute. In reality
there is a maximum possible angle of incidence into the FC, above which incom-
ing particles are blocked. We assume here that the FC measures the current
produced by an entire plane of thickness AV, in phase space.

Moving to the rest frame of the plasma by subtracting the bulk motion U of the
ions,
W=0-U— W = d*7, (2.8)

simplifying the exponential term in (2.7). With the integrals in the &, — . frame
running from [—oo, oo] the integral takes the form,

Anq VotAVo-Uz  foo & W2W2+W2) /w2 377
m/ / / (W, + Uz)e W=ty (2.9)
‘/O_Uz —0o0 —0o0

The exponential may be broken into three parts, and the two integrations in W, and
W, carried out separately,

Anq Vo+AVo—U, ( / ) 00 ( / )
- — (W2 jw? —(W2,/w?
7r3/2w3 /‘V/UN (Wz + Uz)e - sz |:/oo € ) sz’y . (2.10)

Using the standard relation for the full integral over a Gaussian distribution,

o0
/ e~/ dx = a7, (2.11)
only the integration over W, remains,

Anq Vo+AVL U,
vl

This can be separated into two parts by breaking up the V, — U, sum and writing
two integrals,

Anq Vo+AVo—U, ) o Vo+AVo—U, 0
N [/ W,e=W=IwDaw, + Uz/ e~ (We/w >sz] . (2.13)
W v, -U. o—U.

The integral on the left has an analytical solution because of the additional factor
of W, proceeding the exponential. The right integral does not, but its value may
be expressed using the definition of the error function erf, [Abramowitz and Stegun,
1972, §6],

(W, + U,)e= W) aw,. (2.12)

Vo—U-

2 T 2 o
erf(x) = ﬁ/o e ldt=1- ﬁ/ e Udt. (2.14)
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The solution is,

Vot AVo—U. (Vo + AVo—U.) /w
A 2 2 2
% —%e*Wz fw + Uzgerf (2.15)
i Vo—U. (Vo U.)/w

After simplification we have the model current [is, a Faraday Cup would observe due
to the presence of a convected, supersonic, isotropic Maxwellian particle VDF,

Lo = @ |:£ <€7(%7U2)2/w2 — 67(V0+AV97U2)2/1U2>
2 |7

(2.16)
LU <erfw C e Uz) ]
w w

This formula has been used historically for fitting Faraday Cup ion spectra. The
response functions derived here and in the following section are valid for any su-
personic VDF (|U]/w > 1), and they are used in Chapter 4 to characterize alpha
particles. The response is a function of the charge ¢ of the species in question, and
it is worth noting that an equal flux of T2He produces twice the current of protons.
This response is also a function of the mass of the particles, because the relationship
between the modulator voltages and the speeds corresponding to either limit of the
window are functions of the charge to mass ratio of the species, as can be seen in (2.2).
Thus observations of alphas and protons, which travel at approximately the same ve-
locity in the solar wind, appear at different voltages in FC spectra (see example (b)
in Figure 2-6).

2.2.4 Response to a Bi-Maxwellian Ion Distribution

Figure 2-6 has four examples of possible solar wind ion spectra. They are presented
in the raw form in which observations by the Faraday Cups are returned to Earth:
the observed current in a given energy window as a function of the energy per ion
charge at which the instrument was scanning. Panel (a) is a typical spectra seen in
the solar wind, with protons and alpha particles moving with approximately the same
speed. The alphas appear at a higher voltage due to their larger mass per charge.
The black histogram is the measured current and the blue and red curves are the
model responses for protons and alphas respectively which best fit the observations.

Panel (b) of Figure 2-6 shows two measurements of the same ion distribution,
but at two angles with respect to the ambient magnetic field. As we shall see this is
indicative of a bi-Maxwellian distribution. This chapter details my extension of the
analysis of Wind FC ion spectra by fitting the data with a model for the instrument
response to convected, bi-Maxwellian velocity distribution functions (1.58) described
in Section 1.2.5.

There are other departures from Maxwellian VDF's seen solar wind which will not
be examined in this thesis. In Panel (c¢) the measured currents produced by protons
are shown along two angles with respect to the magnetic field, with the black curve
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Figure 2-6: A series of examples of ion distributions as a function of energy in the
solar wind. Shown are the raw currents recorded by a Faraday Cup on Wind as a
function of the center voltage E/q of the window. (a) Maxwellian protons and alpha
particles with approximately the same speed. The black histogram is the measured
current, while the red and blue curves are the calculated currents using the derived
instrument response function and the best-fit parameters; (b) A proton distribution
function viewed at two angles relative to the ambient magnetic field. The red curve is
from a measurement nearly along the magnetic field, while the blue curve was nearly
perpendicular to the fiele. This demonstrates a remarkable temperature anisotropy
with T}, > T',; (c) Double double streaming: two separate, differentially streaming
Maxwellian proton distributions. The red and blue curves are the predicted currents
due to each of the proton distributions, and the green curve is the sum; (d) Protons
with a non-Maxwellian high energy tail, which is not fit well by the model response
function.
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corresponding to measurements made along the field direction. It can be seen that
in this case the proton distribution is actually composed of two, separate, possibly
bi-Maxwellian distributions. This phenomenum is called double-streaming, and it is
being investigated by Dorian Clack [Clack et al., 2001, 2002]. For example, panel (d)
demonstrates the directed heat flux Cj described in Section 1.2.6.

We are now ready to derive the Faraday Cup response to a convected, field-
aligned, bi-Maxwellian VDF'. In addition to density and bulk velocity, there are now
two thermal speeds, w, and wj, perpendicular and parallel to an ambient magnetic

field B,. The starting point is again an integration over the accessible energy window,
but with a bi-Maxwellian distribution (1.58),

2 2
Ang *(%m*'%) .

where the collecting area has already been pulled out of the integral. In addition to
the thermal speeds we must take into account the alignment of the magnetic field.
The magnetic field must be transformed into the frame of the cup for each measure-
ment through (2.3). With the unit vector b = B,/B, defining the orientation of the
magnetic field seen by the cup, the integral has been simplified by the substitution

—

G=@-0)-b, v =@-0U)-[F-0)-bb (2.18)

The two velocities ¥, and ) are the components of velocity in phase space in the rest
frame of the plasma perpendicular and parallel to the magnetic field. The dependence
on b will complicate the integration, but it is still manageable. With b in the frame
of the cup we expand ¢, and @, using the same definition of W from the previous
section,

B = Wabyd + Wby + W.b.2

|
2.19
= W2 4 W24 W2 (2.19)

and,
ﬁl = [Wx — b:r(bex + Wyby —+ Wzbz)] €T

+ [Wy, — by (Wb, + Wyb, + W,b,)] 4 (2.20)
+ (W, = b,(Wyby + Wb, + W,b,)] 2

The magnitude of V. is

UL T =(1 = bW + (1= 0)) Wy + (1= bW

(2.21)
— by by W W, — 2b,b, W, W, — 2b,b, W, W,

The additional assumption of this expansion is that i), in addition to the ion VDF,
does not vary over the course of the measurement. Substituting these expressions for
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v} and vf back into (2.17), the integral takes the slightly longer form,

A V0+AV0
4 / dW/ dW/dWW+U)

T .3/2,,,2
m2wiw) Jy, v,

Exp< — [(1 — W2+ (L= )W)+ (1= 62)W?

— 20,b, W, W, — 2b,b, W, W, — Qbyszsz] Jw? (2.22)
— [biwﬁ + bW+ W2+ 26,0, W Wy + 20,0, W, W,

+ ZbbeWsz] /wﬁ).

While the term in the exponential has a more complex form than the isotropic
Maxwellian case, the integration is still straightforward. The final result for the
current I,,; due to a supersonic convected bi-Maxwellian VDF is,

Anq[ _ _ 2/,~2 _ _ 2 /,~2
[, =2t (e (Vo—U:)2/@? _ (Vo +AVo—U:) /w)
NG
o A o Uz o Yz .
+Uz<erfv+ Y U—erfv ~U>], (2.23)
w w

where now there is an effective thermal speed @ which is a function of the orientation
of the magnetic field with respect to the cup,

W= \/b2 2 (02 + B)w? = \/b2 2 (1 - B)uw?t (2.24)

By virtue of the fact that the Faraday Cup measures the reduced distribution function,
a bi-Maxwellian VDF looks exactly like an isotropic Maxwellian, with an effective
thermal speed determined through a simple projection. Note that w only depends
on the projection of the field parallel and perpendicular to the cup, and not on the
specifics of the field orientation in the cup’s Z. — 9. plane. This result is due to our
approximation of the cup as having infinite response in velocity space perpendicular
to the collector plates and because we are summing the currents measured by the
individual plates in each cup.

We can make a few checks to verify that (2.23) holds under simplifying circum-
stances.

e Magnetic field points straight into the Faraday cup

In this case b, and b, are both zero, and the effective thermal speed reduces to
W = w), as expected.

e Magnetic field is aligned parallel to the collectors
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If b2 + b7 = 1, then there is no b, component, and @ reduces to w; .

e There is no anisotropy

We have w, = w; = w. Therefore

W= \/bng + (124 B = w\/bg I (2.25)

2.2.5 Choice of Effective Collecting Area for bi-Maxwellian
Distribution

In the derivations of the Faraday Cup response functions to isotropic and anisotropic
Maxwellian distribution functions the effective area A was pulled out of the integral
over the energy window. This approximation is justified because A is a slowly varying
function of the angle of incidence and because the phase space density is sharply
peaked at a single point in the energy window. The VDF will indeed be peaked, both
because we are dealing with Gaussian quantities and because the Mach number of
the solar wind is very high.

The variation of the effective collecting area as a function of the angle of incidence
has been both derived analytically and determined through numerical simulations.
The two dominant effects are the varying transparency of the wires which comprise
the various grids in the cup, and blocking of the limiting aperture under extreme
angles of incidence. Therefore for the purposes of this section A(f) is taken as a
given, where 6 is the the angle of the incident particles relative to the cup normal.
Increasingly sophisticated methods for calculating 6 are now presented, starting with
the original key parameter analysis, the algorithm used for the isotropic alpha-proton
analysis [Aellig et al., 2001b], and ending with a new derivation for an anisotropic
VDF.

The original key parameter algorithm used a fixed value for A corresponding to
its maximum value of 33.8 ¢cm? at normal incidence (6 = 0). The non-linear code
developed by Aellig for the isotropic analysis of the protons and alphas used the
angle between the cup orientation 7 and the bulk flow U (for this section U is in the
frame of the FC),

0 =cos ' Q_,z (2.26)
Ul

Consider the two example proton velocity distribution functions (a) and (b) shown
in Figure 2-7 in the rest frame of a Faraday Cup. V| is the speed perpendicular
to the cup normal, and V) is the speed along the normal axis. The shaded ellipses
represent the phase space density of the protons, with the rainbow coloring indicating
six thermal widths from the peak. Both VDF have the same bulk velocity U and
density n, but in (a) the distribution is isotropic with w = 30 km/s, while in (b)
it is anisotropic, with thermal speeds w; = 30 km/s and w; = 60 km/s aligned
with the field orientation indicated by the black arrow. The solid blue lines indicate
the 45° angle of of incidence to the FC at which the effective area begins to drop
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Figure 2-7: Two example distributions in velocity space. Left: An isotropic velocity
distribution function with a single thermal speed of 30 km/s. Right: An anisotropic
VDF with w; = 30 km/s and w) = 60 km/s, and magnetic field orientation indicated
by the black arrow. In both images the cross identifies the maximum density of the
VDF, the solid red lines indicate the selected velocity window, the blue lines are the
nominal field of view of the instrument, the dashed line connects the origin to the
point in the VDF with maximum density, and the dotted-dashed line connects the
origin to the point in the energy window with the highest density. It is clear from
this example that for an anisotropic distribution we need a better way of determining
the angle of incidence than the historical technique.

rapidly, and the two solid red lines mark the upper and lower boundaries of the
energy window which we shall now consider. It is clear that for this example the
supersonic distributions fit entirely within the region of the energy window seen by
the cup. The crosses indicate the location of the bulk velocity of the plasma in each
panel, and the dashed lines show the angle determined by (2.26). The dotted-dashed
lines are the line from the origin to the actual location of the point in the energy
window which contributes the must to the total flux in this measurement.

In the case of the isotropic VDF in Figure 2-7, the difference between the two
angles is due to the fact the maximum current in the window does not necessarily
come from the same angle as the bulk flow. So the first correction, which works at
least for isotropic distributions, is to use the speed V, of the window instead of the
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component of the bulk speed normal to the cup, U,,

0 = cos™! L_? (2.27)
Ul

In the case of the anisotropic distribution in (b) however, even (2.27) produces the
wrong angle. In fact, both (2.26) and (2.27) may be off by a great deal in the
case of large temperature anisotropies. The solution is to derive the location of the
point in phase space (Vzmax,‘/;/ma",%max) for a bi-Maxwellian distribution function
with the maximum density in a specified velocity window. Under the assumption
that AV,/V, < 1, V" ~ V, so the problem is now two-dimensional. Start with a
differential form of the original anisotropic response equation (2.17),

dl i AN(] o o~ 7(1}2 Jw? +v2/w2)
BT PPww v n)e VTR, (2.28)

where through (2.18) v, and v are functions of b and U. Since variations normal to
the cup are being neglected, ¢ - 1 is a constant. The collecting area A varies slowly
over the range in angles we are considering (in the analysis of a single ion spectrum we
will discard point at large angles of incidence). So defining R as the natural logarithm
of (2.28) and discarding the area term and any constants,

dI 2 ]
o L4 L (2.29)

R=—1In
B3y w? o w
1 |

Now it is just a matter of finding the (V,;"**, V,"*) which maximizes R for a given

~

ﬁ, b, wy, and wy. This is done by differentiating R with respect to V, and V, and
identifying the point (V;***, V%) where it vanishes. After some algebra,

bmbz(vz - Uz)(wJ_ - wH)(’U)J_ + U)H)

max — Uz _
- Bl + (1 B’ .
2.30
pmax _ rro bybz(vz B UZ)(wL - ’LUH)(ZUJ_ + U)H)
v Y biwi + (1 —b2)w? ’
and the angle of incidence used for the analysis of anisotropic distributions is
Vs
0 =cos! (2.31)

\/(meax)Q + (I/ymax)Q ‘

2.2.6 Moments of Faraday Cup Spectra

In Section 2.2.3 and Section 2.2.4 we explicitly derived the response of a FC instru-
ment to convected supersonic Maxwellian and bi-Maxwellian ion velocity distribu-
tions. Section 2.3 discusses the non-linear analysis technique, in which these models
are compared with observations to produce a set of ion parameters which give the
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best fit to the data. The current section presents a routine for estimating the bulk
properties in the solar wind by following the methods described in Section 1.2.6 for
collapsing the details of the VDF. This is called the moment analysis technique.
There are several good reasons to pursue the moment analysis as well as the non-
linear method: It is a good consistency check on both methods, and the moments
provide an easy visualization of the FC observations of the anisotropies. Additionally,
moments are a common method used by investigators to characterize the properties
of ions and electrons in the solar wind. As will be seen, the non-linear technique is
far more robust and provides much more information about the VDF. Generally the
moments are used because of their simplicity, but also because it is not possible in
general to produce the same analytic expressions developed in the previous sections
for all instrument types. Since there has been a great deal of discussion of differences
in solar wind parameters reported by different investigations, which generally involve
non-linear analysis of Faraday Cup data and moment analysis of another class of ion
instruments, electrostatic analyzers, it is important to apply both methods to the
same dataset. In Section 2.4.4 the two techniques are compared and the sources of
discrepancies are identified.

The current seen by a FC oriented in the direction n(6, ¢) and scanning in the
window (V,, V, + AV) is the integration over (2.6),

dl = A(7/v)qu, f(7)d°T. (2.32)

The FC measures the reduced distribution function (1.65), so with A representing
the appropriate value for A(¢/v), which will be determined once we know the bulk
velocity of the protons, we write the differential current

dI = Aqu, f(v.,)dv, (2.33)

as a one-dimensional problem. The most significant approximation of the moment
analysis technique is that f(v,) does not vary much over the width of the speed
window AV, so we may approximately write the total current Al as

Al ~ Aqu, f(v,)AV. (2.34)

The phase space density f; of the reduced distribution function along 7 for the '
window at (V;, AV;) is then approximately

Al

i = Zviavy

(2.35)
There are several problems with this treatment. First, f(v,) is a rapidly varying
function of v,, so the approximate integral will be in error. By simply normalizing
the current by AV; we have not weighted each part of the energy window correctly.
Additionally, we have assumed that all particles move with speed V; in determining
fi and we know that AV;/V; ~ 10%. Expecting errors on the order of several percent,
we can still proceed to calculate proton parameters. Assuming that the entire VDF
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is in the energy range swept out by the FC in this spectrum, the apparent proton
number density along this angle n(n) is just the sum of f; over all measurements in
this direction,

Z AqVAV (2.36)

In a similar manner to (1.62), the average speed of the distribution viewed in this
direction, U(n), is

= % Z fiVi. (2.37)

Following (1.63) and the fact that in the previous section it was shown that even
the bi-Maxwellian distribution will appear isotropic when viewed in a single arbitrary
direction, we write the effective thermal speed w(n),

VU2 2

Typically the moments may be calculated along 20 to 30 of the angles in a spec-
trum, so there are many measurements of the projection U(n) = U - n of the bulk

velocity vector U into the cup frame. The projection effect is linear, so we have an
over-determined set of equations which can be inverted to determine the bulk veloc-
ity. The Singular Value Decomposition (SVD) method is used to determine U [Press
et al., 1999, §2.6].

Flnally, the value of U is used to renormalize the apparent density n(n) by taklng
into account the change of the effective area with angle of incidence, § = cos™ U. n/U,
and produce a corrected proton number density, n.,

ne(n) = Tn(ﬁ) (2.39)

It is worth mentioning that the moment determinations were not dependent on the
actual number density along a given angle as long as A is not a noticeable function
of the speed of the energy window.

In the standard moment analysis the proton density and thermal speeds are given
by the average values of n.(n) and w(n) over all angles, and the deviation of these
quantities is an estimate of their uncertainty. The following section outlines the
method for determining the temperature anisotropy from w(n).

2.2.7 Temperature Anisotropy with Moments

It was shown that observations of a bi-Maxwellian VDF by a Faraday Cup appear
isotropic along a given angle (2.23). The simple form of the projected effective thermal
speed @ in (2.24) suggests that the thermal speeds w(n) calculated by the moment
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analysis may be used to determine the parallel and perpendicular thermal speeds.
The Sunward-facing component of a spectrum contains scans through the proton
VDF at 36 (2 cups x 18 angles) angles relative to the magnetic field. Starting with

w(n) and the average background magnetic field B., we fit

(@) = \/(b- 2)2wf + (1~ (b 2)?)u? (2.40)

to the observations with w, and w as free parameters.

If the moment and non-linear results agree this will be a good demonstration of
the robustness of the ability of a FC to measure anisotropies. There are two cases that
could create a disagreement between the results, but this difference could be useful
in highlighting intervals in the solar wind which merit further study. In certain cases,
especially in the high speed coronal solar wind, the proton VDF generally takes the
form of two separate bi-Maxwellian distributions, with a differential flow speed aligned
with the magnetic field. Sometimes the solar wind ions possess an appreciable heat
flux, which is also directed along the magnetic field. In both of these cases one would
expect the moment parallel thermal speed, w|jmom to be greater than the non-linear
parallel thermal speed, wj,-

2.3 Outline of Analysis Procedure

This section is an outline of how the methods developed in Section 2.2 are applied
to the ion spectra. In Chapter 4 this routine is extended to include the analysis of
alpha particles. The procedure has also been modified to characterize the nature of
double streaming protons in the solar wind [Clack et al., 2002].

2.3.1 Preparation of a Single Ion Spectrum

The spacecraft spin rate and the number of energy windows in the spectrum are
used to calculate the duration of the observation, which on average is 92 seconds.
The set of three-second vector magnetic field measurements provided by the MFI
investigation which were made during this observation period are collected and the
average ambient magnetic field B, is calculated,

(2.41)

along with the deviation of the magnitude of the three-second field measurements,
AB, and the angular fluctuation of the direction of the field, Afz over the course of
the ion spectrum,

Bi-b
Afp = Std. Dev [ cos™ ' ==— | . (2.42)
| Bil
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The direction of the field normal, 3, is then calculated in the frame of each of the
~ 1200 individual measurements in the spectrum through the transformation matrix
(2.3), under the assumption that the direction does not change much over the duration
of the observation. The validity of this assumption is assessed in Section 2.4.4.

2.3.2 Moment Analysis of the Proton Distribution

The moments described in Section 2.2.6 are calculated using data selected from each
angle in the spectrum. The data selection proceeds as follows independently for each
angle. The speed window V' with the largest current . (and corresponding flux
fmax) 1s identified. All measurements with speeds within V/2 of V| fluxes greater
than 1% of fiax, and currents greater than 1-107!2 A (compare to the instrumental
background current ~ 2 - 10713 A) are selected. The moments are then calculated
along every angle that has at least three selected measurements, yielding w(n), n(n),
and U(n). Application of the SVD algorithm to the U(n) produces the bulk velocity
lj, which is then used to correct the number densities with a better estimate of the
effective area. Since the anisotropy of the protons is not known we cannot use (2.31).
The moments are calculated over the entire distribution function, so (2.27) is also not
well defined. The best that can be done is to use the bulk velocity and (2.26).

Figure 2-8 is a plot of n(n) as a function of the angle between 7 and the bulk
velocity U using the moments of a spectrum observed by Wind in the solar wind at
2032 UT on November 3, 1998. The number densities determined by each cup are
shown, after the correction to the effective area to reflect the flow angle relative to
the cup, with diamonds for FC1 and crosses for FC2. Note the large drop in the
calculated number density for angles greater than about 35°. The drop is due to
several effects including the rapid change in the effective area which begins near this
angle of incidence and the possibility that a portion of the proton VDF is no longer in
the field of view of the FC. The median value of the 20 largest densities is calculated,
and all measurements of n(7) within 5% of that value measured at angles less than 40°
from the bulk flow of the plasma are selected for subsequent analysis. The selected
points in the spectrum displayed in the figure are shown with solid symbols, while the
grey symbols indicate density measurements discarded as suspicious. The moment
number density is the average of the selected values.

The top panel of Figure 2-9 shows the moment determination of the proton ther-
mal speed w(n) as a function of the angle between the cup orientation n and the
average direction of the magnetic field b for the same spectrum. The points which
are shown as grey symbols correspond to the same points from the previous figure
which were discarded as having suspicious number densities. Note the remarkably
linear dependence of w(7)? on b- b, in agreement with the prediction of (2.24). The
over-plotted line is the result of a robust straight-line fit [Press et al., 1999, §15.7] of
(2.24) to the observations. The values of w, and w) which produced the best fit to
the observations are listed in the plot, along with the percent error of the fit (The
percent error is the best estimate of the quality of the fit possible because we do not
know the uncertainties of each moment determination of the thermal speed). For
this spectrum w) > w,. The bottom panel of Figure 2-9 is an example of a proton
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Figure 2-8: An example of the selection of FC angles n for a single spectrum to
be used for moment determination of density and thermal anisotropy. The number
densities determined by each cup are shown, with diamonds for FC1 and crosses
for FC2. All points indicated by grayed symbols are discarded from the subsequent
analysis because they have a flow angle of greater than 40° from the cup normal or
erroneous densities.
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spectrum with w) > w,.

The optimum limits for data selection and the fitting routine for the anisotropy
analysis of the moment data were developed by an undergraduate in the group, James
Tanabe [Tanabe et al., 2001], in parallel with my development of the non-linear anal-
ysis. Once we had generated plots of w(n)? vs b-b it was clear that the Faraday Cup
can indeed make robust measurements of the proton temperature anisotropy.

2.3.3 Initial Guess

An initial guess for the parameters of the proton distribution is needed for the selection
of data and as input to the fitting routine. The free parameters are U,, Uy, U,, w1, w),
and n,. If the moment analysis succeeded and produced “reasonable” proton parame-
ters then it is used as the initial guess. A reasonable set of parameters is defined as be-
ing supersonic (U/w, > 1,U/w) > 1), with realistic velocity U, < 0,200 < U < 1200,
and density 0.01 < n, < 300.

If the moment analysis was not successful, or the moment parameters are judged
to be questionable, then the initial guess is formed directly from the raw currents. It
is assumed that the flow is radial, so U, and U, are both zero. The bulk speed U
is estimated as the speed of the window with the highest current, and U, = —U. A
mach number of 10 is assumed, so both w, and w) are set to U/10. A fixed number
density of 10 protons cm~ is used because the fitting procedure is the least sensitive
to the initial guess of the density.

2.3.4 Selection of Proton Data

Individual measurements from the two cups are selected for comparison with the bi-
Maxwellian model based upon the initial guess proton parameters. It is important
that only currents due to the protons are included in this set, as the inclusion of
currents due to effects not accounted for in the model will contaminate the results of
the fit. From experience, contamination will effect the bulk velocities least, followed
by the number density. The thermal widths are the most sensitive to the inclusion of
observations which are inconsistent with the model. Measurement selection is dictated
by the four parameters ANGLEMAX, THERMALMAX, CURRMIN, and PEAKFRAC, which are
now described and justified. The final values of the parameters were determined in a
procedure described in Section 2.4.1 and their values are listed in Table 2.1

There are two contamination sources, physical and model/instrumental. Physical
factors include the presence of alpha particles, a second proton distribution, or a non-
negligable proton heat flux. To avoid substantial contamination from alpha particles
the parameter THERMALMAX is the maximum number of thermal widths above and
below the projected proton speed along each angle in which the selected data must
fall. The effective thermal speed is calculated along each angle based on the magnetic
field orientation and the current values of the parallel and perpendicular thermal
speeds. The effect of non-Maxwellian characteristics like heat flux are limited in
part by only taking measurements with currents greater than PEAKFRAC times the
maximum current in the spectrum.
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Figure 2-9: Scatter plot of observed thermal speed w(n) as a function of FC direction
relative to the field orientation n. Grey symbols indicate points discarded due to
suspicious densities. The lines are the best fit of (2.24) to the selected observations.
The data in the top panel are for the same spectrum shown in Figure 2-8 and have

w) > w1, whereas in the bottom panel w; > w.
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Figure 2-10: Selecting measurements of anisotropic proton distribution for fitting to
bi-Maxwellian model. Top panel: Color shading indicates logarithmic distribution of
observed current as a function of speed window and azimuthal angle; crosses are loca-
tions of measurements and diamonds are the selected points; solid line is projection of
bulk velocity along each angle and dashed lines mark three thermal widths above and
below this projection. Bottom panel: Crosses indicates the angle of incidence of the
maximum flow for each measurement; Dashed horizontal line (red) is the maximum
angle ANGLEMAX for selection; Dashed curve is the angle between the cup and the bulk
flow; colored (blue) crosses are selected data.
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Model/instrumental effects are due to properties of the Faraday Cups which are
either not included in the derived models or limit the observations. Due to thermal
fluctuations in the amplification electronics there is a background current of approx-
imately 2 - 107 A that the proton flux must exceed to be detected. In addition,
an intermittent increase in the background current along a single angle has been ob-
served in the past. It is small compared to ion signatures and has the same value at
each energy window along the single angle. The particular angle effected is also seen
to change with time, leading us to believe that sunlight is glinting off an object on the
spacecraft. Both of these effects are avoided by setting a minimum current CURRMIN
which observations must exceed.

The final issue is due to the effects of ions at large angles of incidence to the cup.
Several of the derivations fail for large angles of incidence: The initial assumptions
listed in Section 2.2.3 for deriving the response functions required that the protons
were supersonic and entirely in the field-of-view of the cup, thus allowing us to extend
the integration in velocity space to an infinite slab; The derivation in Section 2.2.5 of
the appropriate effective area was based on the assumption that the protons which
contribute most to the measured current flow from an angle where the effective area
varies slowly. In addition, at large angles the beam of particles which pass through the
limiting aperture and illuminate the collecting plates may in part miss the collectors.
As the modulator voltages alternates between the two edges of the window, the beam
will partly walk on and off the collectors. This creates an artificial signal which is
modulated at 200 Hz and is included in the final measured current. This feature is
most often seen at very low voltages and large angles. Data which may experience
any of these problems are discarded by setting a maximum angle ANGLEMAX to the
cup normal. This limit is applied both to the angle between the cup normal and the
bulk velocity and to the angle determined by (2.31) for the optimum effective area.

The main aspects of the point selection algorithm are illiustrated in Figure 2-10 for
a model proton spectrum. The proton VDF is bi-Maxwellian, flowing radially at —350
km /s with b in the ecliptic, —7° from the Sun-Earth line and w, = 2w). The color
shading is the logarithm of the observed current as a function of speed window and
the azimuth angle of the cup. The crosses mark the location of every measurement
in this spectrum and the diamonds are the selected observations. The solid blue line
is the projection of the proton bulk speed as a function of the azimuth angle. The
two dashed blue lines indicate the upper and lower speed limits with THERMALMAX set
to 3. Note the variation in these bounds as a function of angle due to the varying
effective thermal speed. The bottom panel shows the angle to the maximum flux as
determined by (2.31) for each measurement as crosses. The dashed black curve is the
angle between the cup and the bulk flow of the protons. The horizontal red dashed
line is ANGLEMAX, which has been set to 38°. Selected points are colored blue.

A minimum of forty measurements of the proton distribution are required for the
analysis to proceed on a given spectrum. Typically at least 200 points were selected.
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2.3.5 Non-Linear Fit of Model to Observations

With the magnetic field orientation specified by the MFT field observations, there are
six free parameters in the bi-Maxwellian proton model: U, w,,w), and n. Define a
x? merit function,

N 2
Imeas Imod
Z [ ] : (2.43)

where for each measurement 7 of the total N observations there is an observed cur-
rent I/°® the current predicted by the model, I™°4, and the uncertainty o; of that
measurement. The best-fit values of the parameters are determined by minimizing
2. We employ the Levenberg-Marquardt non-linear least-squares method, which is a
combination of the inverse-Hessian and steepest descent methods [Press et al., 1999,
§15.5]. In addition to the best-fit parameters and the final minimum value of x?, a co-
variance matrix is calculated and inverted to yield one-o estimates of the uncertainty
of each parameter. The final value of x2, combined with the number of measurements
used in the fit, will indicate how well the bi-Maxwellian model describes solar wind
protons.

If the Faraday Cup counted individual particles then the uncertainties o; in (2.43)
would simply be proportional to the square root of the total number of particles
detected. The uncertainty in the currents measured by the a FC is actually limited
by the digitization of the observed currents are they are telemetered back to Earth.
For the Wind cups the resolution of the telemetered currents is 1%. The weighting
factor is set to the larger of one percent of the measured current or the thermal
background current,

= (0.01- [ > 4.1071) 7",

(2.44)
Note that the uncertainty of a Faraday Cup current measurement of N particles is
not proportional to v/ N, but instead is fixed at 0.01- N. It is not a great loss that the
uncertainty due to the digitization is larger than simple /N statistics because the
approximations we have used in deriving the instrument response introduce errors
less than but near that same level.

2.4 Results: Proton Parameters, Uncertainty
Propagation and Analysis

The original analysis code written to analyze Wind FC spectra was extended to in-
corporate the methods described in the previous section. The procedure is completely
automated and processes a single day at a time, saving the results in a binary file. For
each measurement the time, spacecraft location, magnetic field averages and fluctu-
ations, results from the moment analysis, initial guess, best-fit parameters and their
uncertainties, number of measurements selected for fitting, and the minimum value
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Figure 2-11: Selection of an interval in 1998 for the optimization of the analysis
code. Shown from top to bottom are the bulk speed, thermal speed, number density,
magnetic field, and location of the spacecraft (wge blue; ygee red).

of x? are recorded.

On average it takes ten minutes to analyze one day of observations, so our com-
puter system can process the entire mission in approximately one week. Section 2.4.1
demonstrates how the small computing time allows us to optimize the data selection
parameters which were described in Section 2.3.4.

The overall convergence of the non-linear analysis and the distribution of values
of x? are reviewed in Section 2.4.2. In the subsequent sections the uncertainties of
the proton parameters are calculated, and any interesting dependencies are explored.

2.4.1 Optimizing the Analysis

In order to determine the best values for the two analysis parameters THERMALMAX
and ANGLEMAX an interval of obeservations which cover a broad range of interplan-
etary conditions was selected and processed repeatedly. The “optimum” values of
THERMALMAX and ANGLEMAX produce the best overall minimum average x?/d.o.f. and
anisotropic thermal speed uncertainties, o,,, and oy, .

Twenty days in 1998, from August 8 through August 28, containing 18,200 spec-
tra, were selected for this procedure. A summary of the bulk speed, average thermal

Wind SWE lons
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‘ Parameter ‘ Value ‘ Description

ANGLEMAX 28° The maximum angle the bulk flow vector and the point in
phase space making the greatest contribution to the

current in this window may make
THERMALMAX | 3 x w(b) Number of thermal widths from the peak using projected
effective thermal speed at this angle

CURRMIN 1 x 10712[A] Minimum current

PEAKFRAC 5x 1073 Currents must be greater than this fraction of the peak
current seen in the entire spectrum

ANGLEMOM 28° Maximum angle from peak for moment analysis

Table 2.1: The final values of the free parameters used for the anisotropic analysis of
protons.

speed, number density, magnetic field strength, and spacecraft location during this
period is shown in Figure 2-11. The period was selected because it contained high and
low speed solar wind, an encounter with the Earth’s bow shock, and several notable
interplanetary shocks, especially the August 28 event.

The entire period of selected observations was processed four hundred times, using
twenty values of THERMALMAX spaced evenly between 1.0 and 3.4, and twenty values
of ANGLEMAX ranging from 10° to 50°. The median values for x*/d.o.f., 0,1, and oy
were calculated. The dependence of x?/d.o.f. and oy on the choice of THERMALMAX
and ANGLEMAX are shown as contour plots in Figure 2-12. For ANGLEMAX less than 18°
the model fit the selected observations very well, but the resulting parameters were
erratic, suggesting that there was insufficient data to constrain the model successfully.
Focusing on the contour of x%/d.o.f., there are two clear trends. First the median
value of x?/d.o.f. is a sharply decreasing function of THERMALMAX until approximately
2.5 thermal widths of data are selected. Second, x?/d.o.f. reaches its minimum value
for ANGLEMAX greater than about 25°, and decreases slowly afterwards. Examination
of several individual events suggested that this slow decrease in x?/d.o.f. was just
due to adding more measurements which did not require the model to change a great
deal. Recall that the model has 6 free parameters, while as ANGLEMAX increases in
this range, the number of observations selected increases from ~ 150 to upwards of
~ 250 measurements. For the uncertainty in the thermal speed the best results came
with ANGLEMAX greater than 25° and THERMALMAX greater than 2. The same results
were seen in the median uncertainty in the perpendicular thermal speed. The slower
variation of the results with THERMALMAX greater than 2.5 appears to be due to setting
PEAKFRAC to 0.01, resulting in a limit to the number of measurements selected with
inxreasing THERMALMAX.
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Figure 2-12: Two samples of the optimization procedure for selecting the values of
ANGLEMAX and THERMALMAX which result in the best overall analysis. Panel (a) is the
median value of x?/d.o.f. and panel (b) is the median value of the percent uncertainty
of the parallel thermal speed for each run over the 18,200 spectra contained in the
selected interval.
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Spectra Per Bin

Figure 2-13: Distribution of the final value of x?/d.o.f. for all spectra analyzed
(black), slow solar wind v < 400 km/s (green), fast solar wind v > 400 km/s (blue).
The average value of x?/d.o.f. over all spectra was 0.68 (blue vertical line). The
distribution of spectra is approximately log-normal, and 99.9% of the spectra, had
final values of x?/d.o.f. between 0.07 and 7.3 (red lines). It has approximately the
same distribution

2.4.2 Overall Summary: Convergence, x*/d.o.f.

To date the Faraday Cups have recorded 2,208,024 measurements, and this analysis
produced a converging fit to 99.9957% of these spectra. The 95 spectra which were
not fit all had measurements which were suggestive of some form of telemetry error,
generally either one or more isolated currents at the maximum value of 10™® A mea-
surable by the cups or empty observations containing no data. This is not to imply
that the remaining fits were perfect, there are plenty of factors which come to mind
that could cause trouble, such as low Mach numbers or large magnetic fluctuations.
In the following sections we will examine the uncertainties in the derived parameters,
but here we look at the values of x?/d.o.f. as indicative of how well the bi-Maxwellian
model describes solar wind proton velocity distributions.

The value of x? may be used to identify how well the model describes the obser-
vations. For a system with v degrees of freedom the probability of measuring a value
of up to x? is given by [Abramowitz and Stegun, 1972, §6.5],

2

1 X
P(X2|l/) = ﬁ/ t%y_le_t/2dt. (245)
22T (5) 0

There are six parameters in the model, and if a total of N measurements were selected
for fitting then there are v = N — 6 degrees of freedom in the fit. The distribution of
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the x?/v for all solar wind observations and separatly for the slow and fast solar wind
are shown in Figure 2-13. The average value of x?/v is slightly less than unity, and
99.9% of the observations had values of x?/v < 7.3 To evaluate what this distribution
tells us about the quality of the fits, (2.45) was evaluated individually for each spec-
trum. If the model described the data perfectly, then 50% of the time P(x?|v) would
be greater than 0.5 and 50% of the time it would be less than 0.5. The result of the
calculation was 59% of the observations had P(x?*|v) < 0.5, 41% had P(x?*|v) > 0.5,
which is close to the ideal values. It is expected that more of the spectra produced
smaller values of x?/v because of the nature of the uncertainty in the current being
driven by the quantization of the signal and not the actual (and smaller) error due
to counting statistics. It should be noted that the values of x?/v recorded are an
indication of how well the bi-Maxwellian model described the selected observations
and not of how well or how completely the solar wind consists of anisotropic protons.

2.4.3 Bulk Speed, Velocity Components, and Flow Angles

Once the best-fit values of the solar wind parameters have been determined, the bulk
velocity of the protons in the spacecraft frame is corrected for the 30 km/s aberration
produced by the orbital velocity of the spacecraft and Earth around the Sun. Since the
Yask axis is anti-parallel to the direction of Earth’s motion, this is done by subtracting
30 km/s from the §gsg component. I then took the individual uncertainties in the
components of the velocity and calculated the propagated uncertainty in the bulk
speed of the protons,

(2.46)

O'2 = 0'2 a_U 2_ UIQ]’JUQE_FU(Q@U?JQ_’—U(QJ;;U;
U — 1=2,Y,2% U; aUZ - U2 .

We also use the components of the velocity to calculate the flow angles of the solar
wind, traditionally defined at MIT as the direction from which the plasma is flowing.
We calculate the East-West flow angle in the ecliptic plane,

9EW = tan_l%, (247)

and its uncertainty,

0pw \> UZo} +Uloh
2 _ 2 _ x Yy
Zew = Hi=say, <W> R (249
and the North-South flow angle out of the plane of the ecliptic,
U,
HNS = tan_l (249)

VUZ+TUZ
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and its uncertainty;,

> s , [ 00xs 2 B (U2 + Uj)QazUz + (UZo, + UyQO'?]y)UE 550
ONs = Zi=x,y,207; ol - (U2 + UQ)U4 ( : )
[3 T Yy

2.4.4 Thermal Speeds

There are two possible issues that would prevent an accurate determination of w
and w); which should be examined in detail: (1) if there is a large angular fluctuation
of the magnetic field direction during the 92-second plasma spectrum I would expect
any anisotropies in the thermal speed to “wash out”; (2) certain orientations of the
magnetic field, even if it is steady, could make it difficult to determine one or both of
the thermal speeds.

To address fluctuations, I looked at the ratio of the thermal speeds under two
cases: spectra recorded with a large fluctuation of the magnitude of the field but
little change in the direction of the field, and the opposite, cases where the magnitude
of the field did not change much, but there was a large angular fluctuation. The
results are shown in Figure 2-14. Tt is clear that while changes in the magnitude
of the field do not appear to change the distribution of thermal speed ratios, there
is a dramatic drop in anisotropy when the angular fluctuation of the magnetic field
exceeds x degrees. For subsequent analysis of temperature anisotropies therefore I
will restrict myself to cases where the angular fluctuation is less than 20° (this choice
leaves 96% of the total spectra). It is worth asking if a plasma undergoing significant
angular fluctuation of the magnetic field orientation over the course of the 92-second
recording time of a Faraday Cup spectra actually becomes isotropic. One expects
high frequency oscillations on the order of the ion cyclotron frequency to efficiently
couple to the ion distribution function, so that under the influence of fluctuations on
the order of minutes one would expect the field to remain frozen in to the plasma,
and for little mixing of the thermal speeds to occur. A future investigation might
pursue fitting the wind observations with @(b(t)), using the fastest possible magnetic
field data, preferably the 40 millisecond measurements, and checking to see if that
produces a better fit. A detailed study of the quality of the fit as a function of the
frequency of the fluctuations might provide insight into the exact mechanisms by
which the electromagnetic fluctuations are coupling to the particle distributions.

To explore the uncertainties in the thermal speeds, plots of the median uncertainty
of w; and wj as a function of magnetic field latitude, 0p,

B,
Op = tan™H ———= (2.51)

VB2 + B

and magnetic longitude,

B
¢p =tan™! B_i’ (2.52)

were generated for each parameter. The magnetic field typically lies in the plane of
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Figure 2-14: Testing the effect of angular field fluctuations during recording of ion
spectrum. This is a plot of the temperature anisotropy as a function of the angular
deviation of the field, as defined by equation (2.42).

296 of 441



Wind CMAD Wind SWE lons

the eccliptic along the Parker spiral angle of about 45°. Therefore the (05, ¢5) plane
is not evenly covered by the observations.

A summary of the agreement between the moments and the non-linear analysis
was presented by Tanabe et al. [2001]. In general the two techniques produced results
which agreed to within 30%. The largest differences occurred near interplanetary
shocks and in very high speed solar wind.

To determine if the average disagreements between moment and non-linear anal-
ysis techniques are instrumental or physical the observed discrepancy is compared to
Monte-Carlo simulations of solar wind ion spectra. For each given value of wj, 50000
solar wind parameters were generated randomly and the Faraday Cup response was
determined using the non-linear bi-Maxwellian response function. This response was
then fed into the anisotropic moment analysis code and the results were compared.
The diamonds are the observed differences from Figure 2.4.4, the blue lines are the
result of the first simulation (thick line is average value of ratio, thin lines mark on
standard deviation from mean). Result are reproduced well for wy > 90 but the sim-
ulation does not predict the large errors at smaller values of w). The simulation was
improved by including a distribution of alpha particles, resulting in the red curves,
which provide a much better agreement with observations. It seems clear that on
average the ~ 20% differences between thermal speeds determined by moment and
non-linear analysis techniques are due to a breakdown of the moment method, through
contamination by alpha particles and loss of part of the distribution in the case of
hot spectra.

For the thermal speeds we would also like to produce an equivalent thermal speed.
Starting with the idea of forming a single pressure from an isotropic pressure tensor
P by taking the trace,

Py, = Trace(P)/3, (2.53)
then there is an equivalent relation for the temperatures,
Tiso = Trace(T)/3 = 2T + 1), (2.54)

where we have assumed we are dealing with a gyrotropic bi-Maxwellian distribution
function. Since T, = %mpwi, T = %mpwﬁ, we can then write down a relation for the
isotropic thermal speed wis,

Wiso = (2@[)3_ + wﬁ)/gv (255)
and its associated propagated uncertainty,
B wﬁai” + dwiol

2
Wiso Swﬁ + 6w?

(2.56)

297 of 441



Wind CMAD Wind SWE lons

Magnetic Latitude [degrees]

— 144
X
> 70
<
£ 34
[0)
e
5 17
C
O
S 8
N [0}
= 4
—-100 0 100
~
73]
(]
(0]
—
o
(5]
o
e
()
el
3
2
=
o
—
(] —
] 15N
s )
C >
S 2z
o kS
= €
[0}
O
C
D
C
0
o
[0}
>

—-100 0 100
Magnetic Longitude [degrees]

Figure 2-15: Dependence of the uncertainty in parallel (upper panel) and perpen-
dicular (lower panel) proton thermal speeds as a function of magnetic latitude and
longitude. Color shading indicates median uncertainty as indicated by color bars on
left. Red curves indicate 5,25,50,75% measurement contours. See text for details.
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Figure 2-16: Comparison of the thermal speeds as determined by the non-linear
and moment analysis techniques. Colored bins indicate the number of spectra in
a two-dimensional histogram. Each column has been normalized to unity. Dashed
line indicates equality between methods; diamonds are the average ratio between the
methods (in percent) as a function of the non-linear value, with error bars indicating
the deviation of the ratio in each bin.
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Figure 2-17: Comparison of moment and non-linear anisotropies with the predictions
of numerical Monte-Carlo simulations.

2.4.5 Number Density

The average uncertainty in the proton number density over all spectra was = + y%,
with a median value of 2%. The two parameters this uncertainty is most dependent
on are the bulk speed of the protons, U,, and the thermal width of the proton dis-
tribution, where for simplicity here I will overlook any temperature anisotropies by
using the single isotropic thermal speed, wis, defined by (2.55).
To get a good idea of the percent uncertainty in the number density,
Unp

100% x ", (2.57)
Ty

due to the instrument response as a function of U, and wis,, we generated the plot
shown in Figure 2-18.

It is most dependent on the thermal speed and the bulk speed, so I generated a
two-dimensional plot of the average percent uncertainty of the number density as a
function of the proton bulk speed and the isotropic thermal speed (2.55). I initially
divided the plot into 20 intervals spaced logarithmically in number density and linearly
spaced in thermal speed. Then I looked at each interval and if there were more than
50 points in that bin I subdivided the bin into quarters. This procedure results in
a two-dimensional visualization of the dependence of the thermal speed, with higher
resolution in areas with more data.
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Figure 2-18: The median uncertainty in proton number density as a function of the
bulk speed the the calculated isotropic thermal speed. Each bin contains at least
1,000 spectra; and, where the density of measurements permitted, the resolution of
the bins has been increased. The four red contours mark the boundaries at which
the density of measurements has fallen to 1,5,50, and 75% of the maximum value.
Dashed black lines indicate thermal to bulk speed ratios of 5, 10, and 20.

‘ Parameter ‘ Units ‘ Mean ‘ Median ‘ Stdev ‘ Mean % ‘ Median % ‘

U km/s | 135 | 10.1 | 10.8 | 3. 2.6
U, km/s 13.6 10.1 10.9 3.1 2.7
U, km/s 1.8 1.0 2.9 12.2 10.5
U, km/s 1.7 0.9 2.5 10.7 9.2
Orw degree | 0.03 0.03 0.02 N/A N/A
Oxs degree | 0.04 0.03 0.01 N/A N/A
w km/s 2.6 1.3 4.0 7.7 4.9
w) km/s | 60 | 33 | 7.8 | 155 10.7
ny cm™? 0.2 0.1 0.4 1.4 1.2

Table 2.2: Uncertainties in each of the derived parameters from the best-fit to indi-
vidual solar wind spectra.
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2.5 Summary

The response of the Faraday Cup instruments on Wind to a convected, bi-Maxwellian
distribution of ions has been derived and applied to the observations for the first time.
Faraday Cups are the only thermal plasma instruments for which analytical response
functions have been derived. Therefore while other investigations in the past have de-
termined ion plasma parameters including temperature anisotropies, this is the first
analysis which produced uncertainty estimates for each of the derived parameters
along with the x?/d.o.f. estimate of the quality of the fit. Indeed the dataset submit-
ted to the NSSDC, which includes these uncertainties for each spectrum, is the first
of its kind. It has been shown that the typical uncertainties of the proton solar wind
parameters determined by the FC instruments are all on the order of a few percent,
that the average x?/d.o.f. near unity implies that bi-Maxwellian distributions are a
good description of the solar wind ions at 1 A.U., and that differences between the
moment and non-linear analysis techniques are predominantly due to failures in the
approximations which go into the moments.

302 of 441



Wind CMAD Wind SWE lons

Spectra Per Bin
T \HH‘
|1 \HH‘

@]

10

Density n, [em™]

(@)
O

40

20

Thermal Speed w, [km/s]

300 400 200 000 /700
Bulk Speed U, [km/s]

Figure 2-19: Survey of proton parameters in the solar wind at 1 AU as seen by the
Wind Faraday Cup instruments. Upper panel: The distribution of proton number
densities n, as a function of bulk speeds U, showing that on average the particle flux
nyU, is conserved. Lower panel: Single proton temperature T, = (27,1 + Tp))/3 as
a function of bulk speed, showing that on average the solar wind has a mach number
Uyp/w, ~ 10.
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Chapter 4

Extension of Analysis to Helium

ABSTRACT: The bi-Mazwellian analysis techniques developed in Chapter 2 to char-
acterize Faraday Cup observations of protons are extended to alpha particles. The
success of this procedure is reported, and the results are used to compare Faraday Cup
densities with WAVES/TNR observations of the electron plasma frequency.

4.1 Ton Composition of the Solar Wind

Protons are not the only constituent of the ion component of the solar wind. Fully
ionized helium or alpha particles generally account for 1% — 5%, and sometimes as
much as 10%, of the ions by number density. Minor ions such as oxygen and iron make
up an additional 1%. The properties of these additional ion species contain a great
deal of information which is useful for a variety of applications. Broadly speaking the
details of the additional ion species are interesting because they effect the dynamics
of the interplanetary medium, reflect the origin and acceleration mechanisms of the
solar wind, and exhibit the effects of a range of kinetic plasma micro-instabilities.

The Faraday Cup (FC) ion instruments on the Wind spacecraft were introduced in
Chapter 2, along with the derivation and application of the convected, field-aligned,
bi-Maxwellian velocity distribution function (VDF). As a result of that analysis a
best-fit to each ion spectrum yielded a set of proton parameters U'p, Ty, Tp, np, their
uncertainties, and the x*/v parameter. This chapter describes the extension of that
analysis to produce, when possible, the same set of bulk parameters for the alpha
particles, Ua, T o, Tjja, ne- Scientific applications of the alpha measurements are con-
sidered in the following chapter.

The additional procedures created to analyze the helium in addition to the protons
are described in Section 4.2. Section 4.3 details the results of this analysis, including
the success rates. In Section 4.4 the proton and alpha number densities are used in
conjunction with the WAVES experiment on Wind to conduct a study of the absolute
calibration of the Wind Faraday Cups. In order to continue treating the solar wind
as a fluid in the presence of multiple ion species a single fluid description must be
developed, and this is done in Section 4.5. A brief summary following in Section 4.6.
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4.2 Extension of the Existing Analysis Code

The analysis code was extended to include fitting of the alpha measurements using
the methods developed by Aellig as a starting point [Aellig et al., 2001b]. Since
the alphas often partially overlap with the protons it was decided that the moment
analysis was too susceptible to contamination by hydrogen, so only the non-linear
analysis is applied to the helium component of the measurements. No additional
work is needed to produce the alpha particle response function. The derivation of the
convected bi-Maxwellian response in Section 2.2.4 is used for the alphas, just with
the substitution of with charge 2¢ and mass 4m,.

The additional program starts after the existing code has successfully produced a
converging fit to the proton VDF. If the proton fit was successful then the spectrum
is assigned a fit status of 11, if it failed then the fit status is 0 and the code proceeds
with the next spectrum. An initial guess is made that the alpha particles have the
same parameters as the protons, except with n,/n, = 5%, which is a typical value in
the solar wind. An extension of the data selection algorithm described in Section 2.3.4
then identifies measurements in the spectrum which are expected to correspond to
either protons or alphas. At least 10 points from each cup corresponding to alphas
must be selected for the analysis to proceed. The selected data, typically 300-400
measurements, are then subjected to a simultaneous fit with twelve free parameters,
ﬁp, W py Wips N, 0a, W oy We, and ng.

An single isotropic thermal speed for each species is then calculated, w]? = (2wij+
wﬁj)/?). In Section 5.3 it will be shown that in general T;, = T, or T,, = 47',. This
is because ion species in the solar wind are generally either in thermal equilibrium,
in which case w, = w,/2, or have equal thermal speeds. If w,/w, < 0.75 then the
spectrum is assigned a fit status of 8. No further action is taken but the spectrum is
flagged for future investigation as a period where the alphas are cold. If w,/w, > 2.2
then there is the possibility that the alpha and proton distributions overlap and as a
result the alpha temperature is too high. In this case fit status is 9 and the analysis
will re-perform the alpha fit after subtracting the best fit to the proton distribution.

If U,/U, > 1.1 then the spectrum is assigned a fit status of 7. No further action
is taken but the measurements might be useful in studies of intervals with fast alpha
particles. If U, /U, < 0.97 or n,/n, > 20% then there is the danger that a double
streaming proton distribution has been accidently fit as the alpha distribution. In
this case the proton fit is subtracted and the alpha distribution is fit to the remaining
data.

If after subtraction of the proton data the alpha parameters seem reasonable then
the spectrum is assigned a fit status of 5. If after subtraction the parameters are still
suspicious then the final fit status is 4 if the alphas are too cold, 3 if they seem too
hot, and 2 if they appear too slow. If there are multiple problems with a spectrum it
is assigned a fit status of zero.

The final results are the same as described in Section 2.4, just with the addition of
the alpha parameters and the fit status. For each spectrum the best-fit parameters,
Up, W1 py Wips N, ﬁa, W1 qa, W]ja, and n,, estimates of their one-sigma uncertainties, the
number of measurements selected in each cup, the final value of x?/v, and an array
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All | Solar wind | Fast SW | Slow SW | MSH
Fit Status V, > 400 | 'V, <400

0 1.71 1.35 1.42 1.30 14.02

1 16.46 16.06 16.34 15.67 | 31.41

2 12.66 12.70 15.31 10.08 | 11.40

3 10.92 11.15 15.37 6.89 2.81

4 0.01 0.01 0.01 0.03 0.00

5 2.43 2.49 2.18 2.82 0.63

6 1.36 1.37 1.40 1.36 0.92

7 3.00 2.58 4.64 0.49 | 14.76

8 0.08 0.08 0.03 0.14 0.00

9 0.99 1.01 0.44 1.60 0.45

10 48.41 49.45 40.98 58.06 16.45

11 1.92 1.68 1.87 1.47 7.08
Total spectra | 2,351,008 | 2,257,338 | 1,135,940 | 1,120,949 | 57,344

Table 4.1: The success rate of the alpha-proton analysis procedure in various regions
in space as a function of the final status of the fit.

of diagnostic parameters are saved to file.

4.3 Results of the Analysis

As of summer 2002 the bi-Maxwellian alpha-proton analysis procedure has been run
on more than 2.3 million Faraday Cup spectra. The success of the analysis is illumi-
nated by the statistics in Table 4.1, which break down the percentage of ion spectra as
a function of final fit status. The percentage distribution is broken down into several
regimes in the solar wind, including all observations, all solar wind observations, and
intervals in the fast solar wind (U, > 400 km/s), slow solar wind (U, < 400 km/s),
and magnetosheath intervals. In general there was insufficient data to characterize
the alpha distribution 1.9% of the time, based on the number of spectra with a fit
status of 11. This was a much larger problem in the magnetosheath, where it occurred
7% of the time. The greatest obstacle to characterizing the alpha particles with a
Faraday Cup spectrum is when the proton temperature is especially high, and this is
a frequent occurrence in the magnetosheath.

A perfect fit status of 10 occurred 58% of the time in the slow solar wind, and
40% of the time in the fast wind. This can be attributed to three factors. First,
as will be discussed in the following chapter, more collisions have occurred in slow
solar wind as it propagates from the corona, due to the higher densities and slower
travel speeds. As a result the alpha and proton velocities and temperatures tend
to be in better agreement as the wind has settled into a more classical definition of
equilibrium. Additionally, double streaming protons are a very common feature of the

Wind SWE lons
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‘ Parameter ‘ Units ‘ Mean ‘ Median ‘ Stdev ‘ Mean % ‘ Median % ‘

|U| km/s 57.7 44.7 43.7 14.1 11.9
U, km /s 57.8 44.8 43.8 14.2 11.9
U, km /s 6.0 3.7 7.5 45.6 42.3
U, km/s 5.4 3.3 6.5 42.2 38.3
Orw degree | 0.18 0.13 0.33 N/A N/A
Oxs degree | 0.24 0.01 0.17 N/A N/A
w, km /s 10.2 5.7 11.4 32.7 27.1
wy, km /s 13.9 8.9 13.8 45.9 43.1
Na em™> [ 4-107%]2-107* | 0.003 0.12 0.11

Table 4.2: Uncertainties in each of the derived alpha parameters from the best-fit to
individual solar wind spectra. Compare with same table for proton parameters in
Table 2.2.

high speed solar wind [Clack et al., 2002]. Finally, at high speeds the alpha particle
VDF is sometimes not completely observed by the Faraday Cups in their standard
speed windows. As a result the fits to the alpha particles at very high speeds do not
succeed as often.

4.4 Absolute Calibration of Number Densities

The analysis of Wind Faraday Cup ion spectra in Chapters 2 and 4 have established
the accuracy with which we can measure proton and alpha particle number densities in
the solar wind. The survey in Section 2.4.5 demonstrated how the one-sigma estimates
of the uncertainties from the non-linear fits yielded averages values of 0,,,/n, ~ 0.5%
and 0,4/na ~ 1% over a broad range of solar wind conditions. This is the accuracy
with which the convected bi-Maxwellian response function derived in Section 2.2 and
applied to the observations can determine the number densities. In this section we
will examine the the precision, or absolute uncertainty, of these measurements.
Traditional tests of the precision of bulk solar wind parameters involve the compar-
ison of observations by different instruments on the same spacecraft, of observations
from multiple spacecraft. Of course this comparison introduces additional uncertain-
ties. Each instrument has its own sensitivities, and each investigator has a preferred
analysis methodology which can result in systematic discrepancies. Recall the com-
parison in Section 2.4.4 of proton thermal speeds using data from the same Faraday
Cup but with the application of the moment and non-linear techniques. Addition-
ally factors such as differing measurement cadences must also be taken into account.
Multi-spacecraft comparisons suffer from the spacecraft separation and the intrinsic
temporal and spatial variation of the solar wind. It has been known for some time that
there are correlation lengthscales in the interplanetary medium which are in general
are also of the order of typical spacecraft separations [Jurac and Richardson, 2001].
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Additionally, recent studies have shown that the boundaries between structures in
the solar wind, while often planar on the length-scale of spacecraft separations, are
in general not radial [Weimer et al., 2002]. Thus it is not a simple procedure to
propagate observations from one spacecraft to another.

This study makes uses another instrument on the same spacecraft which measures
the total electron number density in a completely independent manor. The Thermal
Noise Receiver (TNR) instrument in the WAVES experiment measures the power of
electromagnetic fluctuations at a very high cadence of 0.2-4.5 seconds in the frequency
range from 4 —300 KHz [Bougeret et al., 1995]. It was shown in Section 1.2.8 that the
solar wind plasma fluctuates at the electron plasma frequency wy ., a quantity which
is only a function of the total electron number density (1.92) and which varies from
50—300 KHz in typical solar wind conditions. Generally a single TNR, power spectrum
may be used to determine the electron number density using a neural network which
identifies the peak of the plasma frequency line.

The goal of this section therefore is to compare a predicted value for the electron
number density n. based on the observed proton n, and alpha n, number densities
and compare with the TNR measurements. Since hydrogen and helium are fully
ionized in the solar wind the total electron number density due to protons and alphas
is n, + 2n,. In order to do this correctly however we need to take into account the
contribution of other ion species in the solar wind. Recall that ~ 1% of the solar
wind by number density is composed of minor ions like oxygen and iron. While
these minor ions are rare the typical charge states observed are T7O and T'°Fe, so
a small abundance can result in a significant contribution to n.. As was shown in
Section 1.2.7, on the time scale of a FC measurement of the ion VDF there are no
electric fields other than that due to the convection of the plasma and the solar wind
is neutral. The requirement of charge neutrality may be written,

|Qe|ne = Zanja (41)
J

where ¢; is the average charge state of the j* species which has a number density
nj. If ne is the total electron number density measured by TNR, and all of the
measurements were exact, then the fraction F;, of n, due to minor ions is,

np Ny

(e — 1y = 2na) =1 - 22—, (42)

Tle Te Te

Fr,

In reality each of the measurements which go into (4.2) have an uncertainty which
we will label 0, 04, and o.. The propagated uncertainty in Fj,, or o, is then,

2 2 2

2 208 U:D Ua

a,, = (ny + 2n,) p + 2 + 2 (4.3)

In this study we will look at the average value of Fj, and its variation AF), as

a function of the proton speed and the year of the mission. This is because many
properties of the minor ions have been demonstrated to be speed and solar cycle
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Component | Relative | Electrons | Similar Total
Abundance Species | Electrons
Hydrogen 103 103 1 103
Helium 50 2-50 1 100
Oxygen 1 7-1 3 28
Iron 0.1 10-0.1 6 7

Table 4.3: Estimating the contribution of minor ion species to the total electron
content. With the numbers listed here F;, ~ 3.1%.

dependent. If the absolute calibrations of both the FC and TNR instruments are
correct then F), should agree with the results of other studies. Additionally, if all of
the instrumental effects are correctly captured in o,, 0, and o, then the quantity
(AF? —¢2)'/? is indicative of the natural variation of the minor ion component. It is
a convolution of the variation in minor ion abundance and charge state distribution.

A comparison of SWE/FC and WAVES/TNR observations, limited to six days in
1996, was reported previously [Maksimovic et al., 1998, Figure 2]. In that study there
was a general disagreement on the order of F, ~ 1% and a spread of approximately
5%. There are several compelling reasons to pursue this comparison in more detail.
Significantly, the analysis of the TNR data have subsequently been refined due to a
better understanding of the antennae and the TNR frequency bins. This has increased
the observed values of F,,, but we hope to explain this by factoring in the effect of
the minor ions. In addition, six days is insufficient to probe possible dependencies on
solar wind conditions, such as the bulk speed. Finally, with our new knowledge of o,
and o, from the non-linear analysis we can separate the contributions of the protons,
alphas, and minor ions to the observed 5% spread in F,,.

In preparation for this study we can estimate F),. Table 4.3 lists values which are
used in the following simple calculation [T. Zurbuchen, private communication]|. The
second column lists the relative abundances of each element, normalized to oxygen.
Assuming that the hydrogen and helium are fully ionized, that oxygen and 3 more
species like it are in a +7 charge state, and that iron and 6 species like it are in charge
state +10, then

Fp ~ 3.1%. (4.4)

Of course this is an approximation: There are other ions, and the charge states and
relative abundances are highly variable. Predictions of F,,, ~ 5% were also discussed,
and so the expected range in F,, is between 3% — 5%.

4.4.1 Preparation of Measurements

This study uses all solar wind observations in the interval 1995-2000. Since the end
goal is to produce as clear and confident a value for F;,, as possible, any measurements
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which seem at all suspicious are discarded. For the alpha particle analysis only spectra
with a perfect final fit status of 10 (Section 4.2) are selected.

An infrequent issue with the high voltage power supply on FC1, the southward
facing cup on Wind had to be addressed. On several occasions, especially early
in the mission and during a 10-day interval in 1996, an error with the selection
of energy windows for FC1 lead to incorrect density measurements. The standard
key-parameter analysis code is designed to switch to a single-cup mode in the event
of poor data quality from a single cup. Since the bi-Maxwellian analysis requires
observations at as many angles relative to the ambient magnetic field as possible, it
was decided that we would not conduct an anisotropy analysis during those intervals.
To identify questionable spectra we ran the moment analysis code separately on the
observations from each cup individually for each spectra and then compared the two
determinations of the proton number density from each cup, n, and n,. The top
panel of Figure 4-1 is a series of histograms of the density ratio n,;/n,, for each year
from 1995-2000. The core of each histogram is a Gaussian with an average width
of 2% and centers ranged between 99.1% and 100.2%. Statistically then the proton
number densities in general determined independently by the two Faraday Cups using
the moment analysis technique differ by 2%. The £0.5% range in the centers suggests
that there is no bias in densities between the two cups. The result of the extended
anomalous period in 1996 is clear in the top middle histogram in the form of the
bulge on the n,;/n,; side. To be safe we will discard all measurements which do not
satisfy 0.9 < n,1/ny < 1.1, or 0.18% of the total dataset.

The typical duration of a single SWE/FC ion spectrum is 92 seconds. The
WAVES/TNR neural network data which were made available for this study are pro-
duced at a rate of at least one every 6 seconds. For the purposes of this study the TNR
data were matched up to each FC spectrum and the average m., median, standard
deviation An,., and number of TNR measurements N were recorded. The quoted
uncertainty in an individual TNR neural network electron density measurement is
2% —3%. Since there were generally at least 10 TNR measurements per FC spectrum,
the uncertainty in the mean of the TNR measurements of n,, or o, = An,/v/N — 1,
is used for the uncertainty in n.. Only FC spectra with N > 10 were selected for this
study.

The bottom panel in Figure 4-1 is a histogram of the distribution the uncertainties
with which each component of (4.3) contributes to the overall uncertainty in F,. In
addition, the distribution of Fj, itself is also plotted. It is clear that the uncertainty
in n, does not strongly effect the calculation of F),. The uncertainty in the proton
number density is the next most significant factor, and the value for n, measured by
TNR has the largest average uncertainty. The average values of the uncertainties are
o, = 1.0%, 0, = 0.004%, 0. = 3.1%, and o, = 3.5%, which should be compared to
the average value for F,, of ~ 6%.

For values of F;,, < 20 the uncertainty in F;, is less than the average value of F},
itself, as is suggested by this figure and verified by plotting the ratio of o,,/F,, for
F,, # 0. It is telling that the portion of the histogram with values of F,, > 30%
overlaps exactly with the upper tail of the histogram of the total uncertainty in o,
(and the distribution of o., which dominates o,, in this interval). The implication,
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Figure 4-1: Predicted fraction F}, of the total electron number density due to minor
ions as a function of proton bulk speed and year.
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which was verified through a scatter plot to associate the points, is that the large
departures of F}, from zero, which are rarely seen, are due to periods in the solar
wind when the variation of the TNR electron number density was very large. The
two in fact correspond exactly. The consequences of this are that very large values
of F,, may be attributed to intervals with large fluctuations and a large resulting
statistical uncertainty in F;,, and not due to periods when one instrument or the
other is not functioning ideally. The other conclusion is that the variation of F}, is
dominated by the fluctuation of the electron measurements from TNR, which are on
the order of 3.1%. A spread in F,, on the order of 3.5% therefore would only reflect
the variation of the electron number density measurements, and not any intrinsic
error in the proton, alpha, or electron number densities.

We are not interested in comparing the instruments over the entire range of in-
terplanetary conditions. Since the focus is on quite periods where the values mea-
sured are more trustworthy the study is further restricted to spectra with o, < 5%,
00 < 1%, and o, < 10%. A total of 713,742 spectra, or 78% of the total dataset
passed all of the cuts described in this section and were used for the study of F,.

4.4.2 Survey Over Mission

The median value of F,, over the entire selected dataset was 5.86%, with an average
value of 6.36% and a standard deviation of 5.1%. The standard deviation is in agree-
ment with the observations of [Maksimovic et al., 1998], although F,, is 4% larger
than was reported in that same study. This can be attributed in part to the refined
analysis of the TNR data since that study and to the fact that on average the proton
number densities derived from the bi-Maxwellian analysis are about 1% smaller than
the key-parameter number densities which were used in that study. We believe that
the 1% shift in the FC number denies is due to the use of new effective area and
response functions, as derived in Chapter 2.

The average value of F,, is slightly larger than the median value because there is
an excess of observations on the F), > 5% side. In fact the distribution of the entire
set of measurements does not appear to be exactly Maxwellian. We interpreted this as
evidence that the overall histogram reflected the variation of F},, over a set of variables.
Two factors which we believed could influence F;,, are the bulk speed of the solar wind
and the period in the solar cycle. Studies of minor ion charge states have demonstrated
that statistically speaking the freeze-in temperature of the minor ions is cooler at
higher solar wind speeds, and therefore less ionized. Additionally, the abundance
of species other than protons reflects in part evolution of the corona material at
the origin of the solar wind. Studies have shown that the helium abundance is an
increasing function of speed. If the same process occurred with the other minor ions
then it might be expected that the minor ion abundance at high speeds would be
larger. The actual effect of these two competing processes on the F}, as a function
of U, is not clear, but we must take that possibility into account. Additionally the
helium abundance has been demonstrated to vary over the course of the solar cycle.
Therefore we decided to look at the distribution of F;, as a function of year from
1995-2000 and bulk proton speed.
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Figure 4-2: Histograms of F, in six speed windows using selected data in 1995.
Black histogram is the number of spectra observed per 0.5% bin in Fj,, blue line is
portion of the histogram selected for fit with Gaussian, and red is the best-fit Gaussian
distribution. Note that the width increases with speed and that observations with
F,, < 0 are in agreement with tail of Gaussian.
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For each year the selected observations were divided into ten intervals in speed
ranging from 300 to 650 km/s. The first seven windows are 25 km/s wide. Since the
number of measurements decreases with speed, the final three windows are 50 km/s
wide to improve the statistics of the high speed intervals. The ten histograms of F,,
as a function of speed window for 1995 are shown in Figure 4-3. In each histogram
all intervals with more than 10 spectra were selected and fitted with a Gaussian
probability distribution. The blue curves indicate the bins which were selected for
fitting and the dashed red lines are the best-fit Gaussians.

Overall the Gaussians fit the observed distributions well. Several trends are worthy
of comment. First note that in most cases the portion of each histogram with values
of F,,, < 0, an unphysical result, may be accounted for by the natural width AF,, of
the distributions. In other words if the AF,, in part represent the overall uncertainty
of F,, then it is natural for this amount of observations to have F,, < 0. Of course
AF,, is additionally due to the natural variation of the contribution to n, from minor
ions, and that variation can be estimated. Note as well that the AF}, increase as a
function of speed. Additionally, there appears to be a bias, or tail in many of the
distributions at high values of F,,, suggesting that there are some intervals where F,,
is enhanced beyond the simple Gaussian variation observed. Helium enhancements
are often observed in the material associated with coronal mass ejections, for example,
and the same rare effect may account for this tail, which is still small compared with
the overall distribution.

The determination of the average value of F,, as a function of speed and year,
and the estimate of the natural variation of the minor ion component, are detailed
in Figure 4-3. In the upper panel colored solid lines indicate the width AF,, of the
best-fit Gaussian distributions to the observations as a function of speed for each
year. The colored years printed at the top of the plot correspond to each of these
curves. In general AF,, increased linearly from about 1.5% to 3% as the speed
ranged from 300-650 km/s. There is a suggestion of a time dependent increase in
the width of the distributions in the speed range 375-475 km/s with solar cycle. The
connected diamonds plotted in this panel are the average uncertainties of the proton,
electron, and alpha particle contributions to n. in each speed interval. It is clear that
the total uncertainty o, in F,, derived from these individual uncertainties through
(4.3) is dominated by the variation in the TNR electron measurements over each FC
spectrum, and that o, is a decreasing function of U,. According the the discussion

in the previous section, we interpret (AF2 — ¢2)"/? as the natural variation of F},

due to the variation of the abundance and charge state of the minor ions in the solar
wind.

In the final panel of Figure 4-3 the center of the F}, distribution is plotted as a
function of speed for each of the years from 1995-2000. Measurements in the same
speed window have been offset by several km/s to avoid confusion. The horizontal
error bars are the widths of the bins and the vertical error bars are the natural
variations of F,, derived from the date in the upper panel. The two dashes lines
indicate the two estimates of F;, in the introduction. There are variations in Fj,
with speed which should be compared with more detailed predictions. Additionally

there appears to be a two-state distribution in the interval U, < 425 km/s, with

314 of 441



Wind CMAD Wind SWE lons

4 LI A LI A A A A LI R A A A R LI > A A A 7
E 1995 1996 .
X CE E
> F .
C r .
° r ]
T 2k —
S F &——— Proton 3
S &——= Alpha .
~ r Electron 7
z - -
T 1L &——< Total ]
o1k 3
= r .
e
(00 % © O —]
N | S R T S T TR | S S S S S S S | S S S S S S R | S T S S
L L L L A B A A L I B A A L
10— =]
8- : .
- \ ! -
] = 1
2 6 .
O I 1 1 e w1 )77
L =i
4 = -
2_ —
O_..I ......... [ Lo v vy L 0 |
300 400 500 600

Proton Bulk Speed [km/s]

Figure 4-3: Predicted fraction F}, of the total electron number density due to minor
ions as a function of proton bulk speed and year. Upper panel: Solid lines are the
widths of the Gaussian fits to the distribution of F}, in each speed/year interval,
connected diamonds are the corresponding average uncertainties in F),, F;,, and F,.
Lower panel: Center of F), distributions and natural widths as a function of speed
and year. Dashed lines indicate estimates of the expected contribution of minor ions
to the total electron number density.

315 of 441



Wind CMAD Wind SWE lons

all observations in 1995-1997 and in 1998-2000 falling into two distinct intervals.
This could be a signature of the type of speed and solar cycle modulation which
has been seen in the past with helium observations. For U, > 500 km/s F,, is
consistently greater then the predicted values. This could be a reflection of the
enhanced abundance of minor ions in high speed solar wind. But it might also reflect
the fact that high speed solar wind often contains two proton distributions, and that
this second proton distribution is not reflected in this analysis. A followup to this
investigation should include the double streaming analysis currently being conducted
by Dorian Clack.

In summary, the estimates of F,,, the TNR electron measurements, and the
SWE/FC proton and alpha number densities agree to within a few percent. The
widths of the F,, distributions are consistent with the derived uncertainties in the
proton and alpha number densities being less that 1%. Furthermore the agreement
between F,,, and theory is consistent with the Wind Faraday Cups having correct and
stable density calibrations within approximately 2% of the absolute values.

4.5 A Single Effective Ion Species

If a single fluid description of the solar wind is desired then it is necessary to merge
the proton and alpha data to create an effective ion species. In Chapter 6 this
single effective ion species will be used in the characterization of shocks through
conservation of the MHD equations. The value of a single species for a treatment of
kinetic processes is questionable, as this aspect is explored in Section 5.4. This section
presents a derivation of the single fluid properties based on the method of reducing
ion and electron data for the single fluid MHD problem outlined in Section 1.2.7. A
valuable asset of the proton and alpha parameters derived from the Faraday Cup data
are the one-sigma uncertainties which are produced during the non-linear fits. The
goal of this section is therefore to derive the single ion parameters but in addition to
propagate the uncertainties from the alpha and proton analysis.

The reduced ion species will have the same mass as the protons, so the number
density n; is just the total of the number of protons and neutrons,

n; = ny +4ng (4.5)

with an accompanying uncertainty o, given by,

02 =02 +1602 . (4.6)
1 D «a

For the bulk velocity use the veloc1ty U of the center of mass of the two ion species
by weighting the individual proton U and alpha U velocities by their mass densities,

0= npUp + 4ny U, (4.7)
YT onptdn, ’
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The uncertainty in (7, is a function of both species number densities and velocities.
The uncertainty of the j* component of the velocity, Ui j, is given by,

1
2 _ 42 3, 2 3 2 2,2 2
v, i+ 4na)4(256naaUaj +128ngn,0y, + 8nan,oy  + ny (00 48)

+ 1607, (Uaj — Upy)?) + 16ng (m (0, +07y,) + 03, (Uaj — Up)?))

To determine the average thermal speed of the ions, w;, I started with the individual
pressures of the individual ion species,

1
P, =nykgT, = §npmpwz, P, = nykgT, = §namawi, (4.9)
combined them and then set them equal to the pressure which would be produced by

the single ion,

1
Pi=Py=P,+P,= Emp(npwz + NaMmaw?)

1
= Emp(npwf, + 4nqw?) (4.10)

1

again using the fact that that the ion has mass m, we can solve for the thermal speed,

2 2
npw, + 4ngwy,

2 _
- = 4.11
Wi ny+4n, (4.11)
and its associated uncertainty,
oo, = <16ni(4na +ny)’on, wh + 4(n2on +nion Ywy + (ng(4ng + ny) o,
— 8(n12,0,210 + nioiﬁ)wi)w; + 4(n12,a,21a (4.12)

-1
+ nioip)wé) [(4na + n,)* (4nqw, + nyw))

The dominant effect of the helium is to increase the particle mass density. The
largest effects now neglected are the mass density of minor ions in the solar wind
and the temperature of the electrons, which may contribute to the overall pressure.
Since electrons have approximately the same temperatures as the ions in the solar
wind, they generally have bulk velocities much less than their thermal widths and
as a result do not contribute to the effective velocity, but can at times dominate the
total pressure.
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4.6 Summary

The analysis of the SWE/FC ion spectra has been extended to include the determi-
nation when possible of alpha parameters using the techniques developed by [Aellig
et al., 2001b], but with a bi-Maxwellian distribution VDF for the alpha particles as
well as the protons.

It has been shown that the the absolute precision of the FC number densities is
off by less than a couple percent from the true values, and that the uncertainty in
the densities is indeed on the order of a single percent.

In the following chapters the relative kinetic properties of protons and alphas in
the solar wind are compared and their limits are explored. The usefulness of the single
ion species derived in the previous section will be examined in terms of collisionless
shocks and kinetic instabilities.
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15 Wind MFI1

The Wind MFI [Lepping et al., 1995] calibration process are described in Farrell et al. [1995],
Kepko et al. [1996], and Leinweber et al. [2008], available at the Wind Project webpage. Additional
information involved in the removal of spin tone higher harmonics can be found in Koval and Szabo
[2013].

The MFT calibration software can be found in the Wind lz decommutation softare Wilson II1
et al. [2021c] and is thus not further discussed.
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16 Wind WAVES

The WAVES TDS and Radio detectors are fully described in the WAVES instrument paper
[Bougeret et al., 1995]. Further, the calibration software can be found in the Wind 1z decommutation
softare Wilson III et al. [2021c] and is thus not further discussed. The calibration of the search coil
magnetometer (SCM), however, will be discussed using notes from Hospodarsky [1992]. Further

discussion can also be found in Hospodarsky [2016].

16.1 WAVES SCM Notes
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CHAPTER II. BASIC PRINCIPLES

The basic operating principle of a search coil magnetometer is Faraday’s law of
magnetic induction. This law states that a loop of wire with a time-varying magnetic
field passing through it will have a time-varying voltage induced across it that is
proportional to the time rate of change of the magnetic field. This law can be written

438
= - - 1

where C is a constant that depends on the area of the loop and on the properties of the
core material, B is the magnetic field vector, and n is a unit vector along the axis of the
coil. Expanding the derivative, taking into account the possible motion of the coil and

considering both temporal and spatial variations of the field, it can be shown that

_ . di dB | = o, @)
Vv C[BE+;&E+H?[Bﬂ]] .

The first term represents the voltage induced by the angular motion of the coil. The
second term represents the voltage induced by explicit time variations of the magnetic
field. This term is the one we are most interested in, as it represents the magnetic
component of electromagnetic waves. The third term represents the voltage induced

by convective motions of the coil with velocity % relative to the magnetic field B. This
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third term includes the voltage induced by the search coil moving through a magnetic
field gradient. In most space environments, the first and third terms are negligible or
can be filtered out, and the second term dominates.

The induced voltage for a search coil magnetometer that has a solenoidal coil

of N turns of wire enclosing a ferromagnetic core can be written
V- -NA;.,(%‘?} , [€)

where A is the cross-sectional area of the core, p, is the effective permeability of the
core, and (dB/dt) is the time variation of the magnetic field component parallel to the

coil axis. If the variation of the magnetic field is sinusoidal, this equation reduces to

V= -2wxNAp,f B, X 107V (4)
where B, is the amplitude of the magnetic signal in nT, A is in cm?, and f is the
frequency of the time variation. This expression can be simplified, and is usually
written

V = -KfB, uV (3)

where K is defined as the coil constant of the search coil and is given by

K = 2rNAx x 1077 _BY ; 6
B nT Hz ©

The above analysis assumed that a search coil magnetometer is a pure inductor,

but search coil magnetometers also have a resistance, due to the resistance of the wire,
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and a capacitance, due to the self capacitance between the turns in the coil. These
additional properties can be modeled using the equivalent circuit shown in Figure 3.
The voltage induced by a time varying magnetic field is represented by a voltage source
in series with an inductor, labeled L. The resistance of the wire, modeled by the
resistor labeled R, is in series with the inductor. The resistor R, also accounts for any
losses due to eddy currents, hysteresis, skin effects, and proximity to nearby
conductors. In most cases, these losses are much smaller than the loss due to the
resistance of the wire, and these losses can be neglected. The self capacitance,
modeled by the capacitor labeled C, is parallel to L and R,. The self capacitance is due
to a potential difference between adjacent turns and layers of the coil. The resistor
labeled Ry, is called the damping resistor. This resistor controls the sharpness of the
resonant peak, and accounts for the input impedance of the preamplifier. An analysis

of the circuit shows that Equation 5 is modified to

-KfB
V= /B, uV

R, 7 el 9
(14— -?LO?+(2Z +wCR;)
[ Rp By 1

where w = 2«f. For typical values of L, C, R;, and Rp, the denominator is =1, for
w below w,=1ALC, where f. = w /27 is called the resonant frequency. The resonant
frequency is the frequency which produces the largest induced voltage. For frequencies
near w_, the denominator may be much less than 1, depending on the exact values of

L, C, R;, and Rp. For frequencies well above the resonant frequency, Equation 7 is
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no longer valid, as secondary capacitances and other effects start to become important.
These higher order effects are difficult to model, and may change a great deal with
temperature, and over time. Because of these second order effects, search coil
magnetometers are usually designed with resonant frequencies above the frequency
range they are expected to measure.

Another important characteristic of the equivalent circuit is its impedance. The
real part of the impedance determines the thermal noise (also called Johnson noise)
voltage produced by the search coil. The noise voltage must be small to allow the
measurement of weak magnetic fields. The real part of the impedance of the circuit in

Figure 3 is

R
Ry(1+ L~ ch.)mL{ﬁi“E +wCR,)

Z = R” = 2 ohms . ®)
1
EHE -w’LC)? +(R_ﬂ +wCR,)?

An analysis of this equation shows that the real part of the impedance ranges from =R,
ohms at low frequencies, to =Ry ohms near the resonant frequency. The Johnson
noise voltage of a search coil over a frequency bandwidth Af, is given by Robinson

[1974] as
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V¥ rohnson Volts
= JakgrZ, 228 ©9)
Jaf " Ez

where kg is Boltzmann constant, T is the temperature in degrees Kelvin, and Z, is the
real part of the impedance defined in Equation 8. The Johnson noise will be discussed
in more detail later.

The noise voltage is needed to determine one of the most important
characteristics of a search coil, its noise level. The noise level is defined as the
magnetic signal strength that induces a voltage equal to the noise voltage. Setting the
noise level, Equation 9, equal to the output voltage, Equation 7, and solving for the

magnetic signal, we find

2
R* 272
TR+ L+ 9Ly (10)
- Rp Rp nT

VAf K VHz

The noise level is usually squared,

By

2 2
By 4kl R, + i . L2, nT? an

3F kP R, Rp Hz

which has units of magnetic field spectral density. The noise level determines the
minimum magnetic signal a search coil magnetometer can measure over a given
frequency bandwidth. Analyzing Equation 11 for typical values of L, C, Ry, and Ry,

R,<Rp, R YRy <R, and L¥/Rp<R,, we find
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By

=

Wl &, L%) (12)

Af  (NAp, x 107 o Rp Hz
At low frequencies R,/w? determines the noise level, but at higher frequencies Lz.-"RD
sets a lower limit. This equation does not include the noise voltage of the preamplifier.

Including the preamplifier noise voltage in Equation 11, the noise level becomes

4k, T(R L, o1
By "' R Rp (S R poa o
Af &Kf* ®n* "
{_ + wCRI)zl HT
D

where nmpzfﬁf is the noise spectral density of the preamplifier. Analyzing Equation

13 for typical values of L, C, R,, and Ry, we find

2 2
By » 4k gT R, Lz} {namp,ﬂ'ﬂ i) n_Tz (14
Af  (NAp, x 1072 o Rp  (NAp, x 1072 oF Hz

This equation shows that the noise of the preamplifier can play an important role in the
noise level of a search coil magnetometer, especially at low frequencies. A good search
coil magnetometer design uses the optimum combination of the above variables to

obtain the lowest noise level possible in the frequency range of interest.
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CHAPTER III. DESIGN CONSIDERATIONS

Effective Permeability

The effective permeability of the core is needed to determine the sensitivity of
the search coil from Equation 4. Magnetic materials are rated according to their
permeability, u;, where permeability is defined as the ratio of the magnetic flux density
in the material to the ambient magnetic field density in the absence of the material. For
the analysis of a laminated bar or rod, the more significant parameter is the effective
permeability, p,. The effective permeability of long rods constructed of high
permeability materials is less than the closed-loop permeability by which ferromagnetic
materials are rated [Bozorth and Chapin, 1942]. The effective permeability is
determined by the length to diameter, £/d, ratio of the rod. Hayashi [1988] gives for
> l,and £ > d

1

1 1
Dg(l - —) + —
B K K

Be = (15)

where p; is the closed-loop permeability of the material and Dy is the demagnetizing

factor determined from
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3¢
——) = 1
fn(zd

Dy = (16)

P

It should be noted that both y; and y, are dimensionless constants. This equation gives
the theoretical value of u, at the center of the rod, but the effective permeability is
known to decrease near the ends of the rods [Bozorth and Chapin, 1942). Hill [1962]

gives u, as a function of distance from the center of the rod

2
pe = py(l = F ':—ZJ (17

where p, is the effective permeability at the mid-point of the core determined from
Equation 15, x is the distance from the center of the core, { is the length of the core,
and F is a dimensionless constant that specifies the permeability near the end of the
core. Hill states that F=3.6.

The effective permeability in Equation 4 is defined as the effective permeability
at the position of the turns of wire. Equation 17 shows that the largest effective
permeability is achieved for coils located near the center of the core. Equation 15 also
shows that a larger £/d ratio produces a larger p,. However, the effective permeability
for large £/d ratios (= 100) is sensitive to temperature changes and mechanical
stresses. Also, there are size and weight limits for search coil magnetometers designed

for space applications which restrict the {/d ratio.
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Resi f the Wi
Underhill [1910] gives for the resistance of the wire of a search coil with a

square bobbin

R = 4(a + 0.7854T)Np ohms (18)

where a is the width of the bobbin, T is the depth of the windings, p is the resistance
per unit length, and N is the number of turns. The type of wire and the diameter of
the wire determine p. For a given number of turns, the depth of the windings, T, will
also depend on the diameter of the wire. From Equations 12 and 14, we can see that
the resistance of the wire should be kept as small as possible in order to minimize the
noise level of the search coil. This minimization is accomplished by choosing the

largest diameter wire that will fit on the bobbin for a given number of turns.

Inductance

The inductance of a solenoid on a high permeability core can be estimated from

the following formula [Parady, 1974]

_ Hole N°A (19)
!

L

where pg is the permeability constant, p, is the effective permeability of the core, A
is the cross-sectional area of the core in square meters, N is the number of turns, and
{ is the length of the core in meters. It should be noted that the inductance varies with

the square of the number of turns and is proportional to g,. As the resonant frequency j
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is proportional to the inverse of the square root of the inductance, the resonant
frequency is proportional to the inverse of the number of turns and also to the inverse
of the square root of p,. This relationship leads to a trade off as more turns leads to

a better sensitivity, but decreases the bandwidth of the search coil.

Capacitance

The capacitance of a solenoid is difficult to model, as the method of winding the
solenoid has a large effect on the final capacitance. Also, capacitance from the wires
connecting the bobbin to the preamplifier, or in the preamplifier itself can also play a
large role. An estimate for the capacitance of one section of a multi-section coil is
given by Hill [1962]

_ 0.003817 7y €, W

0
&, - Dd X 7 )

where r, is the mean radius of the coil, W is the width of the coil, ¢, is the average
dielectric constant of the insulation on the wire, K is the ratio of the distance between
the center of two adjacent wires and the diameter of the wire, d is the diameter of the
wire, and A is the number of layers of wire.

Equation 7 shows that for a large resonant frequency, it is desirable for the
capacitance to be as small as possible. One way to accomplish a lower capacitance is
to split the coil into sections. If a coil that originally had a capacitance C, is split into
n sections, each section would have a capacitance C/n. These sections are connected .

in series, which gives a new capacitance of C/n? for the whole search coil. There is
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also a capacitance between the sections, which when taken into account, gives a total
capacitance of

G
(n-1)

21)

e
O, w s

where C, is the capacitance between adjacent sections. As we want C,, to be smaller
than the original capacitance, C, should be kept small. This reduction in the
capacitance is accomplished by having a space between the sections. There is a limit
to the effectiveness of splitting the coils. If n is small, C,,, varies inversely to n?, but
as n becomes large, the C;/(n-1) term starts to dominate, Another limitation is that the
resistance of the wire increases as the number of sections are increased, which raises
the noise level of the searce coil as seen from Equation 11. There is also a size limit
on a search coil to be flown in space, which limits both the number of sections, and the
space between each section.
Damping Resistor
The damping resistor plays an important role in the sensitivity and noise level
of the search coil as shown in Equations 7 and 13. The damping resistor can be an
actual resistor placed in parallel with the coils, the input impedance of the preamplifier,
or a combination of the two.
Noi | Noise Sou
The ability for search coil magnetometers to measure weak signals is determined -

by the amount of noise present. Noise is the unwanted signal that obscure the desired

340 of 441



Wind CMAD Wind WAVES

signal. There are various types and sources of noise. Some of the most important ones
are: the Johnson noise due to the resistance of the coil, noise in the amplifier, and
interference from outside sources. Johnson noise, also known as Nyquist noise or
thermal noise, is the noise found in any material with a resistance. It is caused by the
random motion of the free electrons in the material. This random motion produces
small instantaneous potential differences between the ends of the material. Since the
noise voltage is random, it has a flat frequency spectrum, and is often called "white

noise." For resistors, it is usually written as

Yiohnson ™ 'J"”‘BT RAf Volts (22)

where T is the temperature in degrees Kelvin, kp is Boltzmann’s constant, R is the
resistance, and Af is the frequency bandwidth. It is important to notice that Johnson
noise depends on the square-root of the temperature. In a complex circuit the resistance
R must be replaced with the real impedance Z, of the circuit [Robinson, 1974]. This
substitution gives the Johnson noise as shown in Equation 9.

The other type of noise found in a search coil magnetometer is noise from the
preamplifier. This noise is usually made up of three main components, 1/f, or flicker
noise, shot noise, and Johnson noise. The 1/f noise usually dominates at low
frequencies, while shot and Johnson noise dominates at higher frequencies.

The 1/f noise is given its name due to the fact that it has a spectrum proportional
to the inverse of the frequency. The magnitude of this noise varies markedly with the -

material, and also the construction of the component can have a large effect on the
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noise magnitude. Resistors can exhibit this noise, along with transistors, FETs, diodes
and vacuum tubes. The 1/f noise is also found in many non-electronic systems. The
flow of sand in an hour glass, the flow of traffic on an expressway, and the loudness
of classical music versus time all show a 1/f spectrum [Horowitz and Hill, 1980]. This
dependance on the material and construction technique makes it difficult to estimate its
magnitude before an actual amplifier is built.

Shot noise is due to the current not being a continuous flow, but actually made
up of discrete electrical charges. This discreteness results in statistical fluctuations of

the current. Horowitz and Hill [1980] gives

Isfmr = 1,‘2 q Idc ﬁ"f (23}

where q is the electric charge, I, is the dc current, and Af is the bandwidth. For large
currents, the noise current is usually a very small fraction of the original current, but
for small currents, the fluctuations can become a significant fraction of the original
current, Shot noise is found in solid state devices, such as transistors and diodes,
where electrons randomly cross a pn junction. This effect is analogous to the noise of
raindrops hitting a tin roof, which is where it gets its name. It has a flat frequency
response like Johnson noise, and in a circuit, it may be difficult to distinguish which
of the two is the major noise source at the output.

The total noise voltage of a search coil magnetometer with no outside signals

present, is given by
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Mrotat = || eitOF + ()’ (24)
where n,; is the noise voltage due to the coil from Equation 9, G is the gain of the
amplifier, and n,,, is the noise voltage due to the amplifier.

The other type of noise important in search coil magnetometers flown on
spacecraft is interference. This noise includes interference during testing and
calibration, and interference from other instruments on the spacecraft while operating
in space.

The interference most often encountered in the lab with a search coil
magnetometer is 60 Hz interference from the power lines. Other sources of
interference are from computer monitors, usually in the tens of kHz range, and signals
from radio stations, 800 kHz and above. This interference must be reduced or removed
to get a good calibration of the instrument. The actual noise voltage of the search coil
magnetometer can only be found if this interference is removed. This problem is
discussed in more detail in the calibration section.

Electrical interference from the spacecraft also increases the noise level, as it
obscures the natural signals the instrument is trying to measure. Figure 4 shows an
example of interference from the Galileo spacecraft. A complex spectrum of
interference can be observed between 100 Hz and 1000 Hz. This interference makes
it difficult to measure any natural signals in this frequency range. Various steps can
and should be taken to reduce magnetic interference. Magnetometers should be -

deployed as far from the spacecraft body as possible. Most interference fields are
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dipole in nature. Dipole magnetic fields vary as 1/r°, where r is the distance between
the noise source and the sensor. If r is large, then the interference will be reduced,
hopefully below the noise level of the search coil. For this reason, search coil
magnetometers are often mounted on the end of a boom, far from the spacecraft
electrical systems. Current carrying wires should be twisted pairs, and large current
loops in the spacecraft harness design should be avoided. Any current loops that are
necessary should be made as small as possible to minimize the magnetic moment, Al
Power converters should operate at the highest possible frequency, preferably above the
frequency range of the sensor. Shielding can reduce magnetic interference, but due to
weight considerations, shielding can only be applied to small components. At
spacecraft testing and calibration, each instrument should be tested individually with the

magnetometers to examine its possibility for generating interference.
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CHAPTER IV. POLAR AND WIND SEARCH COILS

The Polar and Wind search coils are the first search coils built at The University
of Towa to use preamplifiers constructed with surface mount technology. The new
preamplifiers improve the sensitivity and noise level of the search coil magnetometers
over earlier University of Iowa search coil designs. Figure 5 shows an outline drawing
of the search coils. The main components are the housing that contains and protects
the electronics, a high permeability core, two bobbins containing thousands of turns of
wire each, and a preamplifier located in the center section of the housing. Each

component will be discussed in more detail below.

Housings
The housing of the Polar and Wind search coils are shown in Figure 6. They
are constructed of Vespel and were coated at Goddard Space Flight Center with vacuum
deposited aluminum and silver conductive paint to provide a electrostatic shield, and

then painted with black paint to provide the proper thermal properties.

Core and Bobbins
The core of the Polar and Wind search coils was purchased from the Arnold
Engineering Company and consists of a 4 mil supermalloy laminated bar with
dimensions of 3/16 x 3/16 x 15.5 inches. It has an initial permeability, g;, of 60,000

at 100 Hz. The £/d ratio of 82.7 and u; = 60,000 gives an effective permeability at
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the center of the rod of 1738 (see Equation 15). For the Polar and Wind search coils,
the bobbins are positioned 1.275 inches from the center of the core as shown in Figure
7. The bobbins were machined from Delrin and are shown in Figure 8. There are
eight sections containing the wire, seven of which contain the primary windings, and
one that contains a calibration winding as shown in Figure 9. The Polar search coils
contains 1430 turns of #40 AWG wire per section for the primary winding, for a total
of 10,010 turns per bobbin. The Wind search coils contains 5715 turns of #44 AWG
wire per section for a total of 40,005 turns per bobbin. Both the Polar and Wind
search coils contain a calibration winding of 1000 turns of #40 AWG wire in the eighth
section,

The variation of p, over the length of the core coupled with the location of the
bobbins on the core causes a reduction in the effective permeability determined above.
This correction factor of the effective permeability was determined by finding g, for
the center of each section of primary winding from Equation 17. The average of the
correction factors of the seven sections was determined and this average was multiplied
by the value 1738 determined from Equation 15 for the center of the core. The average
correction factor was found to be 0.876, which gives a corrected effective permeability
of 1522.

The effects of the position of the bobbins on the core was examined with the
Polar engineering model search coil. The effective permeability was determined from

Equation 17 for each position of the bobbins on the core. Figure 10 shows the
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variation of output voltage of one side of the preamplifier with the effective permeability
As can be seen, the curve is approximately a straight line, as expected from the lineas
relation of output voltage to p, from Equation 4. Figure 11 shows the variation of thi
inductance of the two bobbins with the effective permeability. These curves are alsc
approximately straight lines, as expected from the linear relation of L and p, from
Equation 19. These small deviations from a straight line are probably due to Equatior
17 losing some accuracy near the ends of the core. The difference in the inductance
between the two bobbins is probably due to the bobbins having a different number o
turns. This hypothesis is supported by the fact that the resistance of bobbin 1 is 113¢
ohms and bobbin 2 is 1260 ohms.

The effective permeability at the center of the core was calculated from these

induction measurements by rewriting Equation 19 as

L¢
Be = ——— 25
£ fANZHH ( ]

where [ is the length of the core in meters, L is the measured inductance in Henrys, N
the number of turns (assumed to be 10,010), A is the area of the core in square meters,
pq is the permeability constant, and f is the correction factor of p, for the position of the
bobbin on the core. This equation gives g, = 2375 for bobbin 1, and p, = 2760 for
bobbin 2. These values are much larger than the value of 1738 obtained from Equatior

15. This discrepancy will be discussed in the next section.
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Resistance, Inductance, and Capacitance

The resistance, inductance, and capacitance of the Polar and Wind search coil:
were measured on a HP 4192A LF Impedance Analyzer. The results and the theoretica
predictions from Equations 18, 19, and 20 are shown in Table 1. As can be seen, the
theoretical and measured values do not agree. This discrepancy in the capacitance is no
unexpected due to the previously mentioned difficulties of modeling the self capacitance
of a multilayered coils. There are also capacitance effects present from the leads coming
off the bobbins which were not considered in Equation 20. It was observed that moving
the leads could cause a small (<10%) change in the measured capacitance. The
measured inductance was found to be =35% larger than the predicted value. The
Japanese Geotail search coil’s inductance [Hayashi, 1988], was also compared to the
theoretical value predicted from Equation 19, and was also found to be =35% too large.
The difference between the theoretical and the experimental value may be due to the
length term, £ in the denominator of Equation 19. Pasahow [1985] states that [ is the
magnetic path length of the core. Since the permeability of the core decreases near the
ends, it would be reasonable to assume that the magnetic path length is smaller than the
actual core length.

The theoretical and measured resistances of the Polar and Wind search coils agree
reasonably well. The small difference is probably due to difficulties in determining the
depth of the windings and the exact width of the bobbin which are needed in Equal:inﬁ

18 to determine the theoretical resistance,
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Preamplifiers

The Polar and Wind search coil preamplifiers are a new design. They were the
first search coil preamplifiers to be built using surface mount technology at the
University of lowa. A circuit built using surface mount technology occupies less volume
than the same circuit built using the old cordwood mounting technique. This reductior
in size allowed the new, more advance preamplifier to be built, without increasing the
size or weight of the search coils. Figure 12 shows a schematic of the Polar search coi
preamplifier. The amplifier design is the same for the Polar and Wind search coil:
except for the resistors R2 and R26. These resistors control the value of the inpu
impedance of the amplifier, which determines the damping resistance. Figure 13 show:
a simplified block diagram of the amplifier. For a differential signal across the inputs,
the amplifier acts like two separate amplifiers as shown in Figure 14,

The separation into two amplifiers allows the coils to be isolated from each other,
which for a fixed resonance frequency permits the number of turns on each bobbin to be
doubled. This doubling of the number of turns increases the sensitivity of the search coi
by a factor of two, but keeps the same frequency bandwidth as a single coil with half as
many turns.

The net effect is a /2 improvement in the signal-to-noise ratio. To see this

improvement, note that the noise voltage out of each side of the preamplifier adds as

no. =V + V2 = v, Yois (26)°
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where V, is the noise voltage of one side of the preamplifier. This equation assumes tha
the noise is the same on both outputs. The noise level improvement due to the nev

amplifier can be determined from

BN = ‘l‘(z_ Vn = Vn nT (2?}

/af  Yu BV, B

where V,,, is the voltage out of each side of the preamplifier. This amplifier desigi

gives a V2 improvement of the noise level with the same bandwidth compared to :
search coil with the old preamplifiers. In theory, one could continue this process with 1
preamplifiers, which would give you aV/n improvement. Of course, there is a limit tc
the size, weight, and power that can be allocated to a search coil that is to be flown or
a spacecraft which would limit n.

The gain of the amplifier can be found from Figure 14 to be

- A(11,999) 3
g 4994 + (11,999) @9

where A is the open loop gain. The open loop gain of the Wind search coil amplifier:
were measured and found to be =70, which gives a gain =18. This value of the gair

agrees very well with measured sensitivities of the Wind search coils.

Polar Search Coils
The Polar search coils have 10,010 tums of #40 AWG wire on each bobbin, for
a total of 20,020 turns. The coil constant, K, from Equation 6 is approximately 3.6

pV/(nT Hz). Taking into account a preamplifier gain of 18, we have a total sensitivity
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resistance of the wire is approximately 1250 ohms, which gives a noise voltage of 4.5f
nVAHz at 300° K. The new preamplifier design increased the sensitivity by a factos
of two compared to the ISEE 1 and 2 search coils, which had coil plus amplifie:
sensitivity of =35 uV/(nT Hz), and a resonant frequency of 10,000 Hz [Gurnett et al.,
1978]. The transfer function of the Polar prototype search coil and the theoretica
prediction from Equation 7 are shown in Figure 15. The values used to determine the

theoretical curve were

R, = 1250 0

Rp=225MQ

L=17H

C = 10.3 pF (29)
N = 20,020

p, = 1522

G =18

The noise level of the Polar prototype search coil was measured in the lab by the
p-metal shield method. Figure 16 compares the Polar measured noise level with the
ISEE 1 and 2 noise levels [Gurnett and Anderson, 1978]. As can be seen, above 800 Hz
the Polar noise level is approximately V2 times lower than the ISEE noise levels as
expected from the new amplifier design. Below 800 Hz, the higher noise level of the

Polar search coil is probably caused by interference signals, mostly 60 Hz, and its
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harmonics. A noise voltage calibration will be done with the flight units at a low noise
site to determine the actual noise level at these lower frequencies. The flight Pola:

search coils are currently being constructed, with completion scheduled for June, 1992.

Wind Search Coils

The Wind search coils are similar to the Polar search coils but are optimized for
lower frequencies. They consists of 40,005 turns of #44 AWG wire on each bobbin for
a total of 80,010 turns. The resistance of the wire on each bobbin is approximately
12,850 ohms. This resistance gives a noise voltage of 14.6 nVA/Hz at 300° K. The
coil constant from Equation 6 is approximately 16.0 pV/(nT Hz). The total coil constan|
taking into account an amplifier gain of 18 is approximately 288 pV/(nT Hz). The
resonant frequency is = 1600 Hz. This resonant frequency is much lower than predicted
by Equation 7 for the measure capacitance and inductance of the bobbins (see Table 1).
The deviation from the theoretical value is due to a stray capacitive coupling on the fligh
preamplifier boards. Figure 17 shows the transfer function of the Wind spare search coil
and the theoretical curve from Equation 7 with an added capacitance to correct for the

stray capacitance. The values used for the theoretical calculation were
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R, =12,850 @

Rp=4535 MQ

L =280 H

C =3426  pF (30)

N = 80,010

p, = 1522

G=17.74

Figure 18 compares the noise level of the Wind spare search coil measured at &
low noise field site and the ISEE 3 search coil inflight noise levels [Gurnett and
Anderson, 1978]. These two search coils have the same number of fotal turns, 80,010,
so their noise levels should be similar, The Wind search coils have a higher resonant
frequency which gives them a lower noise level at higher frequencies.

The Wind flight search coils have been constructed, tested, calibrated, and
delivered to the University of Minnesota for integration with their plasma wave

instrument. Figure 19 shows a photograph of the Wind B, search coil magnetometer.
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CHAPTER V. CALIBRATION

The sensitivity of the Polar and Wind search coil magnetometers are calibratec
by two different methods. They both involved applying a sinusoidal magnetic field of
a known frequency, phase, and magnitude, and measuring the search coil’s outpu
frequency, phase, and voltage. The first method employs a transmitting loop to produce
the applied magnetic field. The second method employs a shielded solenoid to produce
the applied magnetic field. Sixty Hertz interference from power lines, and other low
frequency emissions, primarily from computers, are easily detected by the search coil
magnetometers, and can often saturate the preamplifier. This interference must be
reduced or eliminated to obtain accurate calibrations.

The transmitting loop method involves driving a triangular transmitting loop with
a known current and frequency at a known distance from the search coil. The magnetic
field produced by the loop at the search coil location can be calculated exactly since the
current and the geometry and are known. Figure 20 shows a typical setup of this
method. The search coil is placed at a distance L from the center of a triangular
transmitting loop, and a height h from the bottom of the loop as shown. The axis of the
search coil is perpendicular to the plane of the transmitting loop. The voltage across the

eight ohm resistor is measured to determine the current, I, in the transmitting loop. The
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magnetic field produced by the transmitting loop at the search coil is determined from

this current for a given L, d, and h from

— Np_ I
| B| = o [l{cnsal - cosBy) - i(cﬂsaz - cosB,) +
¥ r ra
(31)
l(cosuc; - cosBy)] Tesla
3
where
L + g

o = cos~( )

1

=T
1.0472 - cos™ (=
04 cos (D}

ﬂ'z =
3
a; = 10472 - @
-4
B, = cos™I( )
2
Bz = I.{MTZ + Bl
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By = 2.094395 - ay

Dy = [ + 5P + K"
D, = L - t_;’)z + hYL2

D, = [(0.866 d - h)* + L*'/?

and N is the number of turns of the transmitting loop. Substituting I=V/R, R=8 ohms,

N=8 turns, and V equal to the voltage measured across the resistor, we find
Bi = XY 7 ” <7 32
|B| = — % 1007 c@,d h) =V x107'CL,d h) Tesla (32)

where C(L,d,h) is the term from Equation 31 that depends on L, d, and h.

The transmitting loop method must be performed away from low frequency
interference sources, such as 60 Hz interference from power lines, and also away from
magnetic materials, such as steel beams or metal lab benches. Magnetic materials distor
the applied field, causing an error in the calibration. This distortion can be observed in
Figure 21, which shows the measured coil constant, K, of the Wind spare search coil
using the transmitting loop method in the lab. The curves are for distances of L=35 feel
and L=8 feet. If there was no distortion present, the two curves would be identical, as
was observed when the test was repeated at a low noise field site. It is believed that the
steel beams in the floor and ceiling caused the distortion. No magnetic shield room

exists at the University of Iowa so the transmitting loop calibration must be performed
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at a field site if an accurate calibration is required. This method gives a very accurali
magnitude and phase calibration. The main drawback with the method is that accurat
calibrations cannot be obtained in the lab. Weather limits when field calibration may b
attempted, as rain and snow may damage the test equipment and the search coils
Cleanliness and static protection are also difficult to control in the field.

The shielded solenoid method involves placing the search coil in the center of :
long solenoid. A known current is applied to the solenoid, which produces the magneti
field. The solenoid consist of ten turns of wire with a radius of 13 em. Each tumn i
separated by 6.7 cm, with a total length of the solenoid of 60.3 cm. The equivalen
circuit of the solenoid is shown in Figure 22. The magnetic field produced at the cente:

of the solenoid by each individual coil can be determined from the following formula:

B(z) = E(__z__) Tesla (33)

{z % erm
where r is the radius of the coil, [ is the current in each turn, and z is the distance from
the coil to center of the solenoid. Summing over all ten turns of the solenoid, an

substituting I=V/R, we find for the center of the solenoid

Ko V -9
B = 28.02) = 3.52%107° V Tesl (34)
25000) > 02 o

where V is the voltage measured across the 50 ohm resistor.
To reduce the interference signals, the solenoid is enclosed in a u-metal shield.

The magnetic shielding allows calibration measurements to be performed in the lab. The
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current u-metal shield reduces the interference signals by over 60 dB. However thi:
shielding approach has certain problems. First, in some cases the p-metal shield doe:
not reduce the interference signals to levels low enough to allow a good calibration
Second, the p-metal shield changes the field characteristics of the solenoid. If the
perturbation is large enough, the errors in the calibration can be excessive. Figure 2:
show a comparison of the transfer function of the Wind spare search coil obtained at z
low noise field site by the transmitting loop method at two distances verses the solenoic
in the u-metal shield method measured in the lab. As can be seen, the perturbation ir
the applied magnetic field is small, confirming that the shielded solenoid provides a good
calibration technique for determining the sensitivity of the search coils.

The noise voltage of the search coil must also be measured and calibrated to
determine the noise level of the search coil. This calibration is usually done in the
p-metal shield with no calibration signal present. As the u-metal does not eliminate all
the 60 Hz interference found in the lab, best results are obtained at a low noise field site.
The search coil is placed in the pu-metal shield and powered by a set of batteries. The
noise voltage of the search coil is then measured by a spectrum analyzer. Figure 24
shows the setup for such a noise level calibration.

The noise voltage of the Wind search coils was measured both in the lab and ai
a low noise field site using the solenoid in the p-metal shield. The resulting noise levels
are shown in Figure 25. As can be seen, the noise level at low frequencies is much
lower when measured at a low noise field site. At higher frequencies, the noise levels

are verv similar.
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CHAPTER VI. FUTURE WORK

Various possible design changes which may have improved the search coi
magnetometers were discovered during this project, but due to time constraints i1
building the search coils, were not examined in detail, or implemented. These desigr
changes should be examined before future search coils are built, and if improvements are
found to exists, the changes should be implemented.

The first design change that should be implemented is to place the bobbins at the
center of the core. This placement will increase the sensitivity by over 10% comparec
to the Polar and Wind search coils. The placement in the center of core will require the
housing to be redesigned to allow a compartment for the preamplifier.

A second possible design change would be to redesign the preamplifier,
specifically to lower its noise voltage. The preferred approach would be to use
prefabricated chip amplifiers, whose small size would allow the coil to be split into more
sections. This splitting would lower the noise level by V'n as shown in Equation 27
where n is the number of separate coils. One difficulty with prefabricated chip
amplifiers is their high cost, much higher than the current preamplifiers.

Another possible design change would be to adopt a negative feedback system,
as shown in Figure 26 [Hayashi, 1988]. This type of system has been flown on the
Galileo spacecraft, and is to be flown on the Geotail spacecraft. The use of a fnadhacl;
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winding on the core flattens the transfer function, allowing one to make the damping
resistance infinite. Looking at Equation 11 for the noise level, we see that as R
increase, the noise level decreases. Although this approach should reduce the noise
level, we note that the noise levels of the Galileo and Geotail search coil magnetometer:
do not show a marked improvement over the Polar and Wind search coils. Future work
should be done to determine if a feedback winding would improve the noise level of the
present search coil magnetometer design.

One last possible design change would be to lower the temperature or use
superconducting wire for the coil. This change would lower the noise level in Equation
11 since R; would be reduced. There would still be the noise due to the amplifier a
shown in Equation 13, so the overall improvement would depend on the amplifier noise.
There is also the added complication of providing a low temperature, particularly if the

wire was maintained in a superconducting state.
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CHAPTER VII. CONCLUSION

The Polar and Wind search coil magnetometers provide improvement over the
earlier University of Iowa search coil designs. The higher sensitivity, and lower noise
levels of the Polar and Wind search coils will allow weaker magnetic signals to be
measured. They will provide new data for understanding the plasmas in our solai
system, and for investigating the interaction of low frequency electromagnetic waves with

plasmas.
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Table 1. Comparison of Theoretical and Measured Values for the Polar and Wincd

Search Coil
Polar Wind
Theory Measured Theory Measured
Inductance (H) 11 17 176 280
Capacitance (pF) 4.5 13.8 1.22 11.3
Resistance (ohms) 1170 1250 12,967 12,800
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Figure 1. A sketch of the basic configuration of a search coil magnetometer.
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Figure 2. A sketch of several space plasma phenomena, and their typical magnetic
field amplitudes and frequencies. The curved line is the noise level of the

ISEE 1 and 2 search coils which were constructed at the University of

TIowa and launched in 1977.
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Figure 3. The equivalent circuit of the search coil magnetometer.
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A-G9I-624
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Figure 4. A spectrogram showing spacecraft-generated interference measured by the
Galileo search coil magnetometer. A complex spectrum of interference

is observed from below 100 Hz to about 1000 Hz,
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Figure 5. A sketch of the Polar and Wind search coil magnetometer showing the

main components.
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Figure 6. The Polar and Wind search coil magnetometer housings. The dimension:

are given in inches.
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Figure 7. A sketch showing the location of the bobbins on the core. The dimensions

are given in inches.
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Figure 8. A sketch of the Polar and Wind search coil bobbins. Dimensions are

given in inches.
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Figure 9. A sketch of the Polar and Wind search coil bobbins. The primary
windings are located in sections 1 through 7. The calibration winding is

located in section 8.
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Figure 10.  The relationship of the effective permeability determined from the positior
of the bobbins on the core to the output voltage of the preamplifier a:

measured on the Polar engineering model search coil.
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Figure 11.  The relationship of the effective permeability determined from the positior
of the bobbins on the core to the inductance of the coils as measured or
the Polar engineering model search coil. The inductance of bobbin 1 is

represented by the circles and bobbin 2 by the squares.
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Figure 12, A schematic of the Polar search coil preamplifier. The Wind search coil
preamplifier is identical except for resistors R2 and R26, which have 2

value of 1 M ohm.
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Figure 13. A block diagram of the Polar and Wind search coil preamplifier.
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Figure 14. A block diagram of the Polar and Wind search coil preamplifier when ¢

differential signal is applied at the inputs.
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Figure 15.  The transfer function of the Polar prototype model search coil (circles]

compared to the theoretical prediction (solid line) from Equation 7.
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Figure 16, A comparison of the Polar prototype model search coil noise leve

(squares) with the ISEE | and 2 search coil noise levels (solid lines).
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Figure 17.  The transfer function of the Wind spare search coil (circles) compared tc

the theoretical prediction (solid line) from Equation 7.
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Figure 18. A comparison of the Wind spare search coil noise level (squares) with the

ISEE 3 search coil noise levels (solid line).
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Figure 19. A photograph of the Wind B, search coil magnetometer.
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Figure 20. A sketch of a typical setup of the transmitting loop calibration method.
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Figure 21. A comparison of the coil constant determined by the transmitting loog
method in the lab at L = 5 feet (squares) and L = 8 feet (circles). The
difference of the curves is probably due to the steel beams in the floor anc

ceiling distorting the calibration signal.
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Figure 22.  The equivalent circuit of the solenoid used to calibrate the search coi

magnetomelers.
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Figure 23. A comparison of the transfer function of the Wind spare search coi
magnetometer determined by the solenoid in the p-metal shield and the
transmitting loop method at L = 5 feet and L = 8 feet. The circles are
the p-metal shield method. The triangles are the transmitting loop methoc

at L = 5 feet, and the squares are L = 8 feet.
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Figure 24. A sketch of the setup for the noise voltage calibration. The search coil
magnetometer is placed in a p-metal shield and powered by batteries. The

noise voltage is measured by a spectrum analyzer.
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Figure 25. A comparison of the Wind search coil noise level determined in the lat

(circles) and at a low noise field site (squares).
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17 Wind 3DP LZ Software

This section will discuss the Wind 3DP LZ software libraries [Wilson I1I, 2021] written and
maintained by the project scientist, Lynn B. Wilson III. The software began as a 3DP-specific
code, based upon the original University of California Berkeley SSL code written mostly by Davin
Larson. The software now includes general routines that can be (and have been) used on other
missions such as THEMIS, MMS, STEREO, Venus Express, Galileo, and Parker Solar Probe. The
library provides detailed crib sheets and example usages from crib sheets actually used in several
publications by the project scientist. The software can be used as a standalone library or in
conjunction with the SPEDAS libraries [Angelopoulos et al., 2019]. Below we describe some of
the basic information necessary to get started and provide some examples and details necessary
to understand the code. For brevity, I will refer to this software library as the UMN Modified
Wind /3DP IDL library or package or code.

17.1 Getting Started: IDL Initialization

Note that the following is specific to Unix-based machines and will not provide details for equiv-
alents for Windows-based machines®’. The first thing that needs to be done is to initialize the paths
for the Interactive Data Language (IDL) software. If your machine still uses a bash shell script
then the following should be placed in your .bash profile or .bashrc:

####H#H#HE IDL setup ######H#HH##H
## Let IDL’s bash script define default IDL paths
source /Applications/harris/idl/bin/idl_setup.bash
## Add current working directory path and any subdirectory paths
## onto IDL’s default paths
unset IDL_PATH
if [ ${IDL_DIR:-0} != 0 ] ; then
export IDL_PATH ; IDL_PATH=$IDL_DIR
## Make sure to recursively search subdirectories
IDL_PATH=${IDL_PATH}:$(find $IDL_DIR -type d | tr ’\n’ ’:’ | sed ’s/:$//’)
## Add my directories
IDL_PATH=$IDL_PATH:+. :+$HOME/Desktop/id11libs
else
export IDL_PATH ; IDL_PATH=:+.:+/Applications/harris/id1l/1lib:+$HOME/Desktop/id11libs
fi

The following is an example of how to use a bash script to initialize IDL specific to the SPEDAS
software:

# Set up SPEDAS, THEMIS
function spedas {
# We have to unset the IDL_PATH to avoid TPLOT conflicts... kludgy.
# If you have personal IDL routines that you normally include (as long as
# they don’t include any TPLOT routines!), you may add them to the IDL_PATH
# after we clobber it below.
unset IDL_PATH
# Define the SPEDAS path
export SPEDAS_LBW=$HOME/Desktop/0ld_or_External_IDL/SPEDAS/spedas_1_00
# Define the ITT IDL path
IDL_LOC=’/Applications/harris/idl/’
source ${IDL_LOC}/bin/idl_setup.bash

39Because I, Lynn B. Wilson III, do not know how to adapt this to a Windows-based machine. Further, there are
currently no shared object libraries — pre-compiled executables necessary to read the 3DP 1z files —
for a Windows OS.

414 of 441



Wind CMAD Wind 3DP LZ Software

source $SPEDAS_LBW/idl/projects/themis/setup_themis_bash
idl

## Reset bash on exit

source $HOME/.bash_profile

Similarly, if the user wishes to use a bash function to initiate the UMN Modified Wind /3DP code,
then they would put the following in their .bash_profile:

B g S g S S s S S S S s S S e
# Set up Wind/3DP
function uidl64 {
# We have to unset the IDL_PATH to avoid TPLOT conflicts... kludgy.
# If you have personal IDL routines that you normally include (as long as
# they don’t include any TPLOT routines!), you may add them to the IDL_PATH
# after we clobber it below.
unset IDL_PATH
source $HOME/.bashrc
source $HOME/Desktop/swidl-0.1/wind_3dp_pros/umn3dp_start_64
source $HOME/.bashrc

If you use a Mac with OS X 10.15 or later, then you may have migrated to zshell (or zsh). In which
case you would want to put the same path-setting IF...THEN...ELSE bash statement seen above
in your .zshenv file. The initialization of the SPEDAS software will change slightly to the following
and should be placed in your .zshrc:

# Set up SPEDAS, THEMIS
function spedas {
# We have to unset the IDL_PATH to avoid TPLOT conflicts... kludgy.
# If you have personal IDL routines that you normally include (as long as
# they don’t include any TPLOT routines!), you may add them to the IDL_PATH
# after we clobber it below.
unset IDL_PATH
source ${SIDL_LOC}/bin/idl_setup.bash
emulate -L sh
source $SPEDAS_LBW/idl/projects/themis/setup_themis_bash
idl
source $HOME/.zshrc

The initialization function for the UMN Modified Wind /3DP code would also go in the .zshrc
file but instead of sourcing the umnddp_start_64 bash script, you would source the umn3dp_start_64_z
zsh script (both are included with the UMN Modified Wind /3DP code).

Note that all file path declarations shown above (and herein) should be changed ac-
cordingly on each user’s machine as they are likely different than my own. These are
only shown as figurative examples.
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17.2 Getting Started: IDL Paths

The UMN Modified Wind /3DP code can be downloaded from:
https://github.com/lynnbwilsoniii/wind_3dp_pros.
The main folder/directory will have the name wind_3dp_pros and this should not be changed.
Place the folder with all the subfolders/subdirectories in a desired location?, e.g., the directory
from which you will run IDL. Some details and notes on how to get started can also be found at:
https://github.com/lynnbwilsoniii/wind_3dp_pros/wiki/Software-Documentation.
The 3DP Iz files should all be located in the following directories:
~/wind_3dp_pros/wind_data_dir/datal/wind/3dp/lz/??77?
where 7777 is the four digit year. In this same directory, one needs a look up file called
wi_lz_3dp_files which contains the locations of all the level zero files. This should be included
with the software download (if one downloads the whole package). Each 3DP lz file will have a
version number, most of which are vO1, however the number can vary up to v08. The file included
with the download should have the correct version number associated with each date up through
the end of 2019. If the version number differs from that in the wi_lz_3dp_files file, the software
will not load the data and the user need only change the text in the wi_lz_3dp_files file to match
the file version number. The format for each file name in the wi_lz_3dp_files file should be, using
April 1, 1995, as an example:

1995-04-01/00:00:00 1995-04-02/00:00:00 /datal/wind/3dp/1z/1995/wilz_3dp-19950401_v01.dat.

So long as the IDL paths are initialized properly using either one of the bash/zsh functions
shown above or directly sourcing the setup_wind3dp_bash file prior to starting IDL or entering
the following on the command line immediately after starting IDL4':

IDL> @./wind_3dp_pros/start_umn_3dp.pro

To check if the IDL paths are correctly set, try compiling a routine. For instance, typing the fol-
lowing should generate no errors if the above is done correctly:

UMN> .compile get_3dp_structs.pro

If errors occur, or the routine cannot be found, then you did not start IDL from the same directory
where ~/wind_3dp_pros is located or there is an issue with your IDL paths. Make sure you
followed these instructions and try again. Note that start_umn_3dp.pro has been modified nu-
merous times to attempt to account for all possible variations in the IDL path identification based
upon IDL version back to pre-5.0. It is not perfect, but it will work for most cases and should
provide the user with a simple way to avoid setting the paths manually.

49Tf you intend to use SPEDAS, place the wind_3dp_pros in a location separate from the SPEDAS IDL folder.

4INote that in IDL, the period immediately after the symbol implies “current working directory.” That is, it will
prepend the file path to the current location from which you started IDL in the terminal (or the starting directory
defined by the user in the IDL GUI). So before starting IDL, if the user types ls -1 into the command line and does
not see wind_3dp_pros listed as a directory, then the following call to start_umn_3dp.pro will not work.
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17.3 Getting Started: Data

The first thing the user will want to do is grab some 3DP 1z files. The user can accomplish this
by calling the get_http_3dp_lz_files.pro routine. Read the man page?? for usage examples and
syntax. If called correctly, the routine will grab files from the 3DP website and put them on your
machine int he proper directory at:

~/wind_3dp_pros/wind_data_dir/datal /wind/3dp/lz/??7?

The next required data product is the fluxgate magnetometer (MFI) [Lepping et al., 1995] data,
which can be taken the SPDF CDAWeb webpages*?. Unfortunately, I have not had time to write
a routine that will do this for the user. If on a Unix- or Linux-based machine, however, the user
can use the built-in curl function. As an example, one can grab all the WAVES TNR [Bougeret
et al., 1995] for 2019 using the following command:

curl --ftp-ssl -k ftp://spdf.gsfc.nasa.gov/pub/data/wind/waves/tnr_ascii_compressed/2019/
wind_waves_tnra_201901{day}.tnr.Z --output "$HOME/Desktop/temp/201901#1.tnr.Z"

This will output the files to a temporary folder called temp on the users Desktop (it will
NOT create this folder, so make sure it exists prior to calling). The user need only change
waves/tnr_ascii_compressed/... to mfi/mfi h0/... to get the HO MFI data files. One can
also use the wget function, part of the Homebrew Unix/Linux distribution. An example would be
as follows:

wget --no-verbose --no-parent --recursive --level=1 --no-directories -e robots=off -A
"wi_lz_3dp_200301%.dat" http://sprg.ssl.berkeley.edu/wind3dp/data/wi/3dp/1z/2003/

This will grab all Wind 3DP lz files for March 2003 and store them in the current working directory
(i.e., the location returned when you enter pwd into Unix on the command line). The user can
either manually transfer them to the proper directory described above for the Wind 3DP lz files.
The final location of the MFT files must be:

~/wind_3dp_pros/wind_data_dir/MFI_CDF/.

If the user wishes to grab the high resolution MFI data as well, then change mfi/mfi h0/... to
mfi/mfi_h2/... and the final file location to:
~/wind_3dp_pros/wind_data_dir/HTR_MFI_CDF/.

Wind orbit information can be obtained from the following website:
https://sscweb.gsfc.nasa.gov /cgi-bin /sscweb /Locator.cgi.

The data should be placed in the following directory:
~/wind_3dp_pros/wind_data_dir/Wind_Orbit_Data/

which is already defined in the software download. The format used by the routine read_wind_orbit.pro
is obtained through the following steps:

1. Select the Wind spacecraft from the list
2. Enter a start and end time [e.g. Start Time: 1996/01/01 00:00:00, End Time: 1996,/01/02

42(

man page = Manual Page) I'll refer to these periodically throughout this tutorial. It’s a header in each program
that documents the code and explains to the user how to use the code and other miscellaneous things.
43¢.g., https://cdaweb.gsfc.nasa.gov/pub/
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00:00:00] and make sure it encompasses only one day, nothing less and nothing more.

3. Click on Output Options button

4. Select the following: XYZ-GSE, XYZ-GSM, LAT/LON-GSE, LAT/LON-GSM, Dipole L Value
(under Additional Options), and Dipole Inv Lat (under Additional Options)

5. Click on Output Units/Formatting button

6. Select the following: yy/mm/dd (under Date), hh:mm:ss (under Time), and km-Kilometers
with 3 decimal places (under Distance)

7. Click on Submit query and wait for output button .

The header of the file should have 14 lines of information before any lines of data. If this basic
format is kept, then the routine read_wind_orbit.pro will be able to read these ASCII files given
either a date of interest or a time range (which may encompass several dates). The typical header
file format can be found in one of the example files provided in the distribution.
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17.4 Getting Started: TPLOT

Much of the UMN Modified Wind /3DP library is based upon some software written largely
by Davin Larson and others at Berkeley SSL called TPLOT. TPLOT is a conglomeration of routines
that were an attempt to make plotting and changing plots faster in IDL. However, let’s start with
some basic information/background about TPLOT.

To load data into TPLOT, one creates a generalized data structure with the following tags:

e X : (Required) {N}-Element array [double] of time stamps in units of Unix time** to act as the
independent variable. Note that the time stamps need not be Unix times per se, but the software
will assume any double-precision numbers in this tag to be so.

¢ Y : (Required) {N[,E,A]}-Element array [float or double] of dependent variable data, where each
N, in Y corresponds to each N; in X. For vectors (e.g., magnetic fields), then £ = 3, A = 0.

e V: (Optional) {[N,JE}-Element array [float or double] of a second dependent variable. If included,
then the values in Y will often be shown using a color-scale and the data in 'V will be on
the vertical plot axis (e.g., wavelet transform data, where each element of V corresponds to a
frequency).

e SPEC : (Optional) Scalar [numeric] defining whether the data should be shown as a stacked line
plot [Default = FALSE] or a spectrogram [= TRUE].

e In the most complicated form, there are two additional tags but when these are defined, then
V is not. This almost always corresponds to data that contains both energy and pitch-angle
bins. Note that if V1 and V2 are set, then Y must be a three-dimensinal array with the correct
{N,E,A} number of elements. So in the case of particle spectra, we have:

— V1 : (Optional) {N,E}-Element array [float or double] of energy bin values
— V2 : (Optional) {N,A}-Element array [float or double] of pitch-angle bin values

Once this structure is created, say in the following way:

UMN> struc = {X:unix,Y:data,V:freqgs}

then the user can send this data to TPLOT using the following:

UMN> store_data,’TPLOT_Handle_1’,DATA=struc

where "TPLOT _Handle_1" is a unique string that will identify the data stored in the struc structure.
Once in TPLOT, the user can refer to this data either by its string handle or an integer number
defined by the order in which the data was loaded into TPLOT relative to other data. The user
can then plot the data, add options to the format of the output plots, manipulate the data, etc.
all from the command line. Before moving on, assume we sent in two other sets of data and called
them "TPLOT _Handle 2’ and "TPLOT _Handle_3’.

To see whether data was loaded into TPLOT, type the following;:

UMN> tplot_names

where you should at least see the following output:

1 TPLOT_Handle_1

44seconds elapsed since 00:00:00 UTC on January 1, 1970
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2 TPLOT_Handle_2
3 TPLOT_Handle_3

Note that the string you choose (hopefully not "TPLOT _Handle_1’) can be changed and is not
restricted to explicitly follow any of the names seen in this tutorial. You are free to define the
names as you please. If you see names that are not exactly the same as those shown herein, do
not worry. The TPLOT handle is just a unique name one uses to distinguish one set of data from
another. So long as you are consistent, you are free to name things as you wish®.

The user can alter the plotting options (e.g., line color, YRANGE, etc.) for each TPLOT handle
using the options.pro routine. The syntax is as follows:

UMN> options, [TPLOT handle to be altered], [PLOT keyword], [value] ,DEFAULT=[FALSE|TRUE]
where /TPLOT handle to be altered] is the string or integer TPLOT handle of the variable for which
you wish to alter plotting options, /[PLOT keyword] is a string of nearly any keyword accepted by
the IDL built-in routine PLOT.PRO?, [value/ is the input appropriate for the associated key-

word, and the DEFAULT setting determines whether the plotting option is a default (TRUE) or
not (FALSE) option for this variable?".

Note that the user can call options.pro in a slightly different manner given by:
UMN> options, [TPLOT handle to be altered], [PLOT keyword]=[value] ,DEFAULT=[FALSE|TRUE]

where [PLOT keyword] is no longer a string but just the characters for the appropriate keyword.
For instance, the following two lines would produce identical results:

UMN> options,’TPLOT_Handle_1’,’YRANGE’, [0,1],/DEFAULT
UMN> options,’TPLOT_Handle_1’,YRANGE= [0,1],/DEFAULT

To plot data in TPLOT is very easy, just type one of the following:
UMN> tplot, [1]

or...

UMN> tplot,’TPLOT_Handle_1’

Both commands should have the same effect (assuming "TPLOT Handle 1’ is associated with the
integer 1). If you want to plot multiple things in one window, then just combine into an array as

431 repeat, do NOT blindly follow the commands in this tutorial. Some are meant as general references and others
are just specific examples.

46 Typical strings used include "YTITLE’, "YLOG’, "YRANGE’, 'YSTYLE’, "YMINOR’, "YTICKNAME’,
YTICKV?, "YTICKS’, etc. Usually one only sets the Y-Axis labels/titles since the X-axis is defaulted to times
(shown as UT times when plotted).

4"Note that the user could have set these options when originally defining the TPLOT handle by using the keywords
DLIMITS and/or LIMITS, when calling store_data.pro, for default and regular plotting options, respectively. The
inputs should be structures with tag names matching the keywords accepted by routines like PLOT.PRO.

420 of 441



Wind CMAD Wind 3DP LZ Software

follows:

UMN> tplot, [1,2,3]

or...

UMN> tplot, [’TPLOT_Handle_1’,’TPLOT_Handle_2’,’TPLOT_Handle_3’]

The user can also pass specific time ranges to tplot.pro using the TRANGE keyword, which
accepts a [2]-element array of Unix times corresponding to the start and end time of the time range
you wish to view.

If you wish to retrieve the data from TPLOT, you need only use get_data.pro. The syntax is as
follows:

UMN> get_data, [TPLOT handle to get] ,DATA=struc,DLIMITS=dlim,LIMITS=1im

where [TPLOT handle to get] is the string or integer TPLOT handle of the variable to return, struc
will be an IDL structure of similar format to the one described above when creating a TPLOT
variable, and d/im and lim will be IDL structures containing default and regular plotting options,
respectively, set by the user?®.

The advantage to using TPLOT is that you can add plotting options, plot the data, and
then change the time range very quickly (e.g., using tlimit.pro) without re-entering a great deal
of commands. TPLOT has a great deal of versatility and options, which makes it both highly
information dense and highly useful. The user is invited to view and try the example crib sheets
located in:
~/wind_3dp_pros/wind_3dp_cribs/
or those in:
~/wind_3dp_pros/publication_crib_sheets/.

Note, however, that the user is expected to take care to alter file paths and commands accordingly
for their own system. The crib sheets are meant to be examples for how to call certain routines,
not verbatim examples to be used without some manipulation.

481f no options were set, then both dlim and lim will be equal to 0.
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17.5 Loading lz Data

Assuming the user managed to source all of the environment variables correctly, have level zero
(Iz) data in the proper location, and have Wind/MFI CDF files, then one can get started.

Now that 3DP can locate the data, we can load some into IDL. The following lines will illustrate
how to do this using the original (and updated) versions of the UMN Modified Wind /3DP code:

UMN> date =040196" ;; —> i.e., 1996-04-01
UMN> duration = 46 ;; —> 46 hours of data to load
UMN> tra = [’1996-04-01/00:00:00’,"1996-04-02/22:00:00’]

UMN> trange time_double(tra)
UMN> memsize = 150.
UMN> load_3dp_data,’96-04-01/00:00:00",duration,QUALITY=2 MEMSIZE=150.

where load_3dp_data.pro will load both the level zero binary file data into IDL and the magnetic
field data for the dates of interest into TPLOT. We still have to retrieve specific data within these
1z files, but now the file information is ready to be distilled.

Now that we have loaded the data (assuming the program didn’t break or didn’t find any data),
let’s get some particle data. In the original version of the 3DP software library, this next step could
be a rather arduous and painful task. Depending on whether you were curious about the ESAs
or the SST data, one might end up typing tens to dozens of lines on the command prompt to get
all the particle structures desired within a given time range. The software written by Wilson 111
[2021] has reduced that to only one line of code, for instance, to grab all the EESA Low data in a
given time range defined by the keyword TRANGE:

UMN> dat = get_3dp_structs(’el’,TRANGE=trange)

where dat is a data structure with tags containing an {N,2}-element time array (Unix Times) and
an array of 3DP data structures, consistent with what you would get from a FOR loop repeatedly
calling get_?7.pro*’.

The program, get_3dp_structs.pro, eliminates any non-valid structure (i.e., dat.VALID=0)
before returning them to the user, thus all the structures should be good. The DATA structure
tag will contain all structures in your defined time range, or all the structures available from the
amount of data you originally loaded. Originally, the get_?2.pro occasionally returned structures
or non-structures which would result in a Conflicting Data Structures error in IDL when trying
to concatinate structure arrays. I even managed to get around the PESA High mapcodes which
cause get_ph.pro and get_phb.pro to return structures with different values for the structure tag
NBINS, depending on the data mode. Regardless, now we have data, so let’s see what we can do
with it.

To start with, let’s add the magnetic field to our data structures. This will allow us to create
pitch-angle distributions later. Now assuming you have loaded the MFI data correctly, then do the
following:

UMN> ael = dat.DATA
UMN> add_magf2,ael, wi B3(GSE)’

where add_magf2.pro is an adapted version of add_-magf.pro but vectorized (thus much faster

4999 = el ’elb’’ehb’,’sf?,’ph’, 'plb’, ete.
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when the number of structures in ael becomes large). The magnetic field data is now in every
structure that has its time range within the time range of loaded MFI data.

Note that all of the above is now contained within a single routine called
general_load_and_save_wind_3dp_data.pro. See detailed documentation in example crib sheets
and at:

https://github.com/lynnbwilsoniii/wind_3dp_pros/wiki/Software-Documentation. Note this gen-
eral loading routine will also load SWE velocity moments, onboard 3DP velocity moments, Wind
orbit data, and the 3D VDF's for each of the 3DP detectors, if the user so chooses.
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17.6 3DP VDF Data Structures

Suppose we take one of the VDF data structures found from the routine get_3dp_structs.pro
discussed in the previous section and examined it. We can type the following:

UMN> HELP, ael, /STRUCTURE

50

to get a list of structure tags defined as follows®” (not necessarily in this exact order):

¢ PROJECT NAME = scalar [string] "Wind 3D Plasma’

e DATA_NAME = scalar [string] 'SST Foil’ or ’SST Open’ or "Eesa High’ or ’Eesa Low’ or 'Pesa
High’ or "Pesa Low’®!

e UNITS_NAME = scalar [string] ’Counts’ or 'df’ or 'flux’ or ’eflux’ or ’rate’ or 'crate’

e UNITS_PROCEDURE = scalar [string] ’convert_so_units’ or ’convert_sf_units’ or ’convert_ph_units’
or ’convert_esa_units’®?

e TIME = scalar [double] Unix time associated with start of data sample (seconds since January
1, 1970)3.

e END_TIME = scalar [double] Unix time associated with end of data sample

¢ TRANGE = [2]-Element [double| indicating the start and end time of the VDF, i.e., [TIME,
END_TIME] (s)

e INTEG_T = scalar [double] integration time (s) [= END_TIME - TIME]

e DELTA T = scalar [double] a tag that may be a remnant from a previous mission, e.g., FAST?*

e MASS = scalar [double] particle mass [(eV/c)? with ¢ in km/s] (e.g., for EL or EH, mass =
5.6856591 x 1079)

¢ GEOMFACTOR = scalar [double] total geometry factor (E cm?-sr) reported in original in-
strument paper [Lin et al., 1995] determined from simulations and physical geometry of the
detector

o INDEX = scalar [long] integer tag associated with structure indexing number

e N_SAMPLES = scalar [long] defining the number of 3DP VDFs included in this IDL structure
(can vary if one desires data for long time periods)

e SHIFT = scalar [byte] defining the byte shift of some parameter (not immediately obvious that
this matters at all for anything after data is pulled from the 1z files)

e VALID = scalar [integer| value of 1 or 0 depending on whether the structure has useful data or

not, respectively

SPIN = scalar [long] defining the spacecraft spin number

NBINS = scalar [integer] value defining the number of solid-angle bins

NENERGY = scalar [integer| value defining the number of energy bins

DACCODES = [§, NENERGY|-Element [integer] array for digital to analog converter (DAC)

59Note that the below will be more generalized than the specific example of looking at just an EESA Low VDF
IDL structure.

51Note that each of these can be appended with ’ Burst’ if in burst mode.

52Note that PH structures incorrectly mark this value as ’convert_esa_units’ instead of 'convert_ph_units’. The
UMN Modified Wind /3DP software corrects this in the get_3dp_structs.pro routine.

53Note that all spacecraft times are in UTC, so this double-precision number is not a true Unix time but already
contains leap seconds. However, the conversion between a string of the form YYYY-MM-DD/hh:mm:ss’ and this
double-precision time format will not care and will work correctly, i.e., the output string will be the correct UTC
time stamp.

54This tag and INTEG_T are different in, for instance, the THEMIS ESA data structures. There the INTEG_T
corresponds to the average time needed for the 1024 counter readouts per spin (s) [= (END_TIME - TIME)/1024]
while DELTA _T is just the total duration of IDL structure [= END_TIME - TIME].
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information®®

e VOLTS = [§, NENERGY |-Element [float] array of voltage for DAC (not something user usually

needs to worry about). Note that the dimensions will be the same as DACCODES for the

various detectors.

DATA = [NENERGY NBINS]J-clement [float] array of data points (units defined by UNITS_NAME)

DDATA = [NENERGY ,NBINS|-element [float] array of uncertainty in data®®

ENERGY = [NENERGY ,NBINS|-element [float] array of energy bin mid-point values [eV]

DENERGY = [NENERGY NBINS]-element [float] array defining the energy range [eV] of

each value of ENERGY

e PHI = [NENERGY ,NBINS]J-element [float] array of azimuthal mid-point GSE angle [deg] for
each data point at each energy (i.e., +180° is roughly in the sun direction)

e DPHI = [NENERGY ,NBINS|-element [float] array defining the angular range(uncertainty)
[deg] for each value of PHI

e THETA = [NENERGY ,NBINS]-clement [float] array defining the mid-point GSE poloidal
angle®” [deg] for each bin

e DTHETA = [NENERGY ,NBINS]-element [float] array defining the angular range(uncertainty)>®
[deg] for each value of THETA

e BINS = [NENERGY ,NBINS]-element [byte|] array of values that define whether data is good
(and should be used) for any particular energy-angle bin (i.e., 1 = good, 0 = bad)

e DT = INENERGY ,NBINS|-element [float] array of anode accumulation times [s] of any given
energy-angle bin

e GF = [NENERGY ,NBINS|-clement [float] array defining the relative geometric factor per
energy-angle bin. In unit conversion routines, the geometric factor used is defined as the product
of GF and GEOMFACTOR. In practice, GF is supposed to account for MCP and anode
degredation over time so therefore should be updated with look-up calibration tables for time-
specific intervals.

¢ BKGRATE = [NENERGY,NBINS]|-element [float] array of background values (similar to
DDATA, the user is required to determine these values)

¢ DEADTIME = [NENERGY NBINS]J-element [float] array of times where detectors were not
taking data (see definition in Section 2.1.2)

¢ DVOLUME = [NENERGY ,NBINS|-element [float] array defining the differential volume for
each energy-angle bin

¢ DOMEGA = [NBINS|-element [float] array of solid angles [steradians| covered for each energy-
angle bin

o MAGF = [3]-Element [float] array defining the average magnetic field vector [nT, GSE]| for the
duration of the distribution

e VSW = [3|-Element [float] array defining the average bulk flow velocity [km/s, GSE] for the
duration of the distribution

e SC_POT = scalar [float] defining the estimate of the average spacecraft potential [eV] for the
duration of the distribution

There are other tags specific to some of the other detectors but for nearly all intents and

55The size of this array is always [8,15]-elements for EESA Low and High, [4,14]-elements for PESA Low (Burst
and Survey), and [120]-elements for all PESA High VDFs. This tag is replaced by a DETECTOR tag for the SST
VDF's that always contains [48]-elements for both Open and Foil.

56User typically needs to supply this and a good method is to define it as the square-root of the values in DATA
when in units of counts.

57.90° < 0 < +90°, where 0° is roughly in the spin plane

58this is limited primarily by the anodes being used in a particular mode
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purposes, the user will not know about or care about them and they will be handled internally by
the software.
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17.7 Plotting 3DP VDFs

The UMN Modified Wind/3DP software [Wilson III, 2021] provides several crib sheets
(meant to be entered line-by-line by hand) illustrating generic ways to use many of the routines to
load 3DP data and then plot it. The crib sheets can be found in the
~/wind_3dp_pros/wind_3dp_cribs/
folder of the UMN Modified Wind/3DP software download. There are additional examples
found in the
~ /wind_3dp_pros/publication_crib_sheets/
folder as well. Again, note that these crib sheets are not meant to be used literally or verbatim
but only meant as generic guides to help the user get familiar with the software. Further, all of
the routines written by Lynn B. Wilson III have detailed Man. pages describing the purpose and
inputs/keywords necessary to make the routines work.

The UMN Modified Wind/3DP software has been used in multiple refereed publications
le.g., Liu et al., 2021; Turner et al., 2018; Wilson III et al., 2010, 2011, 2012, 2013a,b, 2014a,b,
2016, 2017, 2018, 2019a,b, 2020, 2021a,b, 2023a,b] and some of it has been adapted/transferred to
the SPEDAS softare libraries [Angelopoulos et al., 2019].
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Definitions and Notation

This appendix lists the symbols/notation used throughout.

fundamental and/or astronomical parameters

— &, = 8.854187817 x 1012 F m™! = permittivity of free space

— fto = 47 x 1077 H m™! = permeability of free space

— ¢ = 2.99792458 x 10° km s~! = speed of light in vacuum = (g, ,uo)_l/2

ks = 1.38064852 x 10723 J K~ = the Boltzmann constant

— e = 1.6021766208 x 10~ C = the fundamental charge

— 1 amu = 1.66053904 x 10727 kg = atomic mass unit

— m. = 9.10938356 x 1073! kg = electron rest mass

— m, = 1.672621898 x 1027 kg = proton rest mass

— N, = 6.02214076 x 1023 mol~! = Avagadro’s constant

— Ry = 6.3781366 x 10% km = mean equatorial radius of Earth

— R, = 1.7374 x 10® km = mean equatorial radius of Earth’s moon

— R, = 6.957 x 10° km = mean solar radius

— 1 AU = 1.495978707 x 10® km = astronomical unit

— 1 eV = 1.6021766208 x 10~ J = conversion between electron volts and joules

— 1 eV = 1.1604522 x 10* K = conversion between electron volts and Kelvin

plasma parameters

— B, = quasi-static magnetic field vector [nT] with magnitude B,

— n, = the number density [cm ™3] of species s

— m, = the mass [kg| of species s

— Z, = the charge state of species s

— ¢s = Z, e = the charge [C] of species s

— pm = »_,m.n, = total mass density [kgem™

— 7, = polytropic index or ratio of specific heats [N/A] of species s

— T,,,; = the scalar temperature [eV] of the jt" component of species s, j = I, L, or tot where
[[(L) is parallel(perpendicular) with respect to B, (see Equation 29a)

— P,,; = n, kg T,,; = the partial thermal pressure [eV c¢m 3] of the j** component of species s

— P,; =Y, P,; = the total pressure [eV ¢cm ™3] of the jt" component, summed over all species

— Vr.; = the most probable thermal speed [km s~!] of a one-dimensional velocity distribution
(see Equation 29b)

— Wre; = Virs,/ v/2 = the rms thermal speed [km s~1] of a one-dimensional velocity distribution

— Q. = 2 7f., = the angular cyclotron frequency [rad s~!] (see Equation 29c)

— Wps = 2 Tfps = the angular plasma frequency [rad s~!] (see Equation 29d)

— Q= 2 T/ fee fu = the angular lower hybrid resonance frequency [rad s~

— Qup = 2 T/ fee? + fre? = the angular upper hybrid resonance frequency [rad s~1]

— Ap. = the electron Debye length [m] (see Equation 29e)

— pes = the thermal gyroradius [km] (see Equation 29f)

— s = the inertial length [km] (see Equation 29g)

— ., = the plasma beta [N/A] of the j"* component of species s (see Equation 29h)

— V4 = the Alfvén speed [km s~!] (see Equation 29i)

— C, = the sound or ion-acoustic sound speed [km s~!] (see Equation 29j)

— V; = the fast mode speed [km s~!] (see Equation 291)

’]

where multiple parameters are given in the following equations:
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Acronyms and Initialisms
3D . three-dimensional

3DP . .. Three-Dimensional Plasma and Energetic Particle Investi-

ACE . ... ... ... .. ... .. Advanced Composition Explorer

ADC . . ... Analog-to-Digital-Converter

APE . ... .. oo Alpha-Proton-Electron telescope (part of Wind EPACT /ELITE)

ARTEMIS .. ............ Acceleration, Reconnection, Turbulence and Electrodynam-
ics of the Moon’s Interaction with the Sun

AU ..o Astronomical Unit

CAP . . ... Command and Attitude Processor

CCMC . ... . Coordinated Community Modeling Center

CDAWeb . ... .. .. ....... Coordinated Data Analysis Web

CDF ... ... ... . Common Data Format

CMAD ... ............. Calibration and Measurement Algorithms Document

CME .. ... ... ... ... Coronal Mass Ejection

DSN . ... ... . Deep Space Network

DITR . ... ... ... ... Digital Tape Recorder

EESA . ... ... ... . ... Electron Electrostatic Analyzer (Wind/3DP)

ELITE ... ... . ... ..... Electron-Isotope Telescope system ( Wind /EPACT)

EPACT .. ... .. ......... Energetic Particles: Acceleration, Composition, and Trans-
port (APE-ELITE-IT-LEMT package on Wind)

ESA ... ... ElectroStatic Analyzer

ESA (agency) . ........... European Space Agency

FC .. ... . Faraday Cup (e.g., Wind /SWE)

FOT . . ... Flight Operations Team

FOV . ... oo Field-of-View

FTE . . ... ... ... ....... Full Time Equivalent
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File Transfer Protocol
Full Width Fiftieth Maximum ~ 2.38 FWHM
Full Width Half Maximum

Gamma-ray Coordinates Network
Giga-electron volt

Giant Flare

Global Geospace Science
Ground-Level Events

Gamma Ray Burst

Goddard Space Flight Center

Graphical User Interface

Heliophysics Data Portal
High-Energy Telescope

High Energy Transient Explorer-2
Heliophysics Great Observatory
House Keeping

Heliophysics System Observatory

High Time Resolution

Interplanetary Coronal Mass Ejection

Interplanetary Magnetic Field

INTErnational Gamma-Ray Astrophysics Laboratory
Interplanetary

Interplanetary Dust

Interplanetary Medium

Interplanetary GRB Network

Interstellar Dust

International Space Station

International Solar-Terrestrial Physics

Isotope Telescope (part of Wind EPACT /ELITE)
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ITOS . ... ... ... ... ... Integrated Test and Operations System

keV ... kilo-electron volt

KONUS . ............... Gamma-Ray Spectrometer ( Wind /KONUS)
KP ... ... ... . ... ..., Key Parameter

LEMT ... .............. Low Energy Matrix Telescopes (Wind /EPACT)
LET . ... ... ... ....... Low Energy Telescope

LWS . . oo Living With a Star

Lz . ... ... Level Zero

Lz . ... Level Zero Processing

MAG .. ... ... .. Magnetic Field Experiment

MASS . ... ... high-resolution MASS spectrometer ( Wind /SMS)
MCP . ... . ... MicroChannel Plate

MeV . ... o Mega-electron volt

MFT .. ... ... . ... ... Magnetic Field Investigation (Wind/MFTI)
MMOC . ............... Multi-Mission Operations Center

NASA ... ... ... ... . ... National Aeronautics and Space Administration
NRT ... ... ... .. ... ... Near-Real-Time telemetry stream

OMNI . ... .. ... ....... dataset on CDAWeb

PDMP ... Project Data Management Plan

PESA ... ... ... ...... ... Ion (Proton) ESA (Wind/3DP)

PHA . ... ... ... ..... ... Pulse Height Analyzed

POC . . ... ... Point of Contact

PWG ... Polar-Wind-Geotail ground system

RADL ... ... ... ... ... radio receiver band 1

RAD2 ... ... ... ........ radio receiver band 2

SC .. Solar Cycle

SCT .. ... . Stored Command Table
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SEP . .. ... Solar Energetic Particle

SEPT .. ... .. ..... ..., Solar Electron and Proton Telescope

SEU . ... .. Single Event Upset

SEZ . . ... Solar Exclusion Zone

SGR . . ... .. ... ... ... Soft Gamma Repeater

SIS . . . ... Solar Isotope Spectrometer

SIT ... Suprathermal Ton Telescope

SMS . ... .. ... Solar Wind and Suprathermal Ion Composition Experiment
(SWICS-MASS-STICS package on Wind)

SPASE . . ... .. ... ... .. Space Physics Archive Search and Extract

SPDF . ... ... ... ... Space Physics Data Facility

SPEDAS . ... ... ... ..... Space Physics Environment Data Analysis System

SPS v e e e e e samples per second

SSD .. Solid State Detector

SST . ... Solid-State (semi-conductor detector) Telescope ( Wind /3DP)

STE ... .. ... ... ... ... SupraThermal Electron instrument

STEP . ................ SupraThermal Energetic Particle Telescope ( Wind /EPACT)

STEREO . .............. Solar-Terrestrial Relations Observatory

STICS . ... .. .. ......... SupraThermal Ion Composition Spectrometer ( Wind /SMS)

STP . .. .. Solar Terrestrial Probe

Strahl . ... ... ... ....... electron strahl sensor of Wind/SWE

SWE ... ... ... ... Solar Wind Experiment ( Wind /SWE)

SWEA . ... ... ... ....... Solar Wind Electron Analyzer

SWEPAM .. ............ Solar Wind Electron Proton Alpha Monitor (ACE)

SWICS .. .............. Solar Wind Ion Composition Spectrometer ( Wind /SMS)

SWIMS . ... ............ Solar Wind Ion Mass Spectrometer

TDS . ... Time Domain Sampler ( Wind /WAVES)

TDSF . ... ... ... TDS Fast Receiver ( Wind /WAVES)

TDSS .. ...... ... ... TDS Slow Receiver ( Wind /WAVES)
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THEMIS . ........

Substorms

Transient Gamma-Ray Spectrometer ( Wind/TGRS)

Time History of Events and Macroscale Interactions during

Thermal Noise Receiver (e.g., part of Wind/WAVES)
Time-Of-Flight
Tape Unit A

Tape Unit B

Ultra Low Energy Isotope Spectrometer

Ultra Violet [light]

Virtual Address eXtension

Velocity Distribution Function

Vector lon-Electron Spectrometers ( Wind /SWE)
Virtual Heliophysics Observatory

Virtual Memory System

Work Year Equivalent
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