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Abstract

Amis is an endangered language indigenous
to Taiwan with limited data available for com-
putational processing. We thus present an
Amis-Mandarin dataset containing a parallel
corpus of 5,751 Amis and Mandarin sentences
and a dictionary of 7,800 Amis words and
phrases with their definitions in Mandarin. Us-
ing our dataset, we also established a base-
line for machine translation between Amis
and Mandarin in both directions. Our dataset
can be found at https://github.com/
francisdzheng/amis-mandarin.

1 Introduction

Amis is a minority language spoken on the east
coast of Taiwan and has been described as a vul-
nerable or endangered language (Moseley, 2010;
Edmondson et al., 2005; Kuo, 2015; Liu, 2011).
Though there have been some efforts to preserve
the language through education and linguistic re-
search (Wu and Lau, 2019; Kuo, 2015; Liu, 2011),
Amis and its preservation have not yet benefited
from (to the best of our knowledge) data-based
methods used in machine learning and natural lan-
guage processing.

Low-resource machine translation has recently
attracted more attention in the field of natural lan-
guage processing for languages such as Amis that
have a relatively low amount of data due to a
small population of speakers. Because neural ma-
chine translation (NMT) systems typically do not
perform well for low-resource languages, which
lack parallel data (Koehn and Knowles, 2017), ap-
proaches such as collaborating with language com-
munities to increase parallel data, transfer learn-
ing from other machine translation systems, and
using multilingual models, among others are be-
ing explored (Haddow et al., 2022). However,
despite all these new approaches to low-resource
machine translation, it is clear that parallel data

is still essential for training state-of-the-art ma-
chine translation systems (Haddow et al., 2022),
as high-resourced language pairs still require large
amounts of data to achieve state-of-the-art transla-
tion quality (Akhbardeh et al., 2021).

Due to the lack of Amis resources available for
use in machine translation, we developed an Amis-
Mandarin parallel corpus and dictionary. Our con-
tributions can be summarized as follows:

• We present an Amis-Mandarin dataset, which
consists of an Amis-Mandarin parallel corpus
containing 5,751 sentences and a dictionary
containing 7,800 unique words and phrases
in Amis with definitions in Mandarin.

• We trained neural machine translation models
on the Amis-Mandarin dataset and produced
baselines for future studies.

2 Amis

Amis (ISO 639-3 language code ami) is an East
Formosan language (Blust, 1999; Ross et al.,
2009) spoken on the east coast of Taiwan between
Hualien and Taitung (Liu, 2011; Kuo, 2015) by the
Amis, one of Taiwan’s several indigenous ethnic
groups. Formosan languages are spoken by the in-
digenous peoples of Taiwan (Liu, 2011) and are
part of the Austronesian language family. They
are believed to be the most diverse of the Austrone-
sian languages (Li, 2008), and because high diver-
sity in a group of genetically-languages found in
a geographical area implies earlier settlement in
that area (Sapir, 1916), Taiwan is considered to
be the homeland of Austronesian languages (Li,
2008; Blust, 1999). Figure 1 shows the distribu-
tion of these languages in Taiwan with the region
where Amis is spoken being shaded in gray.

Though the vast majority of Taiwan’s popula-
tion is Han Chinese, Taiwan is home to several
groups of indigenous peoples who are Austrone-
sian (Trejaut et al., 2014). According to official
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Figure 1: Distribution of Taiwan’s Indigenous Lan-
guages (Li, 2004, as cited in Liu, 2011).

government statistics1, Taiwan’s indigenous popu-
lation is 582,008, which is approximately 2.4% of
Taiwan’s total population. The Amis people have a
population of 217,216, making up approximately
37.3% of Taiwan’s indigenous population. Man-
darin Chinese is the language of education (Scott
and Tiun) and is spoken along with other Chinese
languages (e.g. Hokkien) by the majority of the
population, whether indigenous or not. Despite
the Amis population being over 200,000, the Amis
language has just roughly 30,000 speakers (Kuo,
2015).

These roughly 30,000 speakers, however, do not
all speak the same dialect of Amis. According
to Tsuchida (1982, 1988, as cited in Kuo, 2015),
Amis has five major dialects: (i) Sakizaya (撒
奇萊雅群), (ii) Northern/Nanshi Amis (北部/南
勢阿美群), (iii) Tavalong-Vata’an (太巴塱-馬太
鞍群), (iv) Central/Haian Amis (中部/海岸阿美
群), and (v) Southern/Peinan and Hengchun Amis
(南部/卑南恆春阿美群). The dataset described
in Section 3 in this paper uses data from Central

1July 2022 statistics from Taiwan’s Coun-
cil of Indigenous Peoples (原 住 民 族 委 員
會) https://www.cip.gov.tw/zh-tw/
news/data-list/940F9579765AC6A0/
C89C009B11A070EC725C4C571E9FFD7B-info.
html

Amis. The existence of several dialects of Amis
means that any one dialect has a relatively low
number of speakers.

Amis is classified as a vulnerable language by
UNESCO (Moseley, 2010), meaning that most,
but not all, children and families of the Amis, an in-
digenous Austronesian ethnic group native to Tai-
wan, speak Amis as a first language but that their
use of Amis may be limited to specific social set-
tings (such as the home, where it is used amongst
family) (Moseley, 2010). However, Amis has also
been described as an endangered language by sev-
eral linguists (Edmondson et al., 2005; Kuo, 2015;
Liu, 2011). Liu (2011), who researched the Amis
language in Taiwan since 1995, performing exten-
sive fieldwork and data gathering with native Amis
speakers, notes that only those over 50 are profi-
cient in Amis. Whether Amis is “vulnerable” or
“endangered,” it is clear that the language is at risk
and would benefit from more attention from lin-
guists and natural language processing technolo-
gies to help preserve the language digitally and en-
able its use in modern technologies.

3 Amis-Mandarin Dataset

We compiled Amis-Mandarin parallel data from
an Amis-Mandarin online dictionary (原住民族
語言線上辭典)2 published by the Indigenous
Languages Research and Development Founda-
tion (原住民族語言研究發展基金會). This
dictionary consists of words, phrases, and exam-
ple sentences of these words and phrases in Cen-
tral Amis with their Mandarin translations. It was
compiled in 2012 by National Taiwan Normal Uni-
versity.

Though these data have been made searchable
in the format of an online dictionary, they are
not designed for computational use. The website
allows one to download the dictionary in parts
or in whole as a PDF or ODT file. However,
due to some inconsistencies in how words, trans-
lations, and example sentences are laid out in
these files, neither is easy to use for computa-
tional tasks. Thus, we downloaded PDFs of the
dictionary made available by this online dictio-
nary, converted them to HTML using PDFMiner3,
and extracted data using Beautiful Soup4 indepen-

2https://e-dictionary.ilrdf.org.tw/
ami/search.htm

3https://github.com/pdfminer/pdfminer.
six

4https://www.crummy.com/software/
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Table 1: Summary of the Amis-Mandarin Parallel Corpus

Total Train Dev Test
Number of sentences 5,751 4,600 576 575

Number of Amis words 38,946 31,136 3,947 3,863
Number of Chinese characters 69,864 55,672 7,289 6,903

dently from the authors of this dictionary. Each
Amis word/phrase and its Mandarin dictionary
entry were extracted, and when available, exam-
ple sentences in Amis along with their Mandarin
translations were also taken. Dictionary entries
and their Mandarin definitions were put into one
pickle file, while example sentences and their
Mandarin translations were put into another pickle
file. These files can be opened using pandas5.
The dictionary is also available as a tab-delimited
text file, and the parallel sentence data are also
available as text files split into train, dev, and test
sets. The parallel data were shuffled before be-
ing split into the train, dev, and test sets, which
were taken from 80%, 10%, and 10% respec-
tively from the shuffled data. The dataset we com-
piled can be found at https://github.com/
francisdzheng/amis-mandarin.

Our dictionary dataset contains 7,800 unique en-
tries in Amis along with their Mandarin equiva-
lents. Amis dictionary entries that had more than
one definition in Mandarin were added to our dic-
tionary dataset as separate entries for each addi-
tional definition. Thus, there are a total of 7,926
pairs of Amis and Mandarin words/phrases in our
dictionary dataset. Our parallel corpus dataset con-
tains 5,751 Amis sentences and their Mandarin
translations. This parallel corpus dataset is sum-
marized in Table 1. Due to the concept of a word
being different in Amis and Mandarin, Table 1 de-
scribes the Mandarin data in terms of characters
and the Amis data in terms of words, which are
typically separated by spaces unlike in Mandarin,
which does not use spaces in writing.

4 Amis-Mandarin Machine Translation

Using our Amis-Mandarin dataset, we trained
models for machine translation between Amis and
Mandarin in both directions.

BeautifulSoup/
5https://pandas.pydata.org

4.1 Methods
4.1.1 Preprocessing
Data were tokenized using a unigram (Kudo,
2018) implementation of SentencePiece (Kudo
and Richardson, 2018). A vocabulary size of
4,000 and a character coverage rate of 0.9995
were used. Using our SentencePiece (Kudo and
Richardson, 2018) model and vocabulary, we used
FAIRSEQ6 (Ott et al., 2019) to build vocabularies
and binarize our training data in preparation for
training our model.

4.1.2 Training
We trained a Transformer (Vaswani et al., 2017)
model using an mBART (Liu et al., 2020) imple-
mentation of FAIRSEQ (Ott et al., 2019) for trans-
lation between Amis and Mandarin in both direc-
tions. Our Transformer (Vaswani et al., 2017)
model used six encoder and decoder layers with
eight attention heads each, a hidden dimension of
512, and a feed-forward size of 2048, and a learn-
ing rate of 0.0003. Our model was optimized using
Adam (Kingma and Ba, 2015) with hyperparame-
ters β = (0.9, 0.98) and ϵ = 10−6. A dropout rate
of 0.1 and a weight decay of 0.01 were used for
regularization.

We conducted two experiments, one in which
training involved only the training set from our
parallel Amis-Mandarin corpus (consisting of sen-
tences) and one which included the dictionary
dataset as part of the training data. The dictio-
nary data were treated as additional parallel data
(though they’re not full sentences) and simply
added on to the parallel sentence training data.
This was done to see the effect of exposing models
to the dictionary dataset and to establish two base-
lines for translation as a dictionary may not always
be available when training models.

4.1.3 Evaluation
Translations outputted by our model were eval-
uated with detokenized BLEU (Papineni et al.,

6https://github.com/facebookresearch/
fairseq
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Table 2: Results

Without Dictionary With Dictionary
BLEU CHRF BLEU CHRF

Amis to Mandarin 5.33 0.1596 7.07 0.2198
Mandarin to Amis 15.36 0.4018 18.94 0.4618

2002; Post, 2018) using the SacreBLEU library7

(Post, 2018) on the test data from our parallel cor-
pus. We also used CHRF (Popović, 2015) to mea-
sure performance at the character level.

4.2 Results

Our results are presented in Table 2. Models
trained using only the parallel corpus dataset per-
formed worse than the models trained using both
our parallel corpus dataset and dictionary dataset.
This is expected as these models were able to learn
direct translations of individual words and phrases
that are used in the parallel sentence data in ad-
dition to translations of whole sentences. Though
dictionaries are not as useful as parallel data in that
dictionaries do not reveal much about how a word
or phrase should be used in a sentence, using dic-
tionary data in the training process proved to sig-
nificantly improve translation quality.

The improvement in translation quality after
adding the dictionary dataset can be seen in both
the Amis → Mandarin and Mandarin → Amis di-
rections and is reflected in both the BLEU and
CHRF scores. Notably, the improvement in trans-
lation quality as measured by BLEU for the Man-
darin → Amis direction was greater than that for
the Amis → Mandarin direction. One possible ex-
planation for this is the fact that some Amis words
in the dictionary dataset are paired with multiple
Mandarin equivalents or longer Mandarin explana-
tions, exposing the model to relatively more Man-
darin words for a single given word or phrase in
Amis. Thus, the model may map multiple words
in Mandarin to single words or phrases in Amis,
which are almost sure to appear in the parallel sen-
tence data (as mentioned in Section 3, the parallel
sentence data come from example sentences for
the Amis words in the dictionary). On the other
hand, the Mandarin definitions for each Amis en-
try in the dictionary dataset do not necessarily ap-
pear in the parallel sentence data. More research
is needed to see whether the model trained on both

7https://github.com/mjpost/sacrebleu

the parallel corpus dataset and dictionary dataset
still performs better in the Mandarin → Amis di-
rection on other parallel data.

5 Conclusion

We presented an Amis-Mandarin parallel corpus
and dictionary, which is the first, to the best of our
knowledge, Amis-Mandarin dataset documented
in English for the natural language processing
community. Though the online dictionary from
which we obtained the data is available to anyone,
the dictionary interface is only available in Man-
darin, and the data is not in a form that NLP re-
searchers can easily use. Other Amis-Mandarin
data we found on the web were also not in an
easily usable format and not friendly for English-
speaking researchers. The dataset we compiled
consists of 5,751 parallel sentences and 7,800
Amis words and phrases paired with their defini-
tions in Mandarin. Using this dataset, we experi-
mented with Amis-Mandarin machine translation
and established baseline BLEU and CHRF scores.
Using both the parallel corpus and dictionary dur-
ing training produced models that performed the
best on our test data from our parallel corpus.

Aside from sentence translation, we also envi-
sion that the dataset we compiled can be used
for exploring how dictionary entries can be pre-
dicted using parallel data (instead of using dictio-
nary entries to aid in the translation of sentences).
Defining words is also an important part of lan-
guage documentation, and it would be interesting
to see how machines can draw meaning for individ-
ual words or short phrases given parallel sentence
data.

In the future, we would like to take a closer look
at how tokenization can be optimized for the two
languages and try using other existing tokenizers
that have been trained more specifically for Man-
darin. We also want to try to incorporate more
external knowledge and perhaps acknowledge that
parallel data may never be enough. Our dataset
is small, and we hope to explore how knowledge
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from grammars and other literature written on
Amis can be incorporated into our model or into
the creation of synthetic parallel data. As Amis is
an Austronesian language like Indonesian, which
is widely spoken and has much more literature
available, it is possible that knowledge from In-
donesian can be helpful in NLP tasks involving
Amis. We hope that our dataset can spark more
interest from the machine learning community in
not only Amis, but other Formosan languages as
well.
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Maja Popović. 2015. chrF: character n-gram F-score
for automatic MT evaluation. In Proceedings of the
Tenth Workshop on Statistical Machine Translation,
pages 392–395, Lisbon, Portugal. Association for
Computational Linguistics.

83

https://aclanthology.org/2021.wmt-1.1
https://aclanthology.org/2021.wmt-1.1
https://doi.org/10.1162/coli_a_00446
http://arxiv.org/abs/1412.6980
http://arxiv.org/abs/1412.6980
https://doi.org/10.18653/v1/W17-3204
https://doi.org/10.18653/v1/W17-3204
https://doi.org/10.18653/v1/P18-1007
https://doi.org/10.18653/v1/P18-1007
https://doi.org/10.18653/v1/P18-1007
https://doi.org/10.18653/v1/D18-2012
https://doi.org/10.18653/v1/D18-2012
https://doi.org/10.18653/v1/D18-2012
https://doi.org/10.1162/tacl_a_00343
https://doi.org/10.1162/tacl_a_00343
https://doi.org/10.18653/v1/N19-4009
https://doi.org/10.18653/v1/N19-4009
https://doi.org/10.3115/1073083.1073135
https://doi.org/10.3115/1073083.1073135
https://doi.org/10.18653/v1/W15-3049
https://doi.org/10.18653/v1/W15-3049


Matt Post. 2018. A call for clarity in reporting BLEU
scores. In Proceedings of the Third Conference on
Machine Translation: Research Papers, pages 186–
191, Brussels, Belgium. Association for Computa-
tional Linguistics.

Malcolm Ross et al. 2009. Proto Austronesian verbal
morphology: A reappraisal. In Austronesian his-
torical linguistics and culture history: A festschrift
for Robert Blust. Asia-Pacific Linguistics, College
of Asia and the Pacific, The Australian⋯.

Edward Sapir. 1916. Time perspective in aboriginal
American culture: A study in method. 13. Govern-
ment Printing Bureau.

Mandy Scott and Hak-khiam Tiun. Mandarin-only to
Mandarin-plus: Taiwan. 6(1):53–72.

Jean A. Trejaut, Estella S. Poloni, Ju-Chen Yen, Ying-
Hui Lai, Jun Hun Loo, Chien liang Lee, Chunfen He,
and Marie Lin. 2014. Taiwan Y-chromosomal DNA
variation and its relationship with Island Southeast
Asia. BMC Genetics, 15:77 – 77.

Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob
Uszkoreit, Llion Jones, Aidan N Gomez, Ł ukasz
Kaiser, and Illia Polosukhin. 2017. Attention is all
you need. In Advances in Neural Information Pro-
cessing Systems, volume 30. Curran Associates, Inc.

Li-ying Wu and Ken Lau. 2019. Language educa-
tion policy in Taiwan. In The Routledge interna-
tional handbook of language education policy in
Asia, pages 151–161. Routledge.

84

https://doi.org/10.18653/v1/W18-6319
https://doi.org/10.18653/v1/W18-6319
https://doi.org/10.1007/s10993-006-9040-5
https://doi.org/10.1007/s10993-006-9040-5
https://proceedings.neurips.cc/paper/2017/file/3f5ee243547dee91fbd053c1c4a845aa-Paper.pdf
https://proceedings.neurips.cc/paper/2017/file/3f5ee243547dee91fbd053c1c4a845aa-Paper.pdf

