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Preface

أ���ً و����ً و�����ً ���! ����� �� أ������

Ahlan wa-sahlan wa-marhaban bikum! Hayyaakum fi Abu Dhabi.
Hello and Welcome to Abu Dhabi!

Welcome to The Seventh Arabic Natural Language Processing Workshop (WANLP 2022) held with
EMNLP 2022 in Abu Dhabi, UAE. Over the years, WANLP has developed a growing reputation as a
high-quality venue for researchers and developers working on Arabic NLP, where they share and discuss
their ongoing work. The first in the WANLP series was held in Doha, Qatar (EMNLP 2014), followed
by Beijing, China (ACL 2015), Valencia, Spain (EACL 2017), Florence, Italy (ACL 2019), and in virtual
mode in COLING 2020 and EACL 2021.
In this iteration of WANLP, we received 68 main workshop submissions (50 long, 14 short, and 4 demos).
The total number of submissions is higher than all the earlier editions of the workshop. All papers sub-
mitted to the main workshop were reviewed by at least three reviewers each. Out of the 68 submissions,
36 were accepted: 31 long papers, two short papers, and three demo papers). We selected 13 papers
for oral presentation and the rest as posters. We did not distinguish between long and short papers, or
between oral and poster presentations in terms of quality.
WANLP 2022 included, for the first time, three shared tasks: The third edition of the Nuanced Arabic
Dialect Identification (NADI) shared task, the Gender Rewriting Shared Task, and the Shared Task on
Propaganda Detection in Arabic. NADI received submissions from 21 teams, 15 of which have system
descriptions in the proceedings. The Gender Rewriting Shared Task received submissions from five tea-
ms, two of which have system descriptions in the proceedings. The Shared Task on Propaganda Detection
in Arabic received submissions from 17 teams, 11 of which have system descriptions in the proceedings.
The shared task system descriptions papers were reviewed by two reviewers each. Three additional sha-
red task overview papers are included in the proceedings. The overview papers are presented in an oral
session in the workshop.
For the second time, our workshop was able to secure sponsorship funding (Thanks to Google Research!)
which we used to support student registrations.
In another success for the WANLP community, a new Special Interest Group on Arabic NLP (SIGARAB)
was created in early 2022 by the advisory committee responsible for WANLP, building on its history of
successful organization and collaboration.
Finally, we would like to thank everyone who submitted a paper to the workshop, as well as all the
83 members of the Program Committee, who worked hard to provide high-quality reviews on time.
Organizing WANLP 2022 is a team effort.

Houda Bouamor, General Chair, on behalf of the workshop organizers.

Website of the workshop: http://wanlp2022.arabic-nlp.net/
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Keynote Talk: Digital Preservation of Arabic between
Linguistics and AI

Karim Bouzoubaa
Mohammadia School of Engineers at the Mohammed 5th University of Rabat

Abstract: Languages are one of the oldest studied disciplines as they are intimately linked to the existen-
ce of human beings. The study of languages is a multidisciplinary field which has attracted the interest
of several related fields such as linguistics and NLP, each providing additional knowledge for langua-
ge understanding, learning, evolution, or preservation. From the technological point of view, computer
science in general and artificial intelligence in particular study languages through natural language pro-
cessing techniques, where the main goal is to discover linguistic patterns from corpora without resorting
to linguists at all in many cases. Research in this field is diverse and currently benefits from advances in
machine learning and deep learning techniques. One of the less studied aspects is the use and exploitation
of these techniques for language preservation needs, for language comprehension needs or for the expla-
nation of linguistic phenomena. The objective of this talk is to emphasize this perspective and to show
through concrete cases how through the exploitation of several old and new computer and AI techniques,
we can advance the digital preservation of Arabic and the explanation of some linguistic properties.

Bio: Karim Bouzoubaa is a Professor of computer science at the Mohammadia School of Engineers
at the Mohammed 5th University of Rabat. Prof. Bouzoubaa holds a M.Sc. and a Ph.D. from Laval
University in Canada in Artificial Intelligence and multi-agent systems fields. He is a research-driven
professional with a distinctive combination of leadership, research and development, and education in
the areas of Artificial Intelligence and Data Science. He contributed to the release of the Amine platform
for the development of intelligent systems. He has published two books and over a hundred papers in
top-ranked conferences and journals, taught at undergraduate and postgraduate levels, and worked on
various R&D projects. He is the founding president of the Arabic Language Engineering Society in
Morocco and the director of the Language Engineering lab. His research interests include Arabic NLP,
NLP frameworks, Linguistic Resources and ontologies, IR and QA systems, Dialect processing, and
Cognitive systems. He has led research teams, developed research programs, and has a long experience
with most AI paradigms from the old to the newest ones. Prof Bouzoubaa is a Fulbright fellow and
was a visiting professor at many institutions. He chaired and organized many international conferences,
and was co-guest editor of the Special Issue on “Advances in Arabic Language Processing” for the
International Journal on Information and Communication Technologies.
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Hadeel Saadany, Constantin Orăsan, Emad Mohamed and Ashraf Tantawy. . . . . . . . . . . . . . . . .214

Cross-lingual transfer for low-resource Arabic language understanding
Khadige Abboud, Olga Golovneva and Christopher DiPersio . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 225

Improving POS Tagging for Arabic Dialects on Out-of-Domain Texts
Noor Abo Mokh, Daniel Dakota and Sandra Kübler . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 238

Domain Adaptation for Arabic Crisis Response
Reem Alrashdi and Simon O’Keefe . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 249

Weakly and Semi-Supervised Learning for Arabic Text Classification using Monodialectal Language
Models

Reem AlYami and Rabah Al-Zaidy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 260

Event-Based Knowledge MLM for Arabic Event Detection
Asma Z Yamani, Amjad K Alsulami and Rabeah A Al-Zaidy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 273

Establishing a Baseline for Arabic Patents Classification: A Comparison of Twelve Approaches
Taif Omar Al-Omar, Hend Al-Khalifa and Rawan Al-Matham . . . . . . . . . . . . . . . . . . . . . . . . . . . . 287

Towards Learning Arabic Morphophonology
Salam Khalifa, Jordan Kodner and Owen Rambow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 295

AraDepSu: Detecting Depression and Suicidal Ideation in Arabic Tweets Using Transformers
Mariam Hassib, Nancy Hossam, Jolie Sameh and Marwan Torki . . . . . . . . . . . . . . . . . . . . . . . . . . 302

End-to-End Speech Translation of Arabic to English Broadcast News
Fethi Bougares and Salim Jouili . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 312

Arabic Keyphrase Extraction: Enhancing Deep Learning Models with Pre-trained Contextual Embed-
ding and External Features

Randah Alharbi and Husni Al-Muhtasab . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 320

ArabIE: Joint Entity, Relation and Event Extraction for Arabic
Niama El Khbir, Nadi Tomeh and Thierry Charnois . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 331

Emoji Sentiment Roles for Sentiment Analysis: A Case Study in Arabic Texts
Shatha Ali A. Hakami, Robert Hendley and Phillip Smith . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 346

Gulf Arabic Diacritization: Guidelines, Initial Dataset, and Results
nouf alabbasi, Mohamed Al-Badrashiny, Maryam Aldahmani, Ahmed AlDhanhani, Abdullah

Saleh Alhashmi, Fawaghy Ahmed Alhashmi, Khalid Al Hashemi, Rama Emad Alkhobbi, Shamma T Al
Maazmi, Mohammed Ali Alyafeai, Mariam M Alzaabi, Mohamed Saqer Alzaabi, Fatma Khalid Badri,
Kareem Darwish, Ehab Mansour Diab, Muhammad Morsy Elmallah, Amira Ayman Elnashar, Ashraf
Hatim Elneima, MHD Tameem Kabbani, Nour Rabih, Ahmad Saad and Ammar Mamoun Sousou.356

x



Learning From Arabic Corpora But Not Always From Arabic Speakers: A Case Study of the Arabic
Wikipedia Editions

Saied Alshahrani, Esma Wali and Jeanna Matthews . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 361

A Pilot Study on the Collection and Computational Analysis of Linguistic Differences Amongst Men
and Women in a Kuwaiti Arabic WhatsApp Dataset

Hesah Aldihan, Robert Gaizauskas and Susan Fitzmaurice . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 372

Beyond Arabic: Software for Perso-Arabic Script Manipulation
Alexander Gutkin, Cibu Johny, Raiomond Doctor, Brian Roark and Richard Sproat . . . . . . . . . 381

Coreference Annotation of an Arabic Corpus using a Virtual World Game
Wateen Abdullah Aliady, Abdulrahman Aloraini, Christopher Madge, Juntao Yu, Richard Bartle

and Massimo Poesio . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 388

NatiQ: An End-to-end Text-to-Speech System for Arabic
Ahmed Abdelali, Nadir Durrani, Cenk Demiroglu, Fahim Dalvi, Hamdy Mubarak and Kareem

Darwish . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 394

The Effect of Arabic Dialect Familiarity on Data Annotation
Ibrahim Abu Farha and Walid Magdy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 399

Optimizing Naive Bayes for Arabic Dialect Identification
Tommi Jauhiainen, Heidi Jauhiainen and Krister Lindén . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 409

iCompass Working Notes for the Nuanced Arabic Dialect Identification Shared task
Abir Messaoudi, Chayma Fourati, Hatem Haddad and Moez BenHajhmida . . . . . . . . . . . . . . . . 415

TF-IDF or Transformers for Arabic Dialect Identification? ITFLOWS participation in the NADI 2022
Shared Task

Fouad Shammary, Yiyi Chen, Zsolt T Kardkovacs, Mehwish Alam and Haithem Afli . . . . . . . 420

Domain-Adapted BERT-based Models for Nuanced Arabic Dialect Identification and Tweet Sentiment
Analysis

Giyaseddin Bayrak and ABDUL MAJEED ISSIFU. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .425

Benchmarking transfer learning approaches for sentiment analysis of Arabic dialect
emna fsih, Sameh Kchaou, Rahma Boujelbane and Lamia Hadrich-Belguith . . . . . . . . . . . . . . . 431

SQU-CS @ NADI 2022: Dialectal Arabic Identification using One-vs-One Classification with TF-IDF
Weights Computed on Character n-grams

Abdulrahman Khalifa AAlAbdulsalam . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 436

Ahmed and Khalil at NADI 2022: Transfer Learning and Addressing Class Imbalance for Arabic Dia-
lect Identification and Sentiment Analysis

Ahmed Oumar and Khalil Mrini . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 442

Arabic Sentiment Analysis by Pretrained Ensemble
Abdelrahim Qaddoumi . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 447

Dialect & Sentiment Identification in Nuanced Arabic Tweets Using an Ensemble of Prompt-based,
Fine-tuned, and Multitask BERT-Based Models

Reem Abdel-Salam . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 452

On The Arabic Dialects’ Identification: Overcoming Challenges of Geographical Similarities Between
Arabic dialects and Imbalanced Datasets

Salma Jamal, Aly M .Kassem, Omar Mohamed and Ali Ashraf . . . . . . . . . . . . . . . . . . . . . . . . . . . 458

xi



Arabic dialect identification using machine learning and transformer-based models: Submission to the
NADI 2022 Shared Task

Nouf AlShenaifi and Aqil Azmi . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 464

NLP DI at NADI Shared Task Subtask-1: Sub-word Level Convolutional Neural Models and Pre-trained
Binary Classifiers for Dialect Identification

Vani Kanjirangat, Tanja Samardzic, Ljiljana Dolamic and Fabio Rinaldi . . . . . . . . . . . . . . . . . . . 468

Word Representation Models for Arabic Dialect Identification
Mahmoud Sobhy, Ahmed H. Abu El-Atta, Ahmed A. El-Sawy and Hamada Nayel . . . . . . . . . 474

Building an Ensemble of Transformer Models for Arabic Dialect Classification and Sentiment Analysis
Abdullah Salem Khered, Ingy Yasser Hassan Abdou Abdelhalim and Riza Batista-Navarro . . 479

Arabic Dialect Identification and Sentiment Classification using Transformer-based Models
Joseph Attieh and Fadi Hassan . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 485

Generative Approach for Gender-Rewriting Task with ArabicT5
Sultan Alrowili and Vijay Shanker . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 491

AraProp at WANLP 2022 Shared Task: Leveraging Pre-Trained Language Models for Arabic Propa-
ganda Detection

Gaurav Singh . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 496

TUB at WANLP22 Shared Task: Using Semantic Similarity for Propaganda Detection in Arabic
Salar Mohtaj and Sebastian Möller . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 501

SI2M & AIOX Labs at WANLP 2022 Shared Task: Propaganda Detection in Arabic, A Data Augmen-
tation and Name Entity Recognition Approach

Kamel Gaanoun and Imade Benelallam . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 506

iCompass at WANLP 2022 Shared Task: ARBERT and MARBERT for Multilabel Propaganda Classifi-
cation of Arabic Tweets

Bilel - Taboubi, Bechir Brahem and Hatem Haddad. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .511

ChavanKane at WANLP 2022 Shared Task: Large Language Models for Multi-label Propaganda De-
tection

Tanmay Chavan and Aditya Manish Kane . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 515

AraBERT Model for Propaganda Detection
Mohamad Sharara, Wissam Mohamad, Ralph Tawil, Ralph Chobok, Wolf Assi and Antonio

Tannoury . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 520

AraBEM at WANLP 2022 Shared Task: Propaganda Detection in Arabic Tweets
Eshrag Ali Refaee, Basem Ahmed and Motaz Saad . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 524

IITD at WANLP 2022 Shared Task: Multilingual Multi-Granularity Network for Propaganda Detection
Shubham Mittal and Preslav Nakov . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 529

Pythoneers at WANLP 2022 Shared Task: Monolingual AraBERT for Arabic Propaganda Detection
and Span Extraction

Joseph Attieh and Fadi Hassan . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 534

CNLP-NITS-PP at WANLP 2022 Shared Task: Propaganda Detection in Arabic using Data Augmenta-
tion and AraBERT Pre-trained Model

Sahinur Rahman Laskar, Rahul Singh, Abdullah Faiz Ur Rahman Khilji, Riyanka Manna, Partha
Pakray and Sivaji Bandyopadhyay . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 541

xii



NGU CNLP atWANLP 2022 Shared Task: Propaganda Detection in Arabic
Ahmed Samir Hussein, Abu Bakr Soliman Mohammad, Mohamed Ibrahim, Laila Hesham Afify

and Samhaa R. El-Beltagy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 545

xiii



Program

Thursday, December 8, 2022

09:00 - 09:05 Opening Remarks

09:10 - 10:00 Invited Talk

10:00 - 10:30 Session 1 - Information Extraction (in-Person)

CAraNER: The COVID-19 Arabic Named Entity Corpus
Abdulmohsen Al-Thubaity, Sakhar Alkhereyf, Wejdan Alzahrani and Alia
Bahanshal

Joint Coreference Resolution for Zeros and non-Zeros in Arabic
Abdulrahman Aloraini, Sameer Pradhan and Massimo Poesio

10:30 - 11:00 Coffee Break

11:00 - 12:30 Session 2 - NLU/NLG (in-Person)

SAIDS: A Novel Approach for Sentiment Analysis Informed of Dialect and
Sarcasm
Abdelrahman Kaseb and Mona Farouk

AraBART: a Pretrained Arabic Sequence-to-Sequence Model for Abstractive
Summarization
Moussa Kamal Eddine, Nadi Tomeh, Nizar Habash, Joseph Le Roux and
Michalis Vazirgiannis

Towards Arabic Sentence Simplification via Classification and Generative
Approaches
Nouran Khallaf, Serge Sharoff and Rasha Soliman

Generating Classical Arabic Poetry using Pre-trained Models
Nehal Elkaref, Mervat Abu-Elkheir, Maryam ElOraby and Mohamed Abdelgaber

A Benchmark Study of Contrastive Learning for Arabic Social Meaning
Md Tawkat Islam Khondaker, El Moatez Billah Nagoudi, AbdelRahim
Elmadany, Muhammad Abdul-Mageed and Laks Lakshmanan, V.S.

Adversarial Text-to-Speech for low-resource languages
Ashraf Elneima and Mikołaj Bińkowski
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Abstract

Named Entity Recognition (NER) is a well-
known problem for the natural language pro-
cessing (NLP) community. It is a key compo-
nent of different NLP applications, including in-
formation extraction, question answering, and
information retrieval. In the literature, there
are several Arabic NER datasets with differ-
ent named entity tags; however, due to data
and concept drift, we are always in need of
new data for NER and other NLP applications.
In this paper, first, we introduce Wassem, a
web-based annotation platform for Arabic NLP
applications. Wassem can be used to manually
annotate textual data for a variety of NLP tasks:
text classification, sequence classification, and
word segmentation. Second, we introduce the
COVID-19 Arabic Named Entities Recogni-
tion (CAraNER) dataset extracted from the Ara-
bic Newspaper COVID-19 Corpus (AraNPCC).
CAraNER has 55,389 tokens distributed over
1,278 sentences randomly extracted from Saudi
Arabian newspaper articles published during
2019, 2020, and 2021. The dataset is labeled
by five annotators with five named-entity tags,
namely: Person, Title, Location, Organization,
and Miscellaneous. The CAraNER corpus is
available for download for free. We evaluate
the corpus by finetuning four BERT-based Ara-
bic language models on the CAraNER corpus.
The best model was AraBERTv0.2-large with
0.86 for the F1 macro measure.

1 Introduction

Named entity recognition (NER) is a classical se-
quence classification problem where each word in
a given sentence is assigned to one of a predefined
list of tags such as person name (r�AJ Shaker,
 d§A� Biden), location (­r¡Aq�� Cairo, �WnJ�¤
Washington), and organization (­d�tm�� ��±�
United Nations,  A��¯� © A� Al-Ittihad Club).

NER is a key component and a fundamental task
for many NLP applications, including information
extraction (Liu et al., 2021; Nasar et al., 2021),

question answering (Xu et al., 2021; Peng et al.,
2021), content recommendations (Harrando and
Troncy, 2021; Grewal and Lin, 2018), customer
support (Brahma et al., 2021; Bozic et al., 2021),
and information retrieval (Aliwy et al., 2021). It
is one of the earliest tasks of NLP using classical
statistical algorithms such as maximum entropy
(Chieu and Ng, 2003) and has been developed for
many years. However, it is still relevant in the
current time where we are using transformer-based
language models such as Bidirectional Encoder
Representations from Transformers (BERT) (Liu
et al., 2022).

Despite the recent advances in the NLP systems
due to the usage of deep learning models, especially
transformer-based language models, the need for
new annotated datasets for developing NER sys-
tems is still crucial, where each domain and appli-
cation requires its own dataset and tags. In general,
NER systems, from our perspective, face three chal-
lenges:

First, the widespread use of NLP applications
in different domains necessitates the usage of texts
from these domains, which are probably differ-
ent in their genre, style, and vocabularies, from
the available annotated NER datasets. Out-of-
vocabulary (OOV) will be the first challenge the
NER system will face. For instance, if we need
high-performance NER models, a NER dataset for
the legal domain can not be used for the medical do-
main, and a NER dataset for Moroccan newspapers
will not be the best choice for NER applications for
UAE newspapers.

Second, unlike fixed tagset applications such
as part-of-speech tagging or word segmentation,
each NER application requires different tagsets.
Most of the NER available datasets concentrate on
person names, location, and organization tags with
slight differences among them on other tags, such
as the availability of geopolitical entities tags for
government entities such as the Ontonotes 5 NER
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dataset (Weischedel et al., 2013). Consider the
need for a NER dataset for a food delivery chatbot;
in this case, we may need a tagset containing tags
for: a) the person’s name to know who ordered
the food, b) different tags for food items to direct
the order to a relevant restaurant, and c) address to
know the delivery location. Or suppose a system
to analyze newspaper articles for military clashes;
such a system, in addition to time, location, and
the number of injuries, will need different tags to
identify different kinds of weapons, for example.

Third, even if there is a dataset for particular
domains or genres, there are always new topics, in-
terests, and concepts introduced to those domains
and genres that may degrade the models trained
on older datasets. Such a challenge is well known
in the machine learning community as data and
concept drift (Celik and Vanschoren, 2021; Mah-
eswari et al., 2022; Mei et al., 2022). Consider,
for instance, a NER system trained on annotated
texts from newspapers during the 2000s and then
applied to newspaper texts during the COVID-19
pandemic; will this system perform well?

The contribution of this paper is in three folds.
First, we introduce Wassem (�iÌFÁ¤ in Arabic, “anno-
tate” in English), a platform for Arabic textual data
annotation based on the Django framework. Sec-
ond, we used Wassem to prepare COVID-19 Arabic
Named Entity Recognition dataset (CAraNER): a
NER dataset annotated with six tags (Person, Orga-
nization, Location, Title, Miscellaneous, and Other)
covering 1,278 sentences, randomly extracted from
Saudi Arabian newspapers part of Arabic Newspa-
pers COVID-19 Corpus (AraNPCC) (Al-Thubaity
et al., 2022). The COVID-19 part of the corpus
name “CAraNER” is a temporal reference to the
COVID-19 period as the AraNPCC corpus cov-
ers one year before the COVID-19 pandemic and
two years after the emergence of the pandemic (i.e.
2019 - 2021).

Third, using CAraNER, we evaluate four BERT-
based Arabic language models, namely bert-base-
multilingual-cased (Devlin et al., 2019) (base-
line), AraBERTv0.2-large (Antoun et al., 2020),
CAMeLBERT-MSA (Inoue et al., 2021), and
GigaBERT-v4 (Lan et al., 2020).

The rest of this paper is organized as follows: In
section 2, we review the related work on Arabic
NER. We briefly describe the main building blocks
for Wassem in section 3. Section 4 describes the
process of the CAraNER dataset construction and

annotation and its basic statistics. Section 5 illus-
trates and discusses the result of fine-tuning four
language models using CAraNER. We conclude
the paper in section 6.

2 Related Work

Previous works on NER can be divided into two
categories: building named-entity-tagged corpora
and building NER models. In this section, we focus
on previous work on building named-entity tagged
Arabic corpora. Previous works on building named-
entity corpora cover a variety of languages, genres,
and domains. These studies focused on many tag
sets that differ according to the application and do-
main requirements. Some corpora in the literature
cover general-purpose tag sets from broad domains
such as newswire and Wikipedia. In contrast, oth-
ers focus on specific tag sets, such as the medical
domain. Most previous studies include the four
named-entity tags: Person, Location, Organization,
and Miscellaneous.

The interest in building Arabic NER corpora
dates back to the 2000s. One of the earliest stud-
ies for building an Arabic named-entity annotated
corpus is the ACE 2004 Multilingual Training Cor-
pus (Mitchell et al., 2005). The ACE 2004 corpus
is developed by LDC and contains text in Arabic,
Chinese, and English, covering a variety of genres.
It was annotated for many NLP tasks, including
named entity recognition and relation extraction.
The ACE 2004 entity tags are Person (PER), Geo-
Political Entity (GPE), Organization (ORG), and
Facility (FAC). The size of the Arabic portion of
ACE 2004 is around 10K tokens and collected from
newswire texts.

Another LDC-licensed multilingual corpus is
Ontonotes 5 (Weischedel et al., 2013), which is
collected from various genres, including newswire
and conversational telephone speech in three lan-
guages: Arabic, Chinese, and English. The Arabic
portion of Ontonotes 5 contains around 300K to-
kens. Similar to our corpus, the Arabic Ontonotes
5 corpus was collected only from newswire sources
in Modern Standard Arabic (MSA) and annotated
with 18 entity types.

The ANERcorp corpus (Benajiba et al., 2007)
is collected from Modern Standard Arabic media
texts. It contains around 150K tokens tagged with
four entity types: person, organization, location,
and miscellaneous.

For genres other than newswire, Mohit et al.
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(2012) developed the American and Qatari Model-
ing of Arabic (AQMAR) corpus for Wikipedia arti-
cles. It consists of 74K tokens tagged with domain-
specific categories covering four topics: technol-
ogy, science, history, and sports. Salah and Zakaria
(2018) developed the Classical Arabic Named En-
tity Recognition Corpus (CANERCorpus) for text
for the Islamic Hadith. It contains around 72K to-
kens tagged with categories relevant to the field,
such as “Prophet”.

Darwish and Gao (2014) have developed the first
NER dataset for Arabic Tweets. Their dataset com-
prises 5,069 tweets tagged with three tags, namely:
person, location, and organization. Recently, Jarrar
et al. (2022) released the Nested Arabic Named
Entity Corpus (Wojood). Wojood comprises 550K
tokens from Modern Standard Arabic (MSA) and
different Arabic dialects. Wojood annotated with
21 entity types, including person, organization, lo-
cation, product, and unit. Wojood is the largest Ara-
bic NER dataset and the first Arabic NER dataset
using nested tagging.

The most important factor that may distinguish
the CAraNER dataset is that it was sampled from
the COVID-19 period. Regarding the CAraNER
size (∼50K tokens), we are working to increase its
size to reach a level that can produce good results
using state-of-the-art machine learning algorithms,
specifically neural language models.

3 Annotation Platform

The motivation behind the development of Wassem
is the shortage of open source annotation platforms
suitable for Arabic NLP annotation tasks such as
word segmentation and diacritization. We designed
Wassem to help in the following tasks: a) Text and
sentence annotation for applications such as text
classification and sentiment analysis, b) Sequence
annotation for applications like NER and POS tag-
ging, c) Subword annotation for applications like
Arabic words segmentation, and d) for Arabic word
diacritization.

Wassem has four main functions, which are de-
scribed as follows:

a. Annotation task initialization: The system
administrator is responsible for this function.
Four steps are needed to complete this process
as follows: First, the administrator needs to
define the list of tags used for the annotation
task, with a brief description for each tag if
they do not exist before in the database. Also,

the administrator can attach a list of words
with fixed tags such that the corresponding
tag for each word in the list does not change
when the context changes; this accelerates the
annotation process. For example, for POS
tagging, this list may include particles and
prepositions such as “Y��” (to), “��” (about),
“�k�” (but) or part of the most frequent words
in the data that have the same characteristic,
i.e., they have fixed tags such as “¢l��” (Al-
lah), “�A�” (Said), “Y��” (To). The system
will automatically annotate words with their
corresponding tags in the list such that the
user does not need to consider them during
manual annotation. Such lists of words and
their fixed tags can be used in the future for
other annotation tasks. Second, the system
currently provides manual annotation on the
document level and word level. Based on the
type of annotation task, the system adminis-
trator should determine the level of the task.
The difference between the two levels is the
text unit that will be annotated with the tag.
Hence, in the case of the document level, a la-
bel will be assigned to the entire sentence/text,
for example, sentiment analysis on the doc-
ument level. In contrast, for the word-level
annotation, each word/token in the text will be
labeled with a tag, for example, POS tagging.
Moreover, for the case of word-level annota-
tion, the administrator should specify if the
task is a segmentation, diacritization, or tag-
ging the whole token (e.g., NER). Third, the
administrator needs to provide a description of
the annotation tasks and identify the minimum
number of annotators who can participate in
the task. The system can automatically assign
a final label using the majority vote if there
are three or more annotators. Fourth, the ad-
ministrator should upload the raw data that
will be tagged if it was not in the system be-
fore (i.e., used previously on other annotation
tasks), and link this annotation task with the
appropriate list of tags.

b. Annotation task assignment: After creating
the annotation task, the administrator should
assign it to the annotators. The administrator
can add new annotators or select annotators
already existing in the system. Wassem’s web-
site provides a link to a registration form for
volunteer annotators where they need to pro-
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Figure 1: An example of a word-level annotation task (POS tagging) on Wassem.

vide their contact information, gender, age,
and educational background. Such informa-
tion will help the administrator to identify the
best annotators for each annotation task.

c. Annotation process: When the annotator
starts the annotation process for the first time,
the system will welcome her/him and provide
them with a description of the annotation task
and a description for each tag. Then the sys-
tem will display the data for the annotator to
start annotating it. To keep the user concen-
trated on the annotation task, the system uses
three colors for the words in the displayed
sentence during annotation:

• Red: highlights the word that is being
annotated.

• Gray: indicates the word that was labeled
automatically by the system using a pre-
defined list of words and their tags.

• Green: for the rest of the words.

Figure 1 shows an example of word-level an-
notation for a simple Arabic POS annotation
task.

d. Exporting data: Finally, the annotated data
can be exported in a CSV file format. The
system applies the majority voting approach
to determine the final tags for each example.
If there is no agreement (i.e., tie), the final
tag will be set as “No_agr”. In the case of
uncompleted tasks (i.e., some annotators have
not completed their tasks yet), the system will
set the tag as “Not_Annot” to the examples
which are not annotated yet.

4 Data

In this section, we describe our work to prepare the
raw data for the annotation process, the tagset used
for annotation, the annotators’ training and anno-
tation process, and the final data after annotation.
We made the dataset is available for free download
on GitHub 1.

4.1 Data Preparation
The raw CAraNER data is randomly selected sen-
tences from 826,323 Modern Standrad Arabic
(MSA) texts that constitute Saudi Arabia newspa-
pers in AraNPCC (Al-Thubaity et al., 2022). AraN-
PCC comprises more than 1.7 million texts auto-
matically collected from the newspapers of 12 Arab
countries for one year before the COVID-19 pan-
demic and two years during the pandemic (from 1
January 2019 until 31 December 2021). We focus
on the Saudi part of the AraNPCC corpus as we
had the chance to hire annotators only from Saudi
Arabia, who are more familiar with the local named
entities such as town names.

To prepare the data for annotation, we followed
the following steps:

4.1.1 Texts Selection
There are 8 Saudi newspapers in AraNPCC. The
texts from these eight newspapers are categorized
into 19 classes: health, corona, culture, economy,
international, local, opinion, society, sport, politics,
technology, journal, last page, lifestyle, main, reli-
gion, story, women, and not classified. Each Saudi
newspaper has its own classification system, so not
all these classes are available in every Saudi news-
paper. For each year (2019, 2020, and 2021) and

1https://github.com/kacst-ncdaai/caraner
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from each of the eight newspapers, we randomly
selected 6 texts from each class. Finally, we got
1,271 texts comprising 322,907 tokens. The num-
ber of tokens exceeds our need for this stage of
the project; however, it will allow us to extend our
work in the future.

4.1.2 Preprocessing
Instead of annotating the entire text, we prepro-
cessed each text and divided it into sentences.
Building a NER system based on sentences will
allow all ML algorithms to handle the input data
easily and will make the data more diverse. For
each text, we carried out the following steps to
achieve our goal:

a) Replace each new line marker “\n” with a
space.

b) Replace each URL with a special marker
“<link>”.

c) Remove Arabic diacritics.

d) Replace repeated punctuation marks such as
“!”, “?”, “.” and “-” with a single punctuation
mark of its kind.

e) Separate punctuation marks from words by a
space and parentheses from words and num-
bers by a space.

f) The above step will affect the dots that come
after the title abbreviations of Doctor “. ”
(Dr.), Engineer “.� (Eng.), Professor “.�” or
“.�” (Prof.), which will negatively affect the
process of sentence segmentation. So, we re-
place each dot after these abbreviations with
a special marker “/”.

g) We use the sent_tokenize(text) function in the
NLTK python package to segment the text
into sentences. This step will produce a list of
sentences.

h) Select sentences with a length of more than
10 characters.

i) Replace “/” that comes after “� ,� ,� , ” with
a dot “.” on the selected sentences and save
them in a list. This step allows us to preserve
these abbreviations.

Applying the above steps for all texts produced
8,371 sentences comprising 370,138 words. We

shuffled these sentences randomly and saved them
in 75 text files, each file compromising approxi-
mately 5,000 words. Note that the preprocessing
steps increase the number of words due to the ap-
plication of step “e” mentioned above. Dividing
the produced sentences into separate files (75) al-
lows managing the annotation process as batches
and handle any misconceptions or mistakes by the
annotators during the revision of the annotation
process for each batch before the beginning of the
next batch.

4.2 Tagset

For CAraNER we choose the following tags:

• PER: person names such as “dm��” (Mo-
hamad); nicknames such as “­Cw� w��”
(Nora’s brother) and “^�A���” (Al-Jahiz).

• TIT: job title such as “º�CEw��Hl��Hy¶C”
(Prime Minister); military and civilian ranks
“©r�� �¤� �§r�” (Admiral); academic or
professional title such as “xdnhm��” (engi-
neer); political or social title such as “	�A}
¨klm�� wms��” (His Royal Highness).

• LOC: countries such as “rO�” (Egypt); re-
gions, provinces, cities, and villages such as
“�¤ry�” (Beirut); landmarks and sites such
as “º�r� CA� (Cave of Hira).

• ORG: government and commercial organiza-
tions and bodies such as “T§ w`s�� T·yh��
¨�AnW}¯� ºA�@��¤ �A�Aybl�” (Saudi Data
and Artificial Intelligence Authority); sports
clubs such as “�FA�wy� �§r�” (Newcas-
tle United Football Club); international bod-
ies such as “Ty�rtl� Ty�r`�� Tm\nm��
�wl`��¤ T�Aq���¤” (Arab League Educa-
tional, Cultural and Scientific Organization);
countries and capitals as political entities such
as “
r�m��” (Morocco) in such a following
context: “.... A¡CAkntF� �� 
r�m�� 
�r��”
(Morocco has expressed its disapproval ....).

• MIS: For other named entities (miscella-
neous). It includes but is not limited to
diseases such as “19-dy�w�” (COVID-19),
medicines and chemical compounds such as
“�y�¤Cwl�” (Chloroquine); events such
as “2020 wbs��” (Expo 2020); Curren-
cies such as “¨��CA�� �¡C (Arab Emi-
rates Dirham); beliefs and ideologies such as
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“TyV�rqm§d��” (Democracy); products such
as “¤r�  Ab§�” (iPad Pro); measurement units
such as “��r� wly�” (Kg); regulations and
laws such “¨�¤d�� dy�� ­r�  w�A�” (in-
ternational handball federation regulations);
tribes such as “	l��” (Taghlib).

Since the named entities can be in chunks with
more than one word, we adopt the most used tag-
ging format for NER: Inside–Outside–Beginning
(IOB) format such that tags will be prefixed either
with “I” or “B”. The non-named entities will be
tagged as “O”.

In addition to these tags, we use the “N” tag
to indicate when the annotator can not determine
the right tag for a given word. This tag helps us
track the annotators’ learning curve and highlight
the difficulties they may face during the annota-
tion process. In total, the annotators will work
on 12 tags, namely: B_PER, I_PER, B_TIT, I_TIT,
B_LOC, I_LOC, B_ORG, I_ORG, B_MIS, I_MIS,
O, and N. The N tag does not appear in the final
revised tags for the dataset, as it is revised by other
annotators.

4.3 Annotation Process

We have hired five annotators for the annotation
process of CAraNER. All annotators are Saudi na-
tionals, two males and three females, in the final
semester of their university undergraduate study,
and all were around 21 years old.

We followed the following steps to train the an-
notators:

• We introduced the problem of NER to the
annotators.

• We introduced different examples of each tag
and discussed them with annotators.

• We asked each annotator, based on their first
impression, to annotate three short sentences
and ask the other annotators if they agreed or
disagreed and why. This discussion allowed
us to clarify several issues regarding the anno-
tation process to the annotators.

• We provided the annotators with 25 sentences
and asked them to annotate them. Further-
more, we asked the annotators not to discuss
the annotation process with each other to re-
duce cognition bias.

• We reviewed the annotation results with the
annotators, gave them our feedback, and an-
swered their questions and ambiguities regard-
ing tags.

• We train the annotators on Wassem.

The training process for annotators took more
than two weeks. After the annotators’ training,
we provide each annotator with one batch at the
beginning of the week. Then, we ask them to an-
notate the batch during the week using Wassem
unless they feel tired, bored, or sick. We do so to
assure the quality of the annotation. In the follow-
ing week, we annotate the same five batches as the
previous week, but each annotator will annotate
another batch. By the end of the second week, each
batch will be annotated by two annotations. Within
five weeks, the annotators were able to annotate 27
batches.

After annotating a batch, we asked all annotators
to discuss the disagreement cases and to agree on a
decision regarding a disagreement case.

The data shows that there are 2,949 disagree-
ment cases (5.3%) during the annotation process,
i.e., the annotators agreed on 94.7% of annotation
examples. Furthermore, the annotated data shows
that there were 506 cases (0.9%) where a single
annotator could not determine the tag for a given
word. 21 of these words were shared between two
annotators. All these cases were resolved each
week during the process of annotation revision.

4.4 Statistics

The statistics on the data show that the CAraNER
corpus comprises 55,389 tokens distributed over
1,278 sentences containing 3,813 named entities.
Table 1 illustrates the distribution of named entities
and examples of each named entity type. Note that
the percentage of words that have “O” tags in the
dataset is 84.5%.

5 Evaluation

NER is usually treated as a sequence labeling prob-
lem. In the literature, early studies used CRF mod-
els (Konkol and Konopík, 2013). Later, deep learn-
ing sequence models such as LSTMs have been
used in many studies for NER (Zhang and Yang,
2018). More recently, pre-trained language models
have been used to model NER, and they outperform
previous models (Yohannes and Amagasa, 2022).
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Tag % Examples

PER 19.3%

,z§z`��db� ��  AmlF ,¨�A`mO�� dy�¤ ,dh� �� d�A� ,xw§CA�A�
,¨��dm��� x�r� w�� ,©w§r��� d�A� 
n� �w� ,¤d�A�¤C w�AytFr�
. d§A� w� , A�¤ C� 	yV 	�C ,z§z`��db� ��  AmlF �� dm��
Makarios, Khalid bin Fahd, Walid Al-Samaani, Salman bin Abdulaziz,
Cristiano Ronaldo, Nouf bint Khalid Al-Jeriwi, Abu Firas Al-Hamdani,
Mohammed bin Salman bin Abdulaziz, Recep Tayyip Erdogan, Joe Biden

TIT 21.4%

,Cwt�d�� ,�d`�� r§E¤ ¨�A`� ,ry�±� ,¨}rbq�� Hy¶r�� ,¨ty�ws�� ryfs��
�yf§rK�� �y�r��� � A� ,TFdnhm�� ,A�wn� ©@yfnt�� Hy¶r�� ,�yK�� TlyS�
Soviet Ambassador, Cypriot President, Emir, Honorable Minister of Justice, Dr.,
Sheikh, CEO of Nova, Engineer, Custodian of the Two Holy Mosques

LOC 12.9%

, wFw� ,Ayb�w�w� ,�rf�� © �¤ ,�AmJ  d`� ,��r��� d�sm��

C�� , Cw� �rs� ,Ty�AmK�� An§¯¤CA� T§¯¤ ,©¤¯A� ­ry�� ,­r¡Aq��
Al-Masjid Al-Haram, Ma’aden Shemam, Wadi Al-Fara’, Columbia, Lawson,
Cairo, Lake Malawi, North Carolina, Nord Theater, Ma’rib

ORG 25.0%

,�z�E AyqF ­C� � ,Tyl��d�� ­C�E¤ ,¨·yb�� ��±� ��w� , �w�³� T�Am� ,�wbsy�
T§A�wl� ¨nVw�� z�rm�� ,¨�AnW}¯� ºA�@��¤ �A�Aybl� T§ w`s�� T·yh��
¨k§r�±� xr��wk�� ,�w�rfy� ,¨�w��� �AyKyl� ,Aht��Ak�¤ |�r�±� ��
Facebook, Brotherhood, Environmental Security Forces, Ministry of Interior,
Zamzam Water Department, Saudi Authority for Data and Artificial Intelligence,
National Center for Disease Prevention and Control, Houthi militias, Liverpool,
US Congress

MIS 21.4%

,Tl¡A� Tlyb� ,TSf�� ,Ty�Aml`�� ,d�tsm�� A�¤Cw� x¤ry� ,�z�E ºA�
,T§ w`s�� �®��  A�rh� ,©rks�A,Anl�w� ,AyF� �AW�� ©C¤ 
Ty�znm�� T�Am`l� Cw�±� T§Am� �A\�
Zamzam water, the emerging coronavirus, secularism, silver, the Bahla tribe,
the Asian Champions League, Tawakkalna, diabetes, the Saudi Film Festival,
the wage protection system for domestic workers.

Table 1: Named entities distribution with examples from the CAraNER corpus.

We evaluate the CAraNER dataset by fine-
tuning four BERT-based language models: bert-
base-multilingual-cased (baseline), AraBERTv0.2-
large, CAMeLBERT-MSA, and GigaBERT-v4. All
of these models are based on BERT-base except
AraBERT, which is based on BERT-large.

We fine-tuned the language models on the
Google Colab platform using Tesla GPUs. We
considered the following for experimentation setup
for all models:

• From Huggingface, we used transformers
v4.21.1, AutoTokenizer, and BertForToken-
Classification libraries.

• We use AdamW for optimization with learning
rate = 3e-5.

• We split data into 80% for training and 20%
for testing (randomly selected).

• We select the number of Epochs = 16.

• We set the value for Max_grad_norm = 1.0.

• We set sentence_max_length = 295 (length of
the longest sentence in the corpus).

• We choose batch size = 4.

Model Acc. Prec. Recall F1
mBERT 0.95 0.78 0.77 0.77
AraBERT 0.97 0.86 0.86 0.86
CAMeLBERT 0.96 0.83 0.86 0.84
GigaBERT 0.96 0.81 0.8 0.8

Table 2: Performance measures (accuracy, macro aver-
aged precision, recall, and F-1) for the fine-tuned lan-
guage models. mBERT: bert-base-multilingual-cased.

Table 2 shows the performance measures (macro
avg) for the four fine-tuned language models. We
consider the macro F1 measure when compar-
ing the models. The results suggest that the
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Tag mBERT AraBERTv0.2-large CAMeLBERT-MSA GigaBERT-v4
B-LOC 0.63 0.75 0.71 0.71
B-MIS 0.61 0.74 0.69 0.64
B-ORG 0.69 0.83 0.85 0.8
B-PER 0.89 0.97 0.94 0.91
B-TIT 0.86 0.92 0.88 0.86
I-LOC 0.61 0.76 0.78 0.74
I-MIS 0.58 0.64 0.64 0.55
I-ORG 0.79 0.9 0.91 0.82
I-PER 0.94 1 0.98 0.97
I-TIT 0.9 0.91 0.93 0.85
O 0.98 0.99 0.98 0.98

Table 3: F1 measure for each named entity tag. mBERT: bert-base-multilingual-cased.

AraBERTv0.2-large language model outperforms
the other models followed by CAMeLBERT-MSA.

The superiority of the AraBERT over other mod-
els can be explained by the fact that AraBERTv0.2-
large is much larger than the other models. In
particular, AraBERTv0.2-large has 371M param-
eters, whereas the other models are based on the
smaller model BERT-base, which has less than half
this number of parameters. However, we observe
that CAMeLBERT-MSA achieved a comparable
performance by only using less than half of the
model size. This relatively good performance of
CAMeLBERT-MSA can be attributed to the size of
the data on which the model was trained compared
to the other models.

From these results, we observe that all models
achieved an accuracy score of more than 95%. This
can be attributed to the fact that most of the words
have an “O” tag, which makes it easy to achieve
such a high accuracy score. In particular, only
3,813 (∼7%) out of 55,389 tokens are named enti-
ties, and 51,576 (∼93%) of the tokens are not.

Table 3 shows the F1 score of the four fine-tuned
models on CAraNER for each tag. The results show
that all models have the same relative performance
order for named entity tags. We observe that the
best performance was on the PER tag, followed by
the TIT, ORG, LOC, and MIS tags, respectively.
The relatively high performance on the PER and
TIT tags is probably due to the repetition of public
figures’ person names and their titles in newspa-
pers. For the ORG and LOC tags, the errors were
due to wrong identification for the beginning of
their named entities. The low performance of the
MIS tag can be attributed to the diversity of named
entities it contains.

6 Conclusion

In this paper, we introduced a web-based anno-
tation platform for Arabic NLP (Wassem) and a
new dataset for Arabic NER (CAraNER) annotated
with five tags (PER, TIT, LOC, ORG and MIS)
using Wassem. Experimentation on four BERT-
based language models shows that fine-tuning
AraBERTv0.2-large on CAraNER gives the best
results among the other models, with a 0.86 macro
F-1 score. Also, the relatively good performance of
CAMeLBERT-MSA (0.84 macro F-1 score) may
suggest that using large and diverse datasets for pre-
training smaller language models (i.e., BERT-base)
gives similar performance to larger models (i.e.,
BERT-large) pre-trained on smaller datasets. In
the future, we plan to double the size of CAraNER
to improve the performance and experiment with
different Arabic language models.
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Abstract

Most existing proposals about anaphoric zero

pronoun (AZP) resolution regard full mention

coreference and AZP resolution as two indepen-

dent tasks, even though the two tasks are clearly

related. The main issues that need tackling to

develop a joint model for zero and non-zero

mentions are the difference between the two

types of arguments (zero pronouns, being null,

provide no nominal information) and the lack

of annotated datasets of a suitable size in which

both types of arguments are annotated for lan-

guages other than Chinese and Japanese. In

this paper, we introduce two architectures for

jointly resolving AZPs and non-AZPs, and eval-

uate them on Arabic, a language for which, as

far as we know, there has been no prior work

on joint resolution. Doing this also required

creating a new version of the Arabic subset of

the standard coreference resolution dataset used

for the CoNLL-2012 shared task (Pradhan et al.,

2012) in which both zeros and non-zeros are

included in a single dataset.

1 Introduction

In pronoun-dropping (pro-drop) languages such

as Arabic (Eid, 1983), Chinese (Li and Thomp-

son, 1979), Italian (Di Eugenio, 1990) and other

romance languages (e.g., Portuguese, Spanish),

Japanese (Kameyama, 1985), and others (Young-

Joo, 2000), arguments in syntactic positions in

which a pronoun is used in English can be omitted.

Such arguments–sometimes called null arguments,

empty arguments, or zeros, and called anaphoric

zero pronouns (AZP) here when they are anaphoric,

are illustrated by the following example:

يلودلارمتؤمللهتسامحمدعيهشوبنعىرخألاةقرافملا...

...افلتخماعامتجا*ديري،ةيادبلانمشوبنأل،

Ironically, Bush did not show any enthusiasm for the inter-

national conference, because Bush since the beginning, (he)

wanted to attend another conference ...

In the example, the ’*’ is an anaphoric zero

pronoun–a gap replacing an omitted pronoun which

refers to a previously mentioned noun, i.e. Bush.1

Although AZPs are common in pro-drop lan-

guages (Chen and Ng, 2016), they are typically

not considered in standard coreference resolution

architectures. Existing coreference resolution sys-

tems for Arabic would cluster the overt mentions

of Bush, but not the AZP position; vice versa, AZP

resolution systemswould resolve the AZP, to one of

the previous mentions, but not other mentions. The

main reason for this is that AZPs are empty men-

tions, meaning that it is not possible to encode fea-

tures commonly used in coreference systems–the

head, syntactic and lexical features as in pre-neural

systems. As a result, papers such as (Iida et al.,

2015) have shown that treating the resolution of

AZPs and realized mentions separately is beneficial.

However, it has been shown that the more recent

language models and end-to-end systems do not

suffer from these issues to the same extent. BERT,

for example, learns surface, semantic and syntac-

tic features of the whole context (Jawahar et al.,

2019) and it has been shown that BERT encodes

sufficient information about AZPs within its layers

to achieve reasonable performance (Aloraini and

Poesio, 2020b,a). However, these findings have

not yet led to many coreference resolution mod-

els attempting to resolve both types of mentions in

a single learning framework (in fact, we are only

aware of two, (Chen et al., 2021; Yang et al., 2022),

the second of which was just proposed) and these

have not been evaluated with Arabic.

In this paper, we discuss two methods for jointly

clustering AZPs and non-AZPs, that we evaluate

on Arabic: a pipeline and a joint learning architec-

ture. In order to train and test these two architec-

tures, however, it was also necessary to create a

1We use here the notation for AZPs used in the Arabic
portion of OntoNotes 5.0, in which AZPs are denoted as * and
we also use another notation which is *pro*.
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new version of the Arabic portion of the CoNLL-

2012 shared task corpus in which both zeros and

non-zeros are annotated in the same documents. To

summarize, the contributions of this paper are as

follows:

• We introduce two new architectures for resolv-

ing AZPs and non-AZPs together, the pipeline

and the joint learning architecture. One of

our architectures, the joint learning, outper-

forms the one existing joint end-to-end model

(Chen et al., 2021) when resolving both types

of mentions together.

• We create an extended version of the Ara-

bic portion of CoNLL-2012 shared task in

which the zero and non-zero mentions are rep-

resented in the same document. The extended

dataset is suitable for training AZPs and non-

AZPs jointly or each type separately.

2 Related Work

Most existing works regard coreference resolu-

tion and AZP resolution as two independent tasks.

Many studies were dedicated to Arabic coreference

resolution using CoNLL-2012 dataset (li, 2012;

Zhekova andKübler, 2010; Björkelund andNugues,

2011; Stamborg et al., 2012; Uryupina et al., 2012;

Fernandes et al., 2014; Björkelund and Kuhn, 2014;

Aloraini et al., 2020; Min, 2021), but AZPs were ex-

cluded from the dataset so no work considered them.

Aloraini and Poesio (2020b) proposed a BERT-base

approach to resolve AZPs to their true antecedent,

but they did not resolve other mentions.

There have been a few proposals on solving the

two tasks jointly for other languages. Iida and

Poesio (2011) integrated the AZP resolver with

a coreference resolution system using an integer-

linear-programming model. Kong and Ng (2013)

employed AZPs to improve the coreference resolu-

tion of non-AZPs using a syntactic parser. Shibata

and Kurohashi (2018) proposed an entity-based

joint coreference resolution and predicate argu-

ment structure analysis for Japanese. However,

these works relied on language-specific features

and some assumed the presence of AZPs.

There are two end-to-end neural proposals about

learning AZPs and non-AZPs together. The first

proposal is by Chen et al. (2021) who combined

tokens and AZP gaps representations using an en-

coder. The two representations interact in a two-

stage mechanism to learn their coreference infor-

mation, as shown in Figure 5. The second pro-

posal, just published, is by (Yang et al., 2022), who

proposed the CorefDPR architecture. CorefDPR

consists of four components: the input representa-

tion layer, coreference resolution layer, pronoun

recovery layer and general CRF layer. In our ex-

periments, we only compared our results with the

first proposal because the second system was only

evaluated on the Chinese conversational speech of

OntoNotes2 and the model is not publicly available

which makes it difficult to compare our results with

theirs.

3 An Extended Version of the CoNLL

Arabic dataset with AZPs

The goal of the CoNLL-2012 coreference shared

task is to learn coreference resolution for three lan-

guages (English, Chinese and Arabic). However,

AZPs were excluded from the task even though they

are annotated in OntoNotes Arabic and Chinese.

This was because considering AZPs decreased the

overall performance on Arabic and Chinese(Prad-

han et al., 2012), but not on English because it is

not a pro-drop language (White, 1985). So in order

to study joint coreference resolution for explicit

mentions and zero anaphors, we had to create a

novel version of the CoNLL-2012 dataset in which

AZPs and all related information are included. The

CoNLL-2012 annotation layers consists of 13 lay-

ers and they are in Appendix A.

Existing proposals evaluated their AZP systems

using OntoNotes Normal Forms (ONF)3. They are

annotated with AZPs and other mentions; however,

they are not as well-prepared as CoNLL-2012. To

create a CoNLL-like dataset with AZPs, we ex-

tract AZPs from ONF and add them to the already-

existing CoNLL files. The goal of the new dataset

is to be suitable for clustering AZPs and non-AZPs,

and can be compared with previous proposals that

did not consider AZPs and as well as with future

works that consider them.

To include AZPs and their information (e.g., Part-

of-Speech and parse tree) to CoNLL-2012, we can

use ONF. However, while adding AZPs to the clus-

ters, we realized that there is one difficulty:some

2The TC part of the Chinese portion in OntoNotes.
3The OntoNotes Normal Form (ONF) was originally meant

to be an human-readable integrated representation of the mul-
tiple layers in OntoNotes. However, it has been used by many
as a machine readable representation–as it is also more or less
true–to extract annotations, primarily zeros that are typically
excluded from the traditional CoNLL tabular representation.
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Figure 1: A screenshot of OntoNotes Normal Forms (onf). Chain 71 is not considered part of a CoNLL-2012 shared

task because the cluster would become a singleton when we remove the AZP (denoted as *).

coreference chains only exist in ONF, but not in

CoNLL-2012. These are clusters consisting of only

one mention and one AZP, as in the example illus-

trated in Figure 1. Chain 71 has two mentions, an

AZP (denotedwith *) and amention. Since CoNLL-

2012 does not consider AZPs in coreference chains,

this cluster would only have a single mention be-

cause CoNLL-2012 removed AZPs (these clusters

are known as singletons, contains only one men-

tion). Our new dataset includes AZPs; therefore,

such clusters should be included. To add them to

the existing CoNLL-2012, we have to assign them

a new cluster. We did this by writing a script that

automatically extracts AZPs from ONF and adds

them in CoNLL-2012 following these steps:

1. Finds all clusters that have AZPs in ONF and

extracts AZPs.

2. Each extracted AZP is either:

(a) Clustered with two or more mentions:

For this case, CoNLL has already as-

signed a coreference-chain number and

we assign the AZP to the same number.

(b) Clusteredwith only onemention: We cre-

ate a new cluster that include the single

mention and the AZP.

3. Adds the AZP and writes other relevant infor-

mation, such as, Part-of-Speech, syntax, and

all the annotation layers.

Adding AZPs to CoNL-2012 is beneficial to

learn how to resolve them with other mentions or

can be useful for future CoNLL-shared tasks and

any other related NLP task. After preparing the

new CoNLL dataset as discussed, we used it to

train the joint coreference model. This new version

Category Training Development Test

Documents 359 44 44

Sentences 7,422 950 1,003

Words 264,589 30,942 30,935

AZPs 3,495 474 412

Table 1: The documents, sentences, words and AZPs of

the extended version of CoNLL-2012. We follow the

same split as in the original CoNLL-2012 for training,

development and test.

of Arabic OntoNotes will be made available with

the next release of OntoNotes. The distribution

of documents, sentences, words, and AZPs of this

extended dataset are in Table 1.

4 The Models

Earlier proposals resolved AZPs based on the an-

tecedents that are in the same sentence as the AZP

or two sentences away (Chen and Ng, 2015, 2016;

Yin et al., 2016, 2017; Liu et al., 2017; Yin et al.,

2018; Aloraini and Poesio, 2020b). However, it

has been shown that learning mention coreference

in the whole document is beneficial for AZP res-

olution (Chen et al., 2021). Therefore, we apply

two novel methods for resolving AZPs using clus-

ters and coreference chains. The pipeline resolves

AZPs based on the output clusters from the coref-

erence resolution model while the joint learning

learns how to resolve AZPs from the coreference

chains, we show an example of these two in Figure

2. In the example, the pipeline resolves AZPs to

clusters, instead of mentions and the joint learning

finds the coreference chains for mentions, including

AZPs. Earlier proposals suffered from two main

problems. First, they consider a limited number

of candidates (i.e mentions in two sentences away
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from the AZP) as possible true antecedents; how-

ever, the true antecedent might be far away from

the AZP. Second, other mentions can share salient

context as the true antecedent which can introduce

more noise to the learning. Our methods mitigate

these problems by considering all mentions in the

document and employing more relevant informa-

tion. The pipeline resolves AZPs based on clusters

which decreases dramatically the number of AZP

candidates. The joint learning resolves AZPs us-

ing coreference chains which incorporates broader

context for AZPs, insufficient contexts results in

many errors (Chen and Ng, 2016).

4.1 The Pipeline Model

In a pipeline setting, the inputs are the extended

version of CoNLL, the one we described in Section

3. Each file consists of multiple sentences and we

follow the same splits in CoNLL-2012 (Pradhan

et al., 2012) for train, development and test. We

initially fed the documents for training into two

models: coreference resolution and AZP identifi-

cation. We used the Arabic coreference resolution

by (Aloraini et al., 2020) and the proposed AZP

identification by (Aloraini and Poesio, 2020a). The

outputs of coreference resolutions are clusters and

each one has its own mentions. The outputs of the

AZP identification are the predicted gap positions

of AZPs. The AZP resolution model by (Aloraini

and Poesio, 2020b) learns how to resolve the iden-

tified AZPs with their clusters. We show how we

represent the input in the following:

The input is a document with sentences separated

with periods, and has a total of n words. The input

does not consider AZPs initially, they are masked.

𝑖𝑛𝑝𝑢𝑡 = (𝑤1, 𝑤2, 𝑤3, ..., 𝑤𝑛) (1)

We first feed the input into the coreference res-

olution model which outputs the mention clusters,

𝑐1, 𝑐2, to the last cluster index, k.

𝑜𝑢𝑡𝑝𝑢𝑡_𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑠 = 𝑐𝑜𝑟𝑒𝑓_𝑟𝑒𝑠(𝑖𝑛𝑝𝑢𝑡) (2)

𝑜𝑢𝑡𝑝𝑢𝑡_𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑠 = (𝑐1, 𝑐2, ..., 𝑐𝑘) (3)

After finding the coreference clusters, the AZP

Identification model predicts the AZP positions in

two steps. First, the AZP identification uses a Part-

of-Speech tool to tag words and mark gaps after

verbs as potential AZPs. Second, AZP identifica-

tion classifies these marked gaps as AZPs or not.

Therefore, not every gap between words has an

AZP. For example, in (5) there is no AZP between

the words 𝑤2 and 𝑤3, but there is one between 𝑤1
and 𝑤2 (i.e. 𝑎𝑖). We find AZP locations and extract

their positions.

𝑖𝑛𝑝𝑢𝑡_𝑤𝑖𝑡ℎ_𝑎𝑧𝑝 = 𝐴𝑍𝑃_𝐼𝑑(𝑖𝑛𝑝𝑢𝑡) (4)

𝑖𝑛𝑝𝑢𝑡_𝑤𝑖𝑡ℎ_𝑎𝑧𝑝 = (𝑤1, 𝑎𝑖, 𝑤2, 𝑤3, ..., 𝑤𝑛) (5)

𝐴𝑍𝑃 𝑠 = (𝑎𝑖, ..., 𝑎𝑘) (6)

𝑠𝑠 = 𝑠𝑎𝑚𝑒_𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒(𝑎𝑖, 𝑐𝑗) (7)

𝑐𝑑 = 𝑎𝑧𝑝_𝑐𝑙𝑢𝑠𝑡𝑒𝑟_𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑎𝑖, 𝑐𝑗) (8)

𝐴𝑍𝑃𝑖 = (𝑎𝑖_𝑝𝑟𝑒, 𝑎𝑖_𝑛𝑒𝑥𝑡, 𝑠𝑠, 𝑐𝑑) (9)

We follow the same representation for AZPs as

(Aloraini and Poesio, 2020b):

• embeddings for previous word to AZP.

• embeddings for next word to AZP.

• Whether the AZP and the candidate entity (rep-

resented either as the last mention or first men-

tion) are in the same sentence or not.

• The distance between the AZP and its cluster

representation.

The four features are concatenated, as shown in (9).

Clusters can be represented in different ways,

including, e.g, the representation of the first men-

tion or the last mention. We found empirically that

representing clusters with the nearest mention to

the AZP (the last added mention to the cluster) pro-

duces better results.

𝑐𝑖 = {𝑚1, 𝑚2, ..., 𝑚𝑧} (10)

𝑐𝑖 = {
𝑚1 the first mention to represent 𝑐𝑖

𝑚𝑧 the last mention to represent 𝑐𝑖

(11)

Next, the AZP and cluster representations are

joined together through a concatenation layer. The

variable input contains the concatenated representa-

tion of a mention pair - the AZP and its correspond-

ing cluster. The binary variable AZP res receives

input and is 1 if the AZP and the cluster corefer.

The model also outputs the final clusters.

The following equations specify how the output

of the network is computed:
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Figure 2: The input is a document and the asterisk * represents the AZPs in the text. For AZP resolution, The

pipeline resolves AZPs with the output clusters and the joint learning resolves AZPs based on coreference chains.

𝑖𝑛𝑝𝑢𝑡 = 𝑐𝑜𝑛𝑐𝑎𝑡(𝑐𝑖, 𝑎𝑗) (12)

𝑖𝑛𝑝𝑢𝑡 = [𝑐𝑖, 𝑎𝑗] (13)

𝑟𝑒𝑠𝑢𝑙𝑡𝑠 = 𝐴𝑍𝑃_𝑅𝑒𝑠(𝑖𝑛𝑝𝑢𝑡) (14)

𝑟𝑒𝑠𝑢𝑙𝑡𝑠 = (𝑟1, 𝑟2, ..., 𝑟𝑠) (15)

The variable results consists of the final clusters of

the resolved AZPs and non-AZPs. We show the

model architecture in Figure 3.

4.2 The Joint Learning Model

Our joint learning architecture learns to resolve

AZPs by using the explicitly represented AZP gaps.

This way, AZPs would be learned as any other overt

mention. In our extended CoNLL-2012 documents,

AZPs have the special identified *pro*. Table 2

shows an example of a CoNLL-2012 original sen-

tence and its extended version. However, we con-

sider AZPs only in the training phase when we

apply the coreference resolution model. At test

time, AZPs are not considered, same as in a real

life application. Instead, we use the AZP identifi-

cation model by (Aloraini and Poesio, 2020b) to

tag AZP gaps. After tagging, the input is ready for

clustering using the trained coreference resolution

model. This is how we represent the inputs for both

training and testing:

The input is a CoNLL-2012 document with many

sentences that has a set of n mentions. A mention

can be a word or an AZP tag (*pro*).

𝑖𝑛𝑝𝑢𝑡 = (𝑚1, 𝑚2, 𝑚3, ..., 𝑚𝑛) (16)

The variable input is fed into the coreference

resolution (coref_res) model which outputs clusters.

The clusters contain mentions and AZPs that refer

to the same entity.

𝑜𝑢𝑡𝑝𝑢𝑡_𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑠 = 𝑐𝑜𝑟𝑒𝑓_𝑟𝑒𝑠(𝑖𝑛𝑝𝑢𝑡) (17)

𝑜𝑢𝑡𝑝𝑢𝑡_𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑠 = (𝑐1, 𝑐2, ..., 𝑐𝑘) (18)

For the test phase, we assume a document is

not labeled with AZP tags, which reflects real-life

applications. Therefore, we first feed input into

the AZP identification (AZP_Id) which outputs in-

put_with_azp, that is input but with tagged AZPs.

The AZP identification is pre-trained on the train

set of CoNLL-2012 to detect AZP locations.

𝑖𝑛𝑝𝑢𝑡_𝑤𝑖𝑡ℎ_𝑎𝑧𝑝 = 𝐴𝑍𝑃_𝐼𝑑(𝑖𝑛𝑝𝑢𝑡) (19)

𝑖𝑛𝑝𝑢𝑡_𝑤𝑖𝑡ℎ_𝑎𝑧𝑝 = (𝑤1, 𝑎𝑖, 𝑤2, ..., 𝑚𝑛) (20)

After preparing input_with_azp, we feed it into

the trained coreference resolutionmodel which out-

puts the clusters.

𝑟𝑒𝑠𝑢𝑙𝑡𝑠 = 𝑐𝑜𝑟𝑒𝑓_𝑟𝑒𝑠(𝑖𝑛𝑝𝑢𝑡_𝑤𝑖𝑡ℎ_𝑎𝑧𝑝) (21)

𝑟𝑒𝑠𝑢𝑙𝑡𝑠 = (𝑟1, 𝑟2, ..., 𝑟𝑠) (22)
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Figure 3: The input without AZPs is fed into the Coreference Resolution and AZP identification models. The

outputs of the two models are clusters and AZPs respectively. Their representations are concatenated, and then their

coreference information is learned through the AZP Resolution model.

Original CoNLL-2012 sentence هسفنعضولايفاناك

Extended CoNLL-2012 sentence هسفنعضولايف *pro* اناك

Table 2: An example of how we explicitly represent AZPs.

The variable results has the resolved AZPs and

non-AZPs. We show the overall architecture in

Figure 4.

5 Evaluation metrics

5.1 Coreference resolution

For our evaluation of the coreference system, we

use the official CoNLL-2012 evaluation metrics

to score the predicted clusters. We report recall,

precision, and F1 scores for MUC, B3 and CEAF𝜙4
and the average F1 score of those three metrics.

5.2 AZP resolution

We evaluate AZP resolution in terms of recall and

precision, as defined in (Zhao and Ng, 2007):

𝑅𝑒𝑐𝑎𝑙𝑙 = 𝐴𝑍𝑃 ℎ𝑖𝑡𝑠
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐴𝑍𝑃𝑠 𝑖𝑛 𝐾𝑒𝑦

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝐴𝑍𝑃 ℎ𝑖𝑡𝑠
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐴𝑍𝑃𝑠 𝑖𝑛 𝑅𝑒𝑠𝑝𝑜𝑛𝑠𝑒

Key represents the gold set of AZP entities in

the dataset, and Response represents the predicted

resolved AZPs. AZP hits are the reported resolved

AZP positions in Responsewhich occur in the same

position as in Key.

6 Training Objectives

6.1 Pipeline

The training objective of the AZP identification is

binary cross-entropy loss, as introduced in (Aloraini

and Poesio, 2020a):

L(θ) = − 1
𝑁

𝑁
∑
𝑖=1

[𝑦𝑖 log ̂𝑦𝑖 + (1 − 𝑦𝑖) log (1 − ̂𝑦𝑖)]

(23)

𝜃 is the set of learning parameters in the model.

N is the number of training samples in the extended

CoNLL-2012. 𝑦𝑖 is the true label i and ̂𝑦𝑖 is its

predicted label.

For the AZP resolution, the goal is to minimize

the cross entropy error between every AZP and its
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Figure 4: In the train phase, the model learns how to resolve mentions and AZPs. AZPs are represented with the

*pro* tag and treated like any other mention. The test phase predicts and tags AZPs locations. We use the model

proposed by (Aloraini and Poesio, 2020a) to find AZPs. The pretrained coreference resolution model is used in the

test phase to cluster mentions and AZPs.

Figure 5: Resolving AZPs and non-AZPs in an end-to-end model (Chen et al., 2021).

antecedents, as defined in Aloraini and Poesio’s

(2020b) model; however, we resolve AZPs with

clusters, instead of mentions:

L(θ) = −
𝑛

∑
𝑡∈𝑇

𝑘
∑
𝑐∈𝐶

𝛿(𝑎𝑧𝑝, 𝑐) log(𝑃 (𝑎𝑧𝑝, 𝑐)) (24)

T consists of the n training instances of AZPs,

and C represents the k candidate clusters from the

coreference resolution. �(azp, c) returns whether a

candidate cluster c is the correct one for the azp, or

not. log(P(azp, c) is the predicted log probability

of the (azp, c) pair.

The training objective of the coreference resolu-

tion is to optimize the log-likelihood of all correct

mentions (Lee et al., 2017), as the following :

L(θ) = log

𝑁
∏
𝑖=1

∑
̂𝑦∈𝒴(𝑖)∩G(𝑖)

𝑃 ( ̂𝑦) (25)

G represents the spans in the gold cluster that

includes i.

6.2 Joint Learning

In the joint learning, we only use the (24) for train-

ing. AZPs are treated as any other mention; there-

fore, they become part of the coreference resolution

learning objective. We also do not have to train the

AZP identification model because we only use the

AZP identification in the test phase and we use the

pre-trained one on the original CoNLL-2012 from

(Aloraini and Poesio, 2020a).
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CoNLL

Models
MUC B3 CEAF𝜙4

Average

R P F1 R P F1 R P F1 F1

Pipeline 62.9 70.7 66.5 57.3 65.6 61.2 61.1 64.5 62.7 63.5

Joint learning 65.2 75.5 70.0 62.6 68.3 65.3 64.8 67.7 66.2 67.1

Chen et al. (2021) 62.7 71.1 66.6 58.5 65.7 61.6 61.4 67.2 64.2 64.2

Table 3: Resolving AZPs and non-AZPs together.

7 Results

We compare the results of the pipeline and

joint learning models with the results of Chen

et al. (2021). We followed Chen et al. (2021)’s ap-

proach for hyperparameter tunning, but we changed

the language model to AraBERT-base (Antoun

et al., 2020). We evaluate two tasks. First, we

assess the results at joint coreference resolution of

both AZPs and non-AZPs. Second, we evaluate

AZP resolution only. Unlike previous proposals

that resolve AZPs with their antecedents, the AZPs

of our methods and the Chen et al.’s (2021) model

resolve AZPs differently. The pipeline uses the

output clusters, the joint learning uses the corefer-

ence chains and Chen et al. (2021) uses two scoring

components.

7.1 Resolving AZPs and non-AZPs

In Table 3, we see the results of resolving AZPs and

non-AZPs. Chen et al.’s (2021) model achieves

64.2% F1 score, which is 0.7% more than the

pipeline, but less than the joint learning with

2.9%. Our joint learning approach outperforms our

pipeline and Chen et al.’s (2021) system, achieving

the best F1 average score of 67.1%.

7.2 AZP resolution

Next, we compare the AZP resolution results. For

the pipeline, we used two settings to represent clus-

ters. First, we used the first mention in the cluster to

be concatenated with the AZP representation. Sec-

ond, we used the last-added mention. The pipeline

approach achieves an F1 score of 58.08% when us-

ing the first mention as the cluster representation

and 58.59% when using the last mention. The joint

learning provided better results with an F1 score

of 59.33%. Chen et al.’s (2021) model resolved

more AZPs correctly than the pipeline and joint

learning methods, achieving an F1 score of 59.49%

which is 0.19% more than the joint learning score.

It seems the two components of Chen et al.’s (2021)

model, the Unit Score and Pairwise Score, are able

to distinguish AZPs and mentions effectively for

the AZP resolution. However, for coreference reso-

lution, they have showed the performance is better

when they did not consider AZPs as part of the

coreference resolution.

Training Settings
Test Evaluation

P R F1

Pipeline (CR: FM) 60.34 55.98 58.08

Pipeline (CR: LM) 60.97 56.39 58.59

Joint Learning 61.41 57.40 59.33

Chen et al. (2021) 61.67 57.45 59.49

Table 4: AZP resolution results of pipeline, joint learn-

ing and Chen et al. (2021). FM refers to using the first

mention as the cluster representation while LM refers

to the last mention.

,

8 Discussion

The main difference between our joint learning ap-

proach and Chen et al. (2021) is how AZPs are

detected and learned. In our approach, we detect

AZPs initially before we cluster them with other

mentions, while Chen et al.’s (2021) model learns

clustering AZPs and mentions in an end-to-end sys-

tem. Our results appear to confirm earlier results

that considering AZP identification end-to-end in

the coreference resolution task can negatively affect

the performance on the task (Iida and Poesio, 2011;

Chen et al., 2021) One possible explanation might

be the overall performance of the mention detection

on non-AZPs is better thanAZPs (Chen et al., 2021).

Chen et al. (2021) consider every gap as a candidate

AZP, which increases the space of possible candi-

dates and affects their detection recall. To mitigate

this problem, we use a different neural component

for AZP detection. The AZP identification that we

used in the joint learning and pipeline settings only
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considers gaps that appear after verbs which limits

the number of candidates. Moreover, the AZPs in

the joint learning have explicit tags which might

have resulted in their correct detection, which could

be why the approach achieved better results. The

main limitation of our proposed approaches is if

the AZP identification fails to detect many AZPs in

the test phase, it might have dropped the evaluation

of the coreference resolution and AZP resolution.

Pre-training BERT with AZPs can be beneficial.

Existing language models (LMs) learn by masking

words or perturbing their order (Qiu et al., 2020),

but this is not applicable to AZPs. (Konno et al.,

2021) have shown two approaches to improve LMs

so they work for AZPs, first by introducing a new

pre-training task and second by a new fine-tuning

technique. They showed an increased performance

for AZP resolution for Japanese. In future works,

we intend to pre-train a large-scale LM using their

methods and see if it can improve the performance

of the AZP and coreference resolution tasks.

9 Conclusion

We proposed two architectures to resolve AZPs

and non-AZPs jointly. The first approach is in a

pipeline setting and the second in a joint learning

representation. The joint learning outperformed the

pipeline and another approach (Chen et al., 2021) in

the joint coreference resolution. We also extended

the Arabic portion of CoNLL-2012 to include AZPs

which will be suitable for future works and shared-

tasks that resolves AZPs and non-AZPs together.
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A CoNLL-2012 Annotation Layers

The CoNLL-2012 annotation layers consists of the

following (Pradhan et al., 2012):

1. Document ID: Contains the file name.

2. Part number: Some files are divided into sev-

eral files and this number shows the sentence

number.

3. Word number: Word position in the sentence.

4. Word itself: This represents the tokenized to-

ken.

5. Part-of-Speech: The Part-of-speech of the

word.

6. Parse bit: This is the bracketed structure bro-

ken before the first open parenthesis in the

parse, and the word/part-of-speech leaf is re-

placed with a *.

7. Lemma: Used to show the gold and predicate

lemma.

8. Predicate Frameset ID: This is the PropBank

frameset ID of the predicate in Column 7.

9. Word sense: The word sense.

10. Speaker/Author: The speaker or author name,

where available. Mostly in broadcast conver-

sation and web log data. However, this is not

available for Arabic because all texts are ex-

tracted from newspapers.

11. Named Entities: Named entity for the word.

12. Arguments: Predicted and gold arguments.

13. Coreference: Coreference chain which can be

single or multiple tokens.
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Abstract

Sentiment analysis becomes an essential part
of every social network, as it enables decision-
makers to know more about users’ opinions
in almost all life aspects. Despite its impor-
tance, there are multiple issues it encounters
like the sentiment of the sarcastic text which is
one of the main challenges of sentiment analy-
sis. This paper tackles this challenge by intro-
ducing a novel system (SAIDS) that predicts
the sentiment, sarcasm and dialect of Arabic
tweets. SAIDS uses its prediction of sarcasm
and dialect as known information to predict the
sentiment. It uses MARBERT as a language
model to generate sentence embedding, then
passes it to the sarcasm and dialect models, and
then the outputs of the three models are con-
catenated and passed to the sentiment analysis
model. Multiple system design setups were
experimented with and reported. SAIDS was
applied to the ArSarcasm-v2 dataset where it
outperforms the state-of-the-art model for the
sentiment analysis task. By training all tasks
together, SAIDS achieves results of 75.98 FPN,
59.09 F1-score and 71.13 F1-score for senti-
ment analysis, sarcasm detection, and dialect
identification respectively. The system design
can be used to enhance the performance of any
task which is dependent on other tasks.

1 Introduction

Sentiment analysis (SA) is one of the main tasks in
the natural language processing (NLP) field. It is
used for opinion mining which supports decision-
makers. Working on sentiment analysis starts rel-
atively early, for example, Pang et al. (2002) anal-
ysed the sentiment to positive and negative in movie
reviews. Following this paper, sentiment analysis
becomes one of the most important topics in NLP,
especially with the increasing number of reviews
on websites and social media platforms. Since then,
a lot of work has been done in English sentiment
analysis, while Arabic has relatively much less.
Since Abbasi et al. (2008) started their work on

Arabic SA, multiple researchers also began theirs.
Now there are well-known Arabic SA models like
(Alayba et al., 2018; Abdulla et al., 2013; Abu
Farha and Magdy, 2021; Elshakankery and Farouk,
2019). Of course, working with Arabic has many
challenges, one of the most challenging issues is
the complex morphology of the Arabic language
(Kaseb and Farouk, 2016; Abdul-Mageed, 2019).
Another challenge is the variety of Arabic dialects
(Abdul-Mageed, 2019). Moreover, one of the well-
known challenges in SA for all languages is sar-
casm, as the sarcastic person uses words and means
the opposite of it. For example, "I’d really truly
love going out in this weather!", does it reflect a
positive or negative sentiment? because of the sar-
casm, we cannot judge the sentiment correctly.

Several related works tackle English sarcasm de-
tection with sentiment analysis (Oprea and Magdy,
2020; Abercrombie and Hovy, 2016; Barbieri et al.,
2014). On the other hand, there are only a few
works on both sentiment and sarcasm in Arabic.
There are two shared tasks on sarcasm detection
(Ghanem et al., 2019), but for both sarcasm and sen-
timent there was only one shared task Abu Farha
et al. (2021) but each sub-task is independent,
meaning that participating teams can submit a dif-
ferent model for each task. Some participants used
the same model for both sentiment and sarcasm
(El Mahdaouy et al., 2021).

Instead of training sentiment independently of
sarcasm, this work introduces a new model archi-
tecture that works with multi-task training which
trains both at the same time. There are other addi-
tions to the proposed architecture; firstly, it trains
with dialect also. Secondly, the sarcasm and di-
alect that are initially predicted are used in the
prediction of the sentiment. In other words, the
sentiment model is informed by the sarcasm and
dialect model output. The contributions offered by
this work are:

• Design a novel model architecture that can be
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used for a complicated task that is dependent
on another task, e.g. sentiment analysis which
is dependent on sarcasm detection.

• Investigate the design setups for the new ar-
chitecture and find the best setup that could
be used.

• Train the model on ArSarcam-v2 dataset and
achieve the state-of-the-art results recorded as
75.98 FPN on sentiment analysis.

This paper is organized as follows Section 2
shows the related work on sentiment analysis, sar-
casm detection, and dialect identification. Section
3 describes the dataset used in this work and shows
data statistics. Section 4 describes SAIDS model
and all the design setups. Section 5 shows the ex-
perimental results and finally section 6 concludes
the work.

2 Related Work

SAIDS works on three tasks sentiment analysis,
sarcasm detection, and dialect identification. In
this section, the existing methods for each task are
discussed.

2.1 Sentiment Analysis
Arabic sentiment analysis started with Abbasi et al.
(2008) work. Since then, it is developed by multiple
researchers. In the beginning, the main focus was
on modern standard Arabic (MSA), but over time
the researchers start to focus on dialectal Arabic
(Mourad and Darwish, 2013; Kaseb and Farouk,
2021).

Regarding the datasets, based on Alyafeai et al.
(2021), there are more than fifty datasets for senti-
ment analysis, including Elshakankery et al. (2021);
Kaseb and Farouk (2019); Kiritchenko et al. (2016);
Rosenthal et al. (2017); Elmadany et al. (2018)
datasets. Because of the massive number of
datasets, there are a massive number of system
approaches for Arabic sentiments (Abu Farha and
Magdy, 2019; Alayba et al., 2018; El-Beltagy et al.,
2017). Based on Abu Farha and Magdy (2021)
comparative study, using the word embedding with
deep learning models outperform, the classical ma-
chine learning models and the transformer-based
models outperform both of them. There is a reason-
able number of Arabic transformer-based models
like AraBERT (Antoun et al., 2020) and MAR-
BERT (Abdul-Mageed et al., 2021) which are used
by most Arabic sentiment analysis papers.

2.2 Sarcasm Detection

Unlike Arabic sentiment analysis, Arabic sarcasm
detection has not gotten much attention yet. Only
a few research works tackle the problem and still
there is an obvious shortage of the Arabic sarcasm
datasets, like Karoui et al. (2017); Abu Farha et al.
(2022). Abbes et al. (2020) collected a dataset for
sarcastic tweets, they used hashtags to collect the
dataset for example #sarcasm. Then, they built
multiple classical machine learning models SVM,
Naive Bayes, and Logistic Regression, the best
F1-score was 0.73.

After that, Ghanem et al. (2019) organized a
shared task in a workshop on Arabic sarcasm detec-
tion. They built the dataset by collecting tweets on
different topics and using hashtags to set the class.
An additional step was added, by sampling some
of the datasets and manually annotating them. In
this shared task, eighteen teams were working on
sarcasm detection. Khalifa and Hussein (2019) was
the first team and achieved a 0.85 F1-score.

Then Abu Farha et al. (2021) made two tasks
based on the ArSarcasm-v2 dataset; sentiment anal-
ysis and sarcasm detection. They have 27 teams par-
ticipating in the workshop, the top teams achieved
62.25 F1-score and 74.80 FPN for sarcasm detec-
tion and sentiment analysis respectively.

2.3 Dialect Identification

Arabic dialect identification is an NLP task to iden-
tify the dialect of a written text. It can be on three
levels, the first level is to identify MSA, classical
Arabic (CA), and dialectical Arabic (McWhorter,
2004). The second level is to identify the dialect
based on five main Arabic dialects EGY, LEV,
NOR, Gulf, and MSA (El-Haj, 2020; Khalifa et al.,
2016; Sadat et al., 2014; Al-Sabbagh and Girju,
2012; Egan, 2010). The third level is to identify the
country-level dialect (Abdul-Mageed et al., 2020).

Regarding the datasets, there are datasets more
than twenty Arabic datasets labeled with dialect.
One of the most popular datasets is MADAR
(Bouamor et al., 2018) where the data is labeled
at the city-level for 25 Arab cities. Abdul-Mageed
et al. (2020) built a shared task to detect the dialect,
they published three different shared tasks. In the
2020 task, sixty teams participated, and the best
results were 26.78 and 6.39 F1-score in the country-
level and the city-level dialects respectively.
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3 Dataset

ArSarcasm-v2 (Abu Farha et al., 2021) is the
main dataset used in this work, it was released
on WANLP 2021 shared task for two tasks sar-
casm and sentiment analysis. It has about 15k
tweets and is divided into 12k for training and
3k for testing, the same test set, as released on
WANLP 2021, was used. Each tweet was labelled
for the sentiment (positive (POS), neutral (NEU),
and negative (NEG)), sarcasm (true, and false),
and dialect (MSA, Egypt (EGY), Levantine (LEV),
Maghreb (NOR), and Gulf). The authors of the
dataset annotate it using a crowd-sourcing plat-
form. This dataset originally consisted of a combi-
nation of two datasets, the first one is ArSarcasm
(Abu Farha and Magdy, 2020) and the second one
is DAICT (Abbes et al., 2020), Abu Farha et al.
(2021) merged the two datasets.

3.1 Dataset Statistics

In this subsection, we introduce some dataset statis-
tics that motivated us to work on SAIDS. The
ArSarcasm-v2 dataset has 15,548 tweets, 3000
tweets are kept for testing and the rest of the tweets
for training. Table 1 shows the number of exam-
ples for all task labels on the training set, as we
can see, most of the data is labeled as MSA and
non-sarcastic in dialect and sarcasm respectively.

Task Label Count
Sentiment Positive 2,180

Neutral 5,747
Negative 4,621

Sarcasm Sarcastic 2,168
Non-sarcastic 10,380

Dialect MSA 8,562
EGY 2,675
Gulf 644
LEV 624
NOR 43

Total 12,548

Table 1: Number of labels of sentiment, sarcasm and
dialect on the training set

The relationship between sentiment labels and
both sarcasm and dialect independently can be
shown from Table 2. For the sentiment/sarcasm
part, we can see that about 90 percent of sarcastic
tweets are sentimentally labeled as negative, and
about 50 percent of non-sarcastic tweets are senti-

mentally labeled as neutral. On the other hand, for
the sentiment/dialect part, we can see that about 50
percent of MSA tweets are sentimentally labeled
as neutral and about 50 percent of EGY tweets are
sentimentally labeled as negative. From this table,
we can conclude that the information we can get
on sarcasm and dialect will benefit the sentiment
analysis task.

POS NEU NEG
Non-sarcastic 2,122 5,576 2,682
Sarcastic 58 171 1,939
MSA 1,405 4,486 2,671
EGY 506 793 1,376
Gulf 121 259 264
LEV 142 197 285
NOR 6 12 25

Table 2: Cross tabulation between sentiment labels and
both sarcasm and dialect labels on the training set

Table 3 shows the percentage of sarcastic tweets
on each dialect. As the number of NOR tweets is
limited, its percentage is not reliable, so we can
see that Egyptians’ tweets are the most sarcastic.
This supports the facts from table 2 that most EGY
tweets are negative and most of the sarcastic tweets
are negative tweets.

Dialect Sarcasm percentage
MSA 10.83 %
EGY 34.77 %
Gulf 24.38 %
LEV 22.12 %
NOR 34.88 %

Table 3: Percentage of sarcastic tweets for each dialect
on the training set

4 Proposed System

This section presents a detailed description of the
proposed system. SAIDS learns sentiment analy-
sis, sarcasm detection, and dialect identification at
the same time (multi-task training), in addition, it
uses the sarcasm detection and dialect outputs as
an additional input to the sentiment analysis model
which is called "informed decision". SAIDS de-
cides the sentiment class using the information of
sarcasm and dialect class which are both outputs
itself. The main idea behind SAIDS is based on
analyzing the dataset statistics, as shown in section
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3, which says that most sarcastic tweets are classi-
fied as negative tweets and most MSA tweets are
classified as neutral tweets.

4.1 System Architecture
Figure 1 shows the SAIDS architecture. The ar-
chitecture consists of four main modules, the first
module is MARBERTv2 (Abdul-Mageed et al.,
2021), it is a transformer-based model, its input
is the tweet, and its output is a sentence embedding
which is a vector of length 768. The second module
is the "Sarcasm Model", it is a binary classifier for
sarcasm, its input is the sentence embedding, and
its output is two values one for sarcastic tweets and
another for non-sarcastic tweets. The third module
is the "Dialect Model", which is identical to the
"Sarcasm Model" except that it outputs five classes
(EGY, LEV, NOR, Gulf, and MSA). The fourth
module is the "Sentiment Model", it is a classifier
for sentiment, its input is the concatenation of the
sentence embedding, sarcasm model outputs and
dialect model outputs.

Figure 1: SAIDS architecture

The loss function used is Cross-Entropy for sen-
timent and dialect. Of course, since sarcasm is
binary, we used binary Cross-Entropy for it.

4.2 Training Setups
This subsection describes the multiple setups that
were used to arrive at the best model performance.
The experiments carried out utilized multiple se-
tups regarding the architecture and the training
strategies.

Modules Architecture Multiple architectures
were tested for the "Sentiment Model", "Sarcasm
Model" and "Dialect Model". As a proof of concept
for the idea, we first built a simple random forest
model in each task model (random forest version).
For the real scenario, we used multi-layer neural

network (MNN) models. The first and the simplest
is one output layer model and zero hidden layers.
The second is one or two hidden layers, then the
output layer. The third is one or two hidden layers
the output of the module is the output of the hidden
layer, which means that "Sentiment Model" inputs
is not the output layer of the "Sarcasm Model" but
the last hidden layer of it. The fourth setup is to
concatenate the last hidden layer with the output
layer and then pass it to "Sentiment Model".

What Should Be Informed The SAIDS archi-
tecture Figure 1 shows that the "Sentiment Model"
inputs are "Sarcasm Model" and "Dialect Model"
outputs but we experimented with multiple settings
in this part; sentiment analysis informed of sarcasm
only, dialect only, and both sarcasm and dialect.

Limited Backpropagation We limited the back-
propagation over the dotted lines in Figure 1. It is
used to ensure that the "Sarcasm Model" and the
"Dialect Model" learn their main target correctly.
When the model predicts sentiment incorrectly, its
loss propagates directly to the MARBERTv2 model
via the solid line and does not propagate via the
dotted lines. Also, we evaluate SAIDS without lim-
iting backpropagation which means the loss prop-
agates everywhere, and with partial limiting. The
partial limiting can be only set when the "Sarcasm
Model" has hidden layers. We then limit the back-
propagation through the sarcasm model’s output
layer but propagate it through the hidden layers.

Activation Function The experiments were car-
ried out with Softmax as the activation function for
the output of all modules. However, for the sake
of comparison, we run the training without Soft-
max for the modules outputs, which means that the
values are not from one to zero.

Task By Task Training As we train all the three
tasks together with the same model, we experi-
mented to train the first layer models, "Sarcasm
Model" and "Dialect Model", for some epochs
first, then train the full system together for mul-
tiple epochs. The motivation behind this idea is
that as long as the first layer models work correctly,
the sentiment analysis will correspondingly work
correctly. We train in multiple orders like alternat-
ing between first layer models and full system and
so on.

Other Training Parameters In our experiments,
we built SAIDS and used the MARBERTv2 model
provided by HuggingFace’s transformers library
(Wolf et al., 2020). Most of the experiments trained
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for five epochs except for a low learning rate where
it was twenty epochs. For the learning rate, we used
a range from 1e−4 to 1e−6. The sequence was trun-
cated to a maximum length of 128 tokens. Adam
(Kingma and Ba, 2015) was used as an optimizer
for all models.

5 Results

In this section, the results achieved with SAIDS
are discussed. For the sake of comparison, base-
lines were built for the system. To initially evaluate
the idea itself, a random forest model baseline was
built and compared with the random forest version
of SAIDS. Baselines for real scenario are baseline
one (B1) which is identical to BERTModelForSe-
quenceClassification class in HuggingFace’s (Wolf
et al., 2020), which takes the MARBERTv2 sen-
tence embedding and passes it to the output layer
for classification, and baseline two (B2) which uses
two hidden layers before the classification layer, the
hidden layer size is equal to the "Sentiment Model"
hidden layer size, and baseline three (B3) which
uses a larger hidden layer size to match the total
number of trained parameters of SAIDS model.

For evaluation, we used the original metrics de-
scribed for the dataset (Abu Farha et al., 2021).
For sentiment analysis, the metric is the average of
the F1-score for the negative and positive classes
(FPN). For sarcasm detection, the metric is F1-
score for the sarcastic class only (FSar). For dialect
identification, we used the weighted average of the
F1-score for all dialects (WFS).

5.1 Results of Different Training Setups

This subsection presents the results of the training
setups and describes the best setup that was chosen
for the proposed model. For each part of this sub-
section, every other setup was not changed to make
the comparison fair.

Modules Architecture As a proof of concept
for our system, the random forest (RF) model base-
line was compared with the informed random for-
est (IRF) which is the random forest version of
SAIDS. Table 4 shows that IRF outperforms RF
where the FPN is improved by 3 percent which is
due to the proposed architecture. The information
gained from the new inputs, "outputs of sarcasm
model" and "outputs of dialect model", was 5 and
4 percent respectively. This means that about 10
percent of the sentiment analysis decision came
from the newly added information.

Model FPN
Random Forest 59.36
Informed Random Forest 62.34

Table 4: Performance comparison for the proof of con-
cept on the validation set

For the MNN architecture of the modules, multi-
ple numbers of hidden layers were trained. At each
experiment, all the modules have the same number
of hidden layers. Table 5 shows that using zero
hidden layers gives the best results. So no hidden
layer setup was used in SAIDS.

Model FPN
0 Hidden Layer 75.23
1 Hidden Layer 74.90
2 Hidden Layer 74.89

Table 5: Performance comparison for the number of
hidden layers in modules on the validation set

What Should Be Informed Experiments were
also done to find the best features to use while
analysing sentiment. Table 6 shows that using both
dialect and sarcasm is better than using only one
of them and of course better than not using any of
them which is the baseline. With a quick obser-
vation, it was found out that the dialect benefits
the sentiment more than the sarcasm, this can be
obvious when speaking about MSA tweets because
most of them are labeled as neutral on sentiment.
Accordingly, sarcasm and dialect information was
used in SAIDS.

Model FPN
Not Informed (B1) 72.40
Informed of sarcasm 73.67
Informed of dialect 74.41
Informed of sarcasm and dialect 75.23

Table 6: Performance comparison for what should be
informed on the validation set

Limited Backpropagation Experiments were
also done to find the best path for backpropagation
to work with. "Full limit" is when the loss does not
propagate through the "Sarcasm model" and "Di-
alect Model", "Partial limit" is when it propagates
through some layers, and "Unlimited" is when it
propagates through all layers. The model was com-
posed of two hidden layers while running these
experiments. Table 7 shows that "Partial limit" gets
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better results than the others, but on SAIDS we did
not use it as we used a no hidden layer setup, so we
used the "Full limit" backpropagation.

Model FPN
Full limit 74.23
Partial limit 74.89
Unlimited 72.31

Table 7: Performance comparison for limiting backprop-
agation on the validation set

Activation Function For the sake of compari-
son, the Softmax layer was removed from the out-
put layer of the model in the experiments. Table 8
compares both setups, it shows that, as expected,
using Softmax is better than not using it, as it quan-
tify the probability of being sarcasm or being a
certain dialect. So in SAIDS, Softmax was used on
each module.

Model FPN
With Softmax 75.23
Without Softmax 72.15

Table 8: Performance comparison for the activation
function setting on the validation set

Task By Task Training Experiments were also
done with training the three tasks together at the
same time (All tasks), and multiple sets of the train-
ing sequence. The first is one epoch of training for
sarcasm and dialect, and the rest for the full system
(Seq 1). The second is odd epochs for sarcasm and
dialect and even epochs for the full system (Seq
2). The third is two epochs of training for sarcasm
and dialect and the rest for sentiment only (Seq 3).
Table 9 shows that Seq 1 performs better than the
other sequences, so we used it for the final model
training.

Model FPN
All tasks 74.35
Seq 1 75.23
Seq 2 73.49
Seq 3 73.01

Table 9: Performance comparison for different model
training sequences on the validation set

Summary of Used Setups SAIDS used infor-
mation from sarcasm and dialect models, which
are both one classification layer with no hidden lay-
ers, the sentiment loss does not propagate through

sarcasm and dialect models, and the Softmax ac-
tivation function was used on each model output.
The used training sequence was one epoch of train-
ing for sarcasm and dialect, and the rest epochs for
the full system.

5.2 Results comparison with literature
SAIDS was trained and compared to the baselines
we built and also the state-of-the-art models. Ta-
ble 10 shows that SAIDS outperforms the existing
state-of-the-art models on the sentiment analysis
task. SAIDS’s main task is sentiment analysis, the
sarcasm detection and dialect identification are con-
sidered secondary outputs. Although the FSar score
for SAIDS is considerably high, it is ranked third
in the state-of-the-art models. On the other hand,
most works that achieve state-of-the-art results are
using different models for each task but in the pro-
posed architecture, one model is used for both. The
model also outputs the dialect, it achieves 71.13
percent on the weighted F1-score metric, but the
literature has not reported the dialect performance
so it is not included in the table.

Model FPN FSar
Baseline 1 71.60 58.41
Baseline 2 72.53 58.61
Baseline 3 73.11 58.62
El Mahdaouy et al. (2021) 74.80 60.00
Song et al. (2021) 73.92 61.27
Abdel-Salam (2021) 73.21 56.62
Wadhawan (2021) 72.55 58.72
SAIDS 75.98 59.09

Table 10: Performance comparison for the state-of-the-
art models and SAIDS on the test set

6 Conclusion

Sentiment analysis is an important system that is be-
ing used extensively in decision-making, though it
has different drawbacks like dealing with sarcastic
sentences. In this work, we propose SAIDS which
is a novel model architecture to tackle this prob-
lem. SAIDS essentially improves the sentiment
analysis results while being informed of sarcasm
and dialect of the sentence. This was achieved by
training on the ArSarcasm-v2 dataset which is la-
beled for sentiment, sarcasm, and dialect. SAIDS’s
main target is to predict the sentiment of a tweet. It
is trained to predict dialect and sarcasm, and then
make use of them to predict the sentiment of the
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tweets. This means that while the model is pre-
dicting the sentiment, it is informed of its sarcasm
and dialect prediction. SAIDS achieved state-of-
the-art performance on the ArSarcasm-v2 dataset
for predicting the sentiment; 75.98 percent average
F1-score for negative and positive sentiment. For
sarcasm detection, SAIDS achieved a 59.09 percent
F1-score for the sarcastic class, whereas for dialect
identification it achieved a 71.13 percent weighted
F1-score for all the dialects. We believe that this
model architecture could be used as a starting point
to tackle every challenge in sentiment analysis. Not
only sentiment analysis but also this is a general
architecture that can be used in any context where
the prediction of a task depends on other tasks. The
idea behind the architecture is intuitive, train for
both tasks and inform the model of the dependent
task with the output of the independent task.
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Abstract

Like most natural language understanding and
generation tasks, state-of-the-art models for
summarization are transformer-based sequence-
to-sequence architectures that are pretrained
on large corpora. While most existing models
focus on English, Arabic remains understud-
ied. In this paper we propose AraBART, the
first Arabic model in which the encoder and
the decoder are pretrained end-to-end, based
on BART (Lewis et al., 2020). We show that
AraBART achieves the best performance on
multiple abstractive summarization datasets,
outperforming strong baselines including a pre-
trained Arabic BERT-based model, multilin-
gual BART, Arabic T5, and a multilingual
T5 model. AraBART is publicly available on
github1and the Hugging Face model hub2.

1 Introduction

Summarization is the task of transforming a text
into a shorter representation of its essential mean-
ing in natural language. Extractive approaches
(Nallapati et al., 2017; Narayan et al., 2018b; Zhou
et al., 2018; See et al., 2017) identify informative
spans in the original text and stitch them together to
generate the summary. Abstractive approaches on
the other hand are not restricted to the input (Rush
et al., 2015; Chopra et al., 2016; Dou et al., 2021).

While the vast majority of published models in
both categories focus on English, some tackle other
languages including Chinese (Hu et al., 2015) and
French (Kamal Eddine et al., 2021b), while Arabic
remains understudied. In fact, most Arabic summa-
rization models are extractive (Qassem et al., 2019;
Alshanqiti et al., 2021). They generate explainable
and factual summaries but tend to be verbose and
lack fluency. Addressing this problem, abstractive
models are flexible in their word choices, resort-
ing to paraphrasing and generalization to obtain

1https://github.com/moussaKam/arabart
2https://huggingface.co/moussaKam/AraBART

more fluent and coherent summaries. Sequence-to-
sequence (seq2seq) is the architecture of choice
for abstractive models. Al-Maleh and Desouki
(2020), for instance, apply the pointer-generator
network (See et al., 2017) to Arabic, while Khalil
et al. (2022) propose a more generic RNN-based
model.

There are, however, two main issues with ab-
stractive models as applied to Arabic. First, they
are trained and evaluated either on extractive
datasets such as KALIMAT (El-Haj and Koulali,
2013) and ANT Corpus (Chouigui et al., 2021),
or on headline generation datasets such as AHS
(Al-Maleh and Desouki, 2020), which only con-
tains short and rather extractive headlines. Second,
despite their state-of-the-art performance, abstrac-
tive models frequently generate content that is non-
factual or unfaithful to the original text. Maynez
et al. (2020) showed that English models that are
based on the Transformer architecture such as
BERT2BERT (Rothe et al., 2020) efficiently mit-
igate this phenomenon thanks to pretraining on
large corpora. Therefore, Elmadani et al. (2020)
finetuned a pretrained BERT using the encoder-
decoder architecture of BERTSUM (Liu and Lapata,
2019). However, only the encoder is pretrained, the
decoder and the connection weights between the
encoder and the decoder are initialized randomly
which is suboptimal.

To address these two problems, we propose
AraBART, the first sequence-to-sequence Arabic
model in which the encoder, the decoder and their
connection weights are pretrained end-to-end using
BART’s denoising autoencoder objective (Lewis
et al., 2020). While the encoder is bidirectional,
the decoder is auto-regressive and thus more suit-
able for summarization than BERT-based mod-
els. We finetuned and evaluated our model on
two abstractive datasets. The first is Arabic Gi-
gaword (Parker et al., 2011), a newswire headline-
generation dataset, not previously exploited in Ara-
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bic abstractive summarization; the second is XL-
Sum, a multilingual text summarization dataset
for 44 languages including Arabic (Hasan et al.,
2021). We evaluate our model and the other base-
lines using both automatic and manual evaluation.
In the former we use ROUGE (Lin, 2004) and
BERTScore (Zhang et al., 2020), while in the latter
we collect human annotations assessing the quality
and the faithfulness of the individual summaries
generated by different systems. AraBART achieves
state-of-the-art results outperforming pretrained
BERT-based models, T5-based models (Xue et al.,
2021; Al-Maleh and Desouki, 2020), as well as a
much larger model, mBART25 (Liu et al., 2020), a
multilingual denoising auto-encoder pretrained on
25 different languages using the BART objective.
This improvement is observed in both automatic
and manual evaluation.

In Section 2, we present the architecture and
the pretraining settings of AraBART. In Section 3,
we conduct an automatic evaluation of AraBART
against four strong baselines on a wide range of ab-
stractive summarization datasets. In Section 4, we
present a detailed human evaluation using quality
and faithfulness assessments. Finally, we discuss
related work in Section 5.

2 AraBART

AraBART follows the architecture of BART Base
(Lewis et al., 2020), which has 6 encoder and 6
decoder layers and 768 hidden dimensions. In to-
tal AraBART has 139M parameters. We add one
additional layer-normalization layer on top of the
encoder and the decoder to stabilize training at
FP16 precision, following (Liu et al., 2020). We
use sentencepiece (Kudo and Richardson, 2018) to
create the vocabulary of AraBART. We train the
sentencepiece model on a randomly sampled subset
of the pretraining corpus (without any preprocess-
ing) with size 20GB. We fix the vocabulary size to
50K tokens and the character coverage to 99.99%
to avoid a high rate of unknown tokens.

2.1 Pretraining

We adopt the same corpus used to pretrain
AraBERT (Antoun et al., 2020). While Antoun
et al. (2020) use a preprocessed version of the cor-
pus, we opted to reverse the preprocessing by using
a script that removes added spaces around non-
alphabetical characters, and also undo some words
segmentation. The use of a corpus with no prepro-

cessing, makes the text generation more natural.
The size of the pretraining corpus before/after sen-
tencepiece tokenization is 73/96 GB.

Pretraining Objective AraBART is a denoising
autoencoder, i.e., it learns to reconstruct a corrupted
text. The noise functions applied to the input text
are the same as in Lewis et al. (2020). The first
noise function is text infilling, where 30% of the
text is masked by replacing a number of text spans
with a [MASK] token. The length of the spans is
sampled from a Poisson distribution with λ = 3.5.
The second noise function is sentence permutation,
where the sentences of the input text are shuffled
based on the full stops.

Pretraining Settings AraBART pretraining took
approximately 60h. The pretraining was carried
out on 128 Nvidia V100 GPUs which allowed for
25 full passes over the pretraining corpus. We used
the Adam optimizer with ϵ = 10−6, β1 = 0.9,
and β2 = 0.98 following Liu et al. (2019). We
use a warm up for 6% of the pretraining where the
learning rate linearly increases from 0 to 0.0006,
then decreases linearly to reach 0 at the end of the
pretraining. We fixed the update frequency to 2 and
we used a dropout 0.1 in the first 20 epochs and we
changed it to 0 in the last 5 epochs. Finally we used
FP16 to speed up the pretraining. The pretraining
is done using Fairseq (Ott et al., 2019).

3 Experiments

Although AraBART can be adapted to be finetuned
on different NLP tasks, our main focus in this work
is abstractive summarization. Our motivation is
that other tasks (e.g., text classification, named en-
tity recognition, etc.) can be performed using other
existing pretrained models with BERT-like archi-
tectures. However, when it comes to generative
tasks, these models underperform and cannot be
easily adapted.

3.1 Datasets
To evaluate our model, we use several datasets
that consist mostly of news articles annotated with
summaries with different level of abstractiveness.
The first 7 datasets (AAW, AFP, AHR, HYT, NHR,
QDS and XIN) are subsets of the Arabic Gigaword
(Parker et al., 2011) corpus.3 Each one is a differ-

3The datasets come from different Arabic newswire
sources: AAW (Asharq Al-Awsat), AFP (Agence France
Presse), AHR (Al-Ahram), HYT (Al Hayat), NHR (An Nahar),
QDS (Al-Quds Al-Arabi), XIN (Xinhua News Agency).
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Datasets
AAW AHR AFP HYT NHR QDS XIN MIX XL-S XL-T

Average
# of Tokens

document 453.3 394.2 232.8 474.0 455.9 450.6 187.2 364.5 428.7 428.7
summary 15.5 9.2 8.3 11.2 10.4 8.0 8.2 9.4 25.6 9.4

% Novel
N-grams
in Summary

unigrams 44.2 46.5 30.7 42.4 46.5 24.9 26.4 40.0 53.5 44.3
bigrams 78.5 78.4 63.6 78.6 80.7 46.9 48.5 72.2 85.8 81.2
trigrams 91.2 91.3 81.9 92.0 92.8 57.5 60.8 86.3 95.2 94.1

Table 1: Statistics of Gigaword subsets, as well as XL-Sum summaries (XL-S) and titles (XL-T). The first two
lines show the average document and summary lengths. The last three lines show the percentage of n-grams in the
summary that do not occur in the input article, used here as a measure of abstractiveness (Narayan et al., 2018a).

Layers Params Vocab. size Pretraining
hours

Pretraining
devices

Corpus
size Multilingual

AraBART 12 139 50 60 128 GPUs 73 No
mBART25 24 610 250 432 256 GPUs 1369 Yes
mT5base 12 390 250 - - 27,000 Yes
AraT5base 12 282 30 80 TPUs v3-8 70 No
C2C 24 275 30 108 TPUs v3-8 167 No

Table 2: Sequence-to-sequence models used in the experiments. Parameters are given in millions, vocab sizes in
thousands, and corpus sizes in GB. C2C stands for CAMeLBERT2CAMeLBERT. - refers to unspecified information.

ent news source, composed of document-headline
pairs. In all these datasets we use a train set of 50K
examples, a validation set of size 5K examples and
a test set of size 5K examples, selected randomly.
The MIX dataset consists of 60K examples uni-
formly sampled from the union of the 7 different
sources.

In addition to the Arabic Gigaword corpus, we
use XL-Sum (Hasan et al., 2021). The news articles
in XL-sum are annotated with summaries and titles,
thus creating two tasks: summary generation, and
title generation.

Table 1 shows that the different datasets used
in our experiments cover a wide range of arti-
cle/summary lengths and levels of abstractiveness.
This variation can be explained by the fact that
the target sentences in each dataset follow a dif-
ferent headline writing style. For example, the
summaries of the QDS dataset which are the short-
est and the less abstractive on average, are more
like titles extracted from the first paragraph with
minimal reformulation. On the other hand, the sum-
maries of XL-Sum, which are the longest and the
most abstractive, contain information interspersed
in various parts of the input text.

3.2 Baselines

We compare our model to four types of state-of-
the-art sequence-to-sequence baselines. The first,
called CAMeLBERT2CAMeLBERT (C2C), is a
monolingual seq2seq model based on BERT2BERT

(Rothe et al., 2020). The encoder and decoder
are initialized using CAMELBERT (Inoue et al.,
2021) weights while the cross-attention weights are
randomly initialized.4 C2C has 275M parameters
in total.

The second baseline is mBART25 (Liu et al.,
2020) which is a multilingual BART pretrained on
25 different languages including Arabic. Although
mBART25 was initially pretrained for neural ma-
chine translation, it was shown that it can be used
in monolingual generative tasks such as abstrac-
tive summarization (Kamal Eddine et al., 2021b).
mBART25 has 610M parameters in total.

Another multilingual model that we include as
a baseline in our experiments is mT5base (Hasan
et al., 2021). mT5 is a multilingual variant of T5
(Raffel et al., 2020) pretrained on the mC4 dataset
- a large corpus comprising 27T of natural text in
101 different languages including Arabic. mT5base

4We experimented with ARABERT (Antoun et al., 2020)
which was slower to converge and didn’t achieve better per-
formance.
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has 390M parameters in total. Another recently
released T5-based model is AraT5, pretraind on
70GB of natural text written in modern standard
Arabic. For a fair comparison, we use the base
version of mT5 and AraT5. Table 2 summarizes
the specifications of the different models used in
our experiments.

3.3 Training and Evaluation
We finetuned each model for three epochs, using
the Adam optimizer and 5× 10−5 maximum learn-
ing rate with linear decay scheduling. In the gen-
eration phase we use beam-search with beam size
of 3. Ideally, an optimal hyperparameter search
should be applied for each model. However, given
the huge hyperparameter space on the one hand
and the significant number of evaluation datasets,
on the other hand, searching for optimal hyperpa-
rameter combinations would be considerably time-
consuming and energetically inefficient. Given that,
we opted for a fixed configuration for all models
chosen based on the previous similar efforts (Lewis
et al., 2020; Kamal Eddine et al., 2021b).

For evaluation, we first normalized the output
summaries as is common practice in Arabic: we
removed Tatweel and diacritization, normalized
Alif/Ya, and separated punctuation marks. We
report ROUGE-1, ROUGE-2 and ROUGE-L F1-
scores (Lin, 2004). However, these metrics are
solely based on surface-form matching and have a
limited sense of semantic similarity (Kamal Eddine
et al., 2021a). Thus we opted for using BERTScore
(Zhang et al., 2020), a metric based on the similar-
ity of the contextual embeddings of the reference
and candidate summaries, produced by a BERT-
like model.5

3.4 Results
We observe in Table 3 that AraBART outperforms
C2C on all datasets with a clear margin. This is
probably a direct consequence of pretraining the
seq2seq architecture end-to-end.

AraBART also outperforms mBART25 on XL-
Sum which is the most abstractive dataset. On
Gigawords, AraBART is best everywhere except
on AHR with mitigated results. On QDS, the set
with the least abstractive summaries (see Table 1),
however, it falls clearly behind mBART25 on all
metrics. In fact, we notice that the gap between

5We use the official implementation (https://github.
com/Tiiiger/bert_score) with the following options: -m
UBC-NLP/ARBERT -l 9 (Chiang et al., 2020)

AraBART and the baselines is greater on the XL-
Sum dataset than on Gigaword. For instance, our
model’s ROUGE-L score is 2.9 absolute points
higher that mBART25 on XL-S while the maxi-
mum margin obtained on a Gigaword subset is 1.4
points on AAW and HYT. We observe a tendency
for AraBART to outperform mBART on more ab-
stractive datasets. In fact, the margin between their
BERTScores is positively correlated with abstrac-
tiveness as measured by the percentage of novel
trigrams.6

Figure 1 presents some examples of the output
of the various systems we studied. The input news
articles corresponding to the summaries in Figure 1
are shown in Appendix A.

4 Human Evaluation

To validate the automatic evaluation results, we
conducted a detailed manual evaluation that covers
two aspects: quality and faithfulness. We con-
sidered 100 documents randomly sampled from
the test set along with their respective candidate
summaries. The systems included in the manual
evaluation are: AraBART, mBART25, mTbase and
CAMeLBERT2CAMeLBERT (C2C).7 In addition
to the generated summaries, we include the refer-
ence summaries following Narayan et al. (2018a);
Kamal Eddine et al. (2021b). The annotations were
carried out by 14 Arabic native speaker volunteers.
To guarantee a better quality assessments, each ex-
ample was annotated by two volunteers separately.
The guidelines provided to the annotators are pre-
sented in Figure 2.

4.1 Quality Evaluation

To assess the overall quality of system summaries
we use the Best-Worst Scaling (BWS) method
(Narayan et al., 2018a). For each document, the an-
notators were provided with the list of all possible
combinations of summary pairs. They were asked
to choose the best summary of each of the pairs.
To help them in their decisions the annotators were
asked to focus on three aspects: factuality (does the
summary contain factual information?), relevance
(does the summary capture the important informa-
tion in the document?) and fluency (is the summary
written in well-formed Arabic?).

6With a Pearson R score of 0.6625 and p-value<0.05.
7We separately evaluate the AraT5 model (Al-Maleh and

Desouki, 2020), which was not yet published at the time of
this human evaluation, in Section 4.3.
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Source Model R1 R2 RL BS
AAW AraBART 30.7 15.3 27.4 62.5

mBART25 29.5 14.4 26.0 61.5
mT5base 26.3 11.9 23.3 61.5
AraT5base 24.1 9.8 21.3 56.7
C2C 24.6 9.9 21.7 58.3

AFP AraBART 55.0 37.9 53.4 77.5
mBART25 54.8 37.3 52.8 77.2
mT5base 52.8 35.8 51.0 61.5
AraT5base 47.8 29.6 46.3 73.6
C2C 50.0 32.2 48.4 74.8

AHR AraBART 39.1 25.4 37.7 68.2
mBART25 39.1 26.1 37.5 68.1
mT5base 33.3 20.1 31.7 64.7
AraT5base 25.6 12.9 24.4 59.4
C2C 33.0 19.7 31.8 63.5

HYT AraBART 33.1 17.5 30.7 63.8
mBART25 32.0 16.2 29.3 63.1
mT5base 29.9 14.5 27.5 62.0
AraT5base 26.3 10.7 24.2 58.0
C2C 27.4 11.5 25.2 59.6

NHR AraBART 32.0 17.2 30.3 61.2
mBART25 31.0 16.2 29.2 60.3
mT5base 27.3 13.3 25.6 58.5
AraT5base 19.5 7.5 18.3 51.1
C2C 24.1 10.0 22.9 53.0

Source Model R1 R2 RL BS
QDS AraBART 62.1 53.9 61.4 80.3

mBART25 62.4 54.1 61.7 80.4
mT5base 59.3 50.5 58.5 78.7
AraT5base 56.3 47.1 55.6 76.4
C2C 57.9 48.9 57.4 77.3

XIN AraBART 66.0 53.9 65.1 84.4
mBART25 65.1 53.4 64.2 84.0
mT5base 64.1 52.2 63.2 83.4
AraT5base 61.5 48.5 60.6 82.3
C2C 62.4 50.1 61.6 82.5

MIX AraBART 39.2 25.5 37.6 67.6
mBART25 39.0 25.6 37.1 67.2
mT5base 33.1 20.0 31.5 64.0
AraT5base 32.2 18.8 30.8 62.2
C2C 32.8 19.1 31.4 62.5

XL-S AraBART 34.5 14.6 30.5 67.0
mBART25 32.1 12.5 27.6 65.3
mT5base 32.8 12.7 28.7 65.8
AraT5base 25.2 7.6 21.6 58.1
C2C 26.9 8.7 23.1 61.6

XL-T AraBART 32.0 13.7 29.4 65.8
mBART25 29.8 11.7 26.9 64.3
mT5base 25.7 9.3 23.5 61.6
AraT5base 24.0 7.1 21.8 57.3
C2C 25.2 7.9 22.9 61.1

Source Model R1 R2 RL BS
Macro AraBART 42.4 28.8 40.3 69.8

Averages mBART25 41.5 28.1 39.2 69.1
mT5base 38.5 24.0 36.5 66.2
AraT5base 34.2 20.0 32.5 63.5
C2C 36.4 23.1 34.6 65.4

Table 3: The performance of AraBART, mBART25, mT5base, AraT5base, and C2C (CAMeLBERT2CAMeLBERT)
on all datasets in terms of ROUGE-1 (R1), ROUGE-2 (R2), ROUGE-L (RL) and BERTScore (BS). Macro averages
are computed over all datasets.

Table 4 shows a pairwise comparison between
the models with regard to their overall quality. The
scores represent the percentage of the times the row
model was chosen as better than the column model.
The last column in the table represents the BWS
score, which is, for each model the percentage of
time the model’s summary was chosen as best mi-
nus the percentage of time it was chosen as worst
(Narayan et al., 2018a).

The manual quality assessment showed the same
ranking as the automatic evaluation presented in
Table 3. However, in the current assessment, the

differences between the models’ performances vary.
For example, AraBART, which is the top per-
forming model, has a wider margin compared to
mBART25. On the other hand, mBART25 lost
its significant margin compared to the mT5 model.
These findings highlight the importance of carrying
out manual evaluation in the context of abstractive
summarization generation. Finally, AraBART sum-
maries were even judged as being of better quality
than some references by the annotators. While
this finding could seem problematic, it is in line
with previous efforts (Narayan et al., 2018a; Ka-
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(a)

Reference

ࠚࣇ اఘఊࠚࣴࡃࣇ ᏸᏒ وࡹ߾ ஹழࢢझघ न اऊࡃঁم ᏸᏒ ࡹॆࡃࣇ  റഖॡ߲ ࣇ፬ጥ࿇౟ ष॰௱຦
اॱऊࡊᆆࠋ اऊࡍࢇၢᄽ اറഖॡ߹ऊي اఘఊஹழࠚ෌ධ ، ࠤॆߜل ࢢझॡ ، اጘጄي اഏೳᄍف 

ࠡࢆࡐൽ 13 ऄ࿆ैߜ واृߜࠡࣇ اཿལࠪ෭෨ࠪ झघ ഏ೶࣢ اᏸᏒ ಉ౭ྦྈ ا෭෨८ق ࠤߜر 
ࠡࢆߜᄍࡥة ࡺঁرت ࣈঁد घࡍࡤ ارࠡ߹ࣇ ا߲ঁام ݿ

A US military court will hear, later in the day, the case of 
the US military psychiatrist, Nidal Hassan, who confessed 
to killing 13 people and wounding more than thirty others 
in a shooting at Fort Hood base four years ago.

AraBART
ࠚࣇ  റഖॡ߲ ࡥةᄍࡹߜ ᏸᏒ ߜ༺༟ࠚఘఊ13 ࢦࡍࡥࠚߜ ا ऄࠡࢆࡐ कᒎᑿற஭ا ، झॡࠤॆߜل ࢢ ऄࡓघ

ࠚࣇ घ ᏸᏒࡥ௱ນࣇ ࡺषوت ࣈঁد ݿ റഖॡ߲ ࣇ፬ጥ࿇౟ ߜمघࡐߜن ، ا೐಼اࡺߴߜ ᏸᏒ
Nidal Hassan, accused of killing 13 US soldiers at a 
military base in Afghanistan, appeared before a military 
court in Fort Hood.

mBART25
اഏೳᄍف رऄᄓ اࡺߴߜᏸᎨ ࠡࢆࡐऄ 13 ࢦࡍࡥࠚߜ اఘఊࠚ༟༻ߜ وྍྦح اᏸᏒ ಉ౭ྦྈ ࡹߜᄍࡥة 
ࠚࣇ اఘఊࠚࣴࡃࣇ ᏸᏒ وஹழࠚࣇ ࡺषࢦࡃᆐࡃߜ ᏸᏒ ࠤಉ౭ၑှဪ / ഏ೭፬ፐঁ اऊࡓߜᏸᎨ اற஭ߜၢᅈ ݿ റഖॡ߲

An Afghan man confessed to killing 13 US soldiers and 
wounding others at a US military base in Virginia last 
November.

C2C
ࡹߜل رऄᄓ اಉ౭ጙጄ اఘఊஹழࠚ෌ධ ، ࢢझॡ ࢢझॡ ، اࠤࣃ " ೐ಲ ஹழࡐॱࡃ߫ ان 

ࠚࣇ റഖॡ߲ ࡥةᄍࡹߜ ᏸᏒ ߜ༺༟ࠚఘఊࢦࡍࡥࠚߜ ا ऄࡥ ࢦࡍঁده " ، ࠡ߹ࡥ ان ࡹࡐᄏا ऄࠚࢆࡐ
The American cleric, Hassan Hassan, said that he "could 
not kill one of his soldiers", after he killed an American 
soldier in a military base

mT5 
 ऄᄓࡥام رᄍࠚࣴࡃࣇ ࠡߜఘఊஹழߜ ا௧ຣࡃࢇঁرऊኇሼ ࠚࣇஹழو ᏸᏒ ࠚࣇ റഖॡ߲ ࣇ፬ጥ࿇౟ ࡹॆ߾

ࡹࡐऄ 13 ࢦࡍࡥࠚߜ اఘఊࠚ༟༻ߜ ᏸᏒ ࡹߜᄍࡥة ॎᆆਛ਒਌ اఘఊஹழࠚᄍ ෌ධߜم 2009 .
A California military court has sentenced to death a man 
who killed 13 US soldiers at a US military base in 2009.

AraT5

 ᏸᏒ ࠚࣴࡃࣇఘఊࠚࣇ أ റഖॡ߲ ࡥةᄍࡹߜ વઐࠚࣴࡃঁن إن ࡹߜఘఊঁن أऊوॴॡघ ࡹߜل
أࡺߴߜ೐಼ࡐߜن، ߲ࡊࡥ اܥ᝕ܧ ࢢझॡ، ࡹࡐऄ 11 ࢦࡍࡥࠚߜ ࿋ྩ ᏸᏒঁم ୨ଡ଼ᄍ ࡹߜᄍࡥة 

ࠚࣇ أఘఊࠚࣴࡃࣇ ᏸᏒ أࡺߴߜ೐಼ࡐߜنݿ റഖॡ߲

US officials said that the commander of a US military base 
in Afghanistan, Abdullah Hassan, killed 11 soldiers in an 
attack on a US military base in Afghanistan.

(b)
Reference

ࠚॱߜᏸᎨ اഏ೦ॡऊ روྍྦ  ഏ೭ऊا कࡍࢷऊߜ اघߜᄍ 89 वࠤߜࣈ ष፬ፋ झ߲ ࠪߜء෭෨ࡓऊࠚঁم ا ᏸᏒঁࠧ
घঁر ݿ

British star Sir Roger Moore died on Tuesday at the age of 
89.

AraBART
ࠚॱߜᏸᎨ روྍྦ घঁر ௱ນ ष፬ፋ झ߲ߜࣈᄍ 91 वߜघߜ ࠡ߹ࡥ ၑᅊاع  ഏ೭ऊا ऄࡓछற஭ا ᏸᏒঁࠧ

ఘఊ ߫घض ا८ၑᄽऊߜن ݿ
British actor Roger Moore has died at the age of 91, after a 
battle with cancer.

mBART25
 झ߲ ᏸᏒঁࠧ कࣈጙጄঁر ان واघ ྦྍرو ഏ೦ᒐᅀऊا ᏸ᎛ߜछࡍᆆॡऊا कࡍࢷऊة اၑᄲ߾ اऊࡹߜ

ࠚఘఊ ߫घ ऄض ا८ၑᄽऊߜن ݿ ঁ८ اعၑᅊ ߜ ࠡ߹ࡥघߜᄍ 91 वߜࣈ௱ນ ष፬ፋ
The family of famous film star Roger Moore said that their 
father passed away at the age of 91 after a long battle with 
cancer.

C2C
 ोछور ࢦࡃવચ षᒎᑿख़ي اጘጄঁر ، اघ ྦྍرو ഏ೦ᒐᅀऊا ᏸᎨߜॱࠚ ഏ೭ऊا ऄࡓछற஭ا ᏸᏒঁࠧ

ᏸᏒ વઝঁࠡ ࡺࡃఘ߭ " ঘঔا෭෨ॖ વઝم " ، ௱ນ ष፬ፋ झ߲ߜࣈᄍ 91 वߜघߜ
Renowned British actor Roger Moore, best known for his 
role as James Bond in the movie "Grand Slam", has died at 
the age of 91.

mT5 
 ष፬ፋ झ߲ ، વઝঁࠡ ोछߜॖঁس ࢦࡃభ৩دور ا ऄॱࠡ ، ঁرघ ྦྍرو ഏ೦ॡऊا ᏸᏒঁࠧ

௱ນߜࣈᄍ 67 वߜघߜ ၑျဝঁॖ ᏸᏒا ࠡ߹ࡥ ၑᅊاع ࡹఘఊ ߫घ ഏ೦ैض ا८ၑᄽऊߜن ݿ
Sir Roger Moore, star of James Bond, has died at the age of 
67 in Switzerland after a short battle with cancer.

AraT5

ࠚॱߜᏸᎨ ࢦࡃવઝঁࠡ ोछ، اጘጄي ኇሼن ኇሼن  ഏ೭ऊߜॖঁس اభ৩ة اၑᄲ߾ اऊࡹߜ 
ኇሼن ኇሼن ௱ນ ष፬ፋ ᏸᏒߜࣈᄍ 65 वߜघߜ، إن واጙጄࣈߜ ا྾ྭاᏸᏒ ᏸᏒঁࠧ ऄᄏ ࡺ೐಼षߜ 

ࠚఘఊ ߫घ ऄض ا८ၑᄽऊߜنݿ ঁ८ اعၑᅊ ࡥ߹ࠡ

The family of British spy James Bond, who was was was 
was at the age of 65, that their late father died in France 
after a long struggle with cancer.

(c)
Reference

 ৏ণߜᄤॡऊا ഏ೦ࠪࠧߜ झ߲ - ࡤ߲ࡃࣇభ৩ࠚߜ ا෭෨న৩߾ اऊߜو௱຦ - ࣇ௷ນࡥᄏ ࢇ߾ دراॖࣇ।࣢
୮ଡ଼ᄍ اஹழࢦࡍࣇ ݿ

A recent study - dealing with stem cells - revealed the 
effect of cigarettes on fetuses.

AraBART
ऐृঁࠧ߾ دراॖࣇ ෽෸ᄍࡃࣇ اᏸᏤ ان ཿལᄎવઠ اᒎᔢஹழߜت ا௱ຩߜء اጎጄ ऄ௙௉௄ اࠪߜر 

ुߜرة ୮ଡ଼ᄍ اஹழࢦࡍࣇ ݿ
A scientific study concluded that smoking by mothers 
during pregnancy has harmful effects on fetuses.

mBART25
ऐᄎै߾ دراॖࣇ ෽෸ᄍࡃࣇ ᄏࡥນ௷ࣇ اᏸᏤ ان ཿལᄎવઠ اᒎᔢஹழߜت اᄤॡऊߜጎጄ ৏ণ اࠪߜر 

ुߜرة ୮ଡ଼ᄍ اࢦࡍࣇ ا࣢ጘጄঁر واࢦࡍࣇ اஹழࠤߜث ݿ
A recent scientific study concluded that cigarette smoking 
by mothers has harmful effects on male fetuses and female 
fetuses.

C2C
ࡹߜل ෽෸ᄍߜء ان ཿལᄎવઠ اᄤॡऊߜᏸᏒ ৏ণ اघஹழ߹ߜء ࡹࡥ ࠚࣴঁن ጎጄ ࠧߜ࿇࿅ ୮ଡ଼ᄍ ഏ೦ࠪࣇ 

ا೐಼ஹழߜن ݿ
Scientists said that smoking cigarettes in the intestines may 
have an effect on human health.

mT5 
 ᏸᏤߜت اᒎᔢஹழا ཿལᄎવઠ ديॴࡹࡥ ࠚ ৏ণߜᄤॡऊࣇ ان ا௷ນࡥᄏ ت دراॖࣇष࣊७ا

اၑᅈار ࣢ࡊഏ೦ة ୮ଡ଼ᄍ اஹழࢦࡍࣇ ݿ
A recent study showed that smoking by mothers may cause 
significant harm to fetuses.

AraT5 
ࡹߜل ෽෸ᄍߜء إن اऊࡐࡥᏸᏒ ཿལᄎ اॡᆐऊߜء झॖ ᏸᏒ اझॡऊ اற஭ࡊറഖ ࡹࡥ ᆍ೐ಲࠋ 

أၑᅈارا ࢡഏ೦ॱة ෭෨ᄎ ୨ଡ଼ᄍࠚߜ اᕌऊࣴࡊࡥݿ
Scientists said that smoking in women at the age of early 
age may cause serious damage to liver cells.

Figure 1: Three selected examples contrasting the output of the various systems we studied. All examples are from
the XL-Sum summaries test set. We provide English translations to provide context for the general readers.
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Quality Assessment Faithfulness Assessment
In this task, pairs of generated summaries
(headlines) are compared together. If we judge
the first summary to be better than the second
one you fill the scores column with 1, other-
wise fill it with 2. To make a decision you can
think of different aspects of quality: factuality
(does the summary contain factual informa-
tion?), relevance (does the summary capture
the important information in the document?)
and fluency (is the summary written in well-
formed Arabic?).

In this task we have 5 summaries (headlines)
generated by 5 different models. Some of them
contain unfaithful information, that is informa-
tion that is not covered by the source document
(even if it is factual). The unfaithful informa-
tion should be replaced by a # symbol. If we
have multiple consecutive information judged
as unfaithful, the text span should be replaced
with multiple # symbols.

Figure 2: The guidelines we provided to the human evaluators to evaluate in terms of Quality and Faithfulness.

System Reference AraBART C2C mBART mT5 BWS Score
Reference - 44.7 79.0 53.0 56.5 16.65
AraBART 55.3 - 82.85 54.75 58.5 25.6
C2C 21.0 17.15 - 14.5 15.5 -65.9
mBART 47.0 45.25 85.5 - 50.5 14.2
mT5base 43.5 41.5 84.5 49.5 - 9.55

Table 4: Human evaluation using Best-Worst Scaling (BWS). The numbers in the first five columns represent
the percentage of the times the row model was chosen as better than the column model. The BWS score is the
percentage of time the model’s summary was chosen as best minus the percentage of time it was chosen as worst.

mal Eddine et al., 2021b). The lower scores of
the reference summaries are related to the nature
of the task itself. The news headline generation
task considers headlines as summaries. However
these headlines, while being relevant and fluent,
may contain some information that is not presented
by the input document such as names and dates.
These bits of information are considered by the hu-
man annotators as inaccurate or non-factual. This
assumption is confirmed in the next section.

4.2 Faithfulness Evaluation

Recent efforts have shown that automatic systems
are highly prone to generate content that is unfaith-
ful to the source document (Maynez et al., 2020;
Chen et al., 2021). Thus, we opted for a manual
evaluation that focuses on the summaries’ faithful-
ness. In this evaluation task, we asked the annota-
tors to detect unfaithful spans. A span is considered
as unfaithful if it contains information that is not
covered by the input document even if the informa-
tion is factual (Maynez et al., 2020).

Automatic metrics based on surface token
(e.g., Rouge) or distributional semantic (e.g.,
BERTScore) overlap between the reference and

Unfaithful Faithful
System Spans # Words %
Reference 2.31 77.91
AraBART (ours) 1.36 84.47
C2C 3.18 61.80
mBART 1.68 81.31
mTbase 1.49 81.62

Table 5: Faithfulness results in terms of the average
number of unfaithful spans of text in summaries (less is
more faithful), and the percentage of faithful words in
summaries (higher is more faithful).

the generated summaries are not sufficient for ab-
stractive summarization evaluation. This is mainly
because they are not able to capture the faithfulness
of the summary with respect to the input document.
This is why, manually assessing the faithfulness
of the summary could be very useful for evaluat-
ing the summarization systems. Table 5 shows the
degree of faithfulness of each model to the input
document.

Here again, AraBART outperforms all the other
systems, obtaining a lower number of unfaithful
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spans and a higher percentage of faithful summary
words. On the other hand, the reference summaries
are outperformed by AraBART and two other base-
lines which confirms our assumption in Section 4.1
about the underperformance of the reference sum-
maries compared to AraBART. The difference in
the system rankings and the improvement margins
between the automatic, the quality and the faith-
fulness evaluations, highlights the importance of
conducting a detailed evaluation considering vari-
ous aspects and dimensions.

4.3 AraBART vs AraT5

At the time we carried out the manual evaluation,
the AraT5 model (Al-Maleh and Desouki, 2020)
was not yet published. For this reason we per-
formed a separate quality assessment evaluation
comparing AraT5 to AraBART only. We used the
same 100 documents as previously, and the anno-
tators had to choose the better summary among
those of AraT5 and AraBART following the same
guidelines of the overall quality assessment. Three
annotators participated in this evaluation task, and
each document was annotated by only one partici-
pant. The final score shows that 91.5% of the time
AraBART summaries were chosen as best, which
again shows the superiority of AraBART in the
abstractive summarization task.

5 Related Work

Arabic Summarization The overwhelming ma-
jority of past Arabic models are extractive
(Douzidia and Lapalme, 2004; Azmi and Al-
thanyyan, 2009; El-Haj et al., 2011; El-Shishtawy
and El-Ghannam, 2012; Haboush et al., 2012;
Belkebir and Guessoum, 2015; Qaroush et al.,
2021; Ayed et al., 2021). Recently, seq2seq ab-
stractive models for Arabic have been proposed
in the literature (Al-Maleh and Desouki, 2020;
Suleiman and Awajan, 2020; Khalil et al., 2022),
but none of them used pretraining. Fine-tuning
Transformer-based language models like BERT
(Devlin et al., 2019) has been shown to help Arabic
abstractive (Elmadani et al., 2020) and extractive
(Helmy et al., 2018) summarization, but unlike
AraBART, not all components of the model are pre-
trained. Readily-available multilingual pretrained
seq2seq models have been applied to Arabic sum-
marization. Kahla et al. (2021) uses mBART25
(Liu et al., 2020) in cross-lingual transfer setup on
an unpublished dataset, while Hasan et al. (2021)

experiment with mT5 (Xue et al., 2021) on XL-
Sum. Our model, tailored specifically for Arabic,
outperforms mBART25 and mT5 for almost all
datasets despite having a smaller architecture with
less parameters.

Arabic Datasets Most available datasets for Ara-
bic are extractive (El-Haj et al., 2010; Chouigui
et al., 2021), use short headlines that are designed
to attract the reader (Webz.io, 2016; Al-Maleh and
Desouki, 2020), or contain machine-generated (El-
Haj and Koulali, 2013) or translated (El-Haj et al.,
2011) summaries. Notable exceptions we choose
for our experiments are Gigaword (Parker et al.,
2011) and XL-Sum (Hasan et al., 2021) because
they cover both headline and summary generation,
contain multiple sources, and manifest variable lev-
els of abstractiveness as shown in Table 1.

Pretrained seq2seq models BART-based mod-
els have been developed for multiple language in-
cluding English (Lewis et al., 2020), French (Ka-
mal Eddine et al., 2021b) and Chinese (Shao et al.,
2021) in addition to multilingual models (Liu et al.,
2020). While they can be finetuned to perform any
language understanding or generation tasks, we
focus on summarization in this work.

6 Conclusion and Future Work

We release AraBART, the first sequence-to-
sequence pretrained Arabic model. We evaluated
our model on a set of abstractive summarization
tasks, with different level of abstractiveness. We
compared AraBART to a number of state-of-the-art
models and we showed that it outperforms them
almost everywhere despite the fact that it is smaller
in terms of parameters.

In future work, we are planning to extend
the model to multitask setups to take advantage
of availability of both titles and summaries in
some datasets including XL-Sum, and use external
knowledge sources to improve faithfulness. We
will also explore new directions for automatic sum-
marization evaluation on morphologically rich lan-
guages like Arabic. We would like to use AraBART
in other text transformation and generation tasks,
such as spelling and grammar correction.
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Ethical Considerations

Limitations Our models are optimized for news
text summarization; we do not expect comparable
performance on other summarization tasks without
additional training data.

Risks We acknowledge that our models some-
times produce incorrect non-factual and non-
grammatical output, which can be misleading to
general users.

Data All the data we used comes from reputable
news agencies and does not contain unanonymized
private information or malicious social media con-
tent.

Models We will make our pretrained and fine-
tuned models available on the well known Hugging
Face models hub8, so they can be easily used and
distributed for research or production purposes.
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A Example Input Documents

(a)  झࣴᕌऊࡐߜن، و೐಼أࡺߴߜ ᏸᏒ ࡊߜنऊߜ८ ၑᅊو߲ࡍߜ ཿལ෽෸ॡற஭ߜࠚࣇ ا፬რ჊ ߜᄤࡐࢳࢷघ ،ࡍঁدభ৩ا ऄࣃ، ࠡࢆࡐॡࠤࢇ झ߲ ߫اࡺવઓ يጘጄا ،झॡف ࠤॆߜل ࢢഏೳᄍوا झॡࠤॆߜل ࢢ

اऊࢆߜၢᅈ اറഖॡ߹ऊي رࡺ़ ᇜ఺ࡐࣃ "፬რ჊ߜࠚࣇ اಉ౭ྦྈ஽ழ"ݿ وᔝذا أدಉ౭ ࢢझॡ، اऊࡊߜऊߦ झघ اᄍ 42 षछ߹ऊߜघߜ، ࠡࢆࡐൽ 13 ऄ࿆ैߜ وྍྦح آಉ౭ྦྈ ࡺߛࠤࣃ ॖࡃঁاᄓࣃ ߲ࢆঁࠡࣇ 

 5 ᏸᏒ ऄᄎঁد ߲ࡃߜن دᒐᄵ ࠚࣴࡃࣇݿ وࡹߜلఘఊࠚࣇ أ റഖॡ߲ ࡥةᄍࡹߜ ᏸᏒ وࡹ߹߾ ဎ࿱ऊࡃࣇ اऊࢆࡐߜऊا ഏ೦ᄈ ߜتछࢷഺശا ཿལࠡ झघ ࠚࣇ ঁघد ഏ೶࣢஼ழߜدث ا఩৩ا ഏ೭ࠚ߹ࡐ اᄍஸழࡥامݿ و

ࠤಉ౭ၑှဪ/ഏ೭፬ፐঁ اऊࡓߜᄍ ᏸᎨߜم ᄠैघ 2009ࣇ ࠧ߹࢕ ࠡߜభ৩ࡍঁد اኇሼ ಉ౭ጘጄࠤঁا ᆐᅝࡐष॰ون أدوارࣈक إྍྦاء ఩టঁृߜت ८ࡊࡃࣇ أو اऊࡐऐࢆࡃ࢑، ᐻᐯ ृ߹ࡥ घ ୨ଡ଼ᄍࣴࡐࠋ، 

 झॡࠧࢇࡃࡥ ࠡߟن ࢢ ጒጄߜء أدᄍدஹழا ০৔ࡓ፾፽ ߜࠚࣇ وॖࡃࢆࡥمᒎᑓ ࣐छᒎᑖ ঁاुࡃ߫ ࡹࡥघ حݿ෭෨ॡऊߜدة ࠧ߹ࡊࡀࣇ اᄍஸழ ஹழࡥࠚࣃ، دون ࠧঁࡹ࡯ إ௧ຠ ཿལᄏ෭෨ॖ झघ ࡍߜرऊا ౒ౌ८وأ

घߜل إᏲᏤ ا஼ழࡺኇበر اற஭ࡐषॱࡺࣇ، وኇሼن দ্ور اற஭ঁاࡹ߫ ࿇Ⴁࡓߜ झ߲ ّاభ৩࣊ߜدࠚཿལ" و८ߜऊࡊߜن، ॖߜᄍߜت ࡹࡊऄ اഺശࢷঁمݿ وኇሼن ا྾ྭاવઐ ࢢझॡ ॖࡃऐࡐࢳन ࠡߜऊࢆঁات 

اఘఊ஼ழࠚࣴࡃࣇ ᏸᏒ أࡺߴߜ೐಼ࡐߜن ࡹࡊऄ أن ௱ນࢇࡤ घঁ࿋ྩࣃݿ "߲ࡍ࡯ ኇበघ ᏸᏒن اऄछ߹ऊ" وृࡍࢇ߾ وزارة اጙጄࡺߜع اఘఊ஼ழࠚࣴࡃࣇ ا఩৩ߜدث ࠡߜ߲ࡐࡊߜره "߲ࡍࢇߜ ኇበघ ᏸᏒن 

اᆐैࠧ झघ ஹழવચ "ऄछ߹ऊࡃࢇࣃ "෭෨፬ፋ إرࣈߜ௧ຠߜ"، وࣈঁ घߜ أ߭ॆࠋ ߲ࡀ෭෨ت اᄠॆऊߜࠚߜ، ࢢॡࠋ घߜ أࡺߜد ࠡࣃ ఘఊاၢᄲ ᏸᎥ ᏸᎥ ऄॖ، ࠤ࣐ ৏ভاᆐᅝ߾، ᏸᏒ ࡺषوت 

 ᏲᏤঁࡐᆆॖ ࠤࣃ஼ழ ࣇ፬ጥූුැࣇ اᄍࡹߜ ᏸᏒ ߜࠚߜه࿇࿃ झघ ࡥداᄍ झॡࣃ ࢢᄓࣇݿ وॖࡃঁا፬ጥූුැߜم اघأ कᒎᑖߜࣈߜدا೓ಹ ߜدث఩৩ا ᏲᎻྦྍ झघ વઓࡥ߹ऊا ᏸᏤવઓ ঁࡹ߫ أن௴ນࣈঁدݿ و

ࠚࣇ اऊࡍߜرݿ റഖॡ߹ऊࡥة اᄍࢆߜऊا ᏸᏒ ঐ८ၑᄵ ࡃࣃऐᄍ ౒ౌ८ߜ أघ߲ࡍࡥ ،ᓐᒸ।ऊࠋ ࠡߜᆆृࠤࣃ أ஼ழ ኇሼषࡐࢳघ ॖࡃߜජඇ ࡥمᄟࡐ೐ಲ ঁࣃݿ وࣈॡࠤࢇ झ߲ ࡺߜعጙጄا

(b) ࠚᒎᑖၑှဧ ഏೳߜ ᏸᏒ ࢢॡߜࠡࣃ  ঁࠧ ᏸᏒ ةવઓषࠧߴ नࠚ ष८ झ߲ ߟ وࡺߜࠧࣃ௮ຣ ࠧࣃၑᄲࡍ߾ اऐᄍݿ وأવઝঁࠡ ोछߜॖঁس ࢦࡃభ৩داࠗࣃ دور اஹழ ࡃࣇற஭ߜᄍ ةषᒐᄵ ঁرघ ঁر وࠤߜلघ ྦྍرو

اঐ፾፯྾ྭݿ وࡹߜل اوஹழده ᏸᏒ اऊࡐߴવઓषة، "ࠡࢆऐࠋ ࠚ߹ࡐၑᅏه اၜᄲ஼ழ، ࠤ߹झ߲ झऐ ان واጙጄࠤߜ ا఩৩ࡊᆆࠋ اഏ೦ॡऊ روྍྦ घঁر واࡺࡐࣃ اற஭ࡍࡃࣇ اऊࡃঁم ၑျဝঁॖ ᏸᏒا ࠡ߹ࡥ ၑᅊاع 

 झघ વઓࡥ߹ऊ্ا ߲ࡍࡥ اদఖ߲ ࣐ࣴঁࠤᕌऊو ູຣأ झघ ࣐ࠤ஼ழ ا ࠚߜ أࠡߜࠤߜറഖख़ ࡍࣴঁࠡঁنݿघ झ࿇Ⴄ" ،ةવઓषࡐߴऊا ᏸᏒ ߜءᄓߜنݿ" و८ၑᄽऊض اఘఊ ߫घ ᏸᏤঁॱࠡ झࣴᕌऊو ഏ೦ैࡹ

 ᏸᏒ ဎ࿮ࢇऊߜره اॡघ ঁرघ أવચ ݿᐻᐎߜ߹ऊࡊঁࠡࣇ ࢢঁل ا࿇౟ ࿆ैࡃࣇൽا وഏ೦ࡃঁࠤऐघ ،વઝঁࠡ اداء دور ᏸᏒ ࡹॆߜࣈߜ ဎ࿱ऊ12 ا ᕌऊࡍঁات اॡऊا ऄॆঁر، ࠡࢇघ ࡍߜسݿ" وأृࡊ࢑ऊا

 Live and Let " ঘঔࡺࡃ ᏸᏒ વઝঁࠡ داء دورஹழ ഏ೦ߜ اࢡࡐघߜم 1973، ߲ࡍࡥᄍ ဈ࿱ࢢ ਈৰࢢࢆࡃ ኂበ೓ಹ ౒ౌॱ௱຦ ᐻᐎ ࠧࣃषᒐᄵ झࣴᕌऊو ،ၢᅈߜற஭ن اषࢆऊࡃߜت اᆐࡃᆓॖ

Die"ݿ أدى घঁر دور اऊࡊझघ 6 ᏸᏒ ጒጄঁॱ اࡺ෭෨م ࢦࡃવઝঁࠡ ोछ اऊࡐߜऊࡃࣇ، ኇሼن آྈྦࣈߜ ࡺࡃᄍ ᏸᏒ "A View to a Kill " ঘঔߜم 1985 ߲ࡍࡥघߜ ኇሼن ऐ௮ນߦ 

झघ اᄍ 57 षछ߹ऊߜघߜݿ وኇሼن झघ آ࿋Ⴄ ྦྈঁم "اற஭ࡥرॖࣇ اऊࢆࡥ൷൛ࣇ" झघ اऊࡍࢷঁم اᆆॡऊࡍछߜझघ ཿལ௧ຖ اघࡓߜل ࡺषاࠤ࣐ ᆆॖࡍߜ৏঳ا ودࠚࢇࡃࡥ ௧ຣࢇཿལݿ وᏸᏒ اॡऊࡍঁات 

اऊࡐߜऊࡃࣇ، ఘ߲ف घঁر ।ᆐᅤߜ८ߜࠧࣃ ا೐಼ஹழߜ௧ຣࣇ، و୨ଡ଼ᄍ وᄓࣃ اన৩ैঁص घߜ ࡹߜم ࠡࣃ ॡ࣢ࢇற஭ ഏ೦ࡍछ॰ࣇ ॡᆆᅧঁࠡࡃ࡯ ௙்௄߫ اऊࡐᄍഏ೭ߜت ८෭ᒦᒚࢇߜل اऊࢇࢆषاءݿ وࡹߜل اوஹழد 

घঁر إن واጙጄࣈኇሼ कن ࠚ߹ࡐघ ጎጊ፬ፋ ഏ೭߫ ࠚॡᆆᅧঁࡃ࡯ "اक॰߲ ا࿋Ⴄߜزاࠧࣃ"ݿ وॖࡐࢷषى ఘఊاᆭᄲ دࡺࡍࣃ घ ᏸᏒঁࠤߜ࣢ঁݿ

(c)  ৏শراॖࣇ أጙጄ ࠡߜ ০৔ॖߜء أ෽෸߹ऊا റഖ௴ຠࣴࡊࡥݿ واᕌऊࠚߜ ا෭෨ᄎ ऄ༺༟೓ಿ ࡃࣇऐछ߹ࠡ ߜصᄎ ঁ࿇Ⴄ ୨ଡ଼ᄍ ुߜر ৏ণߜᄤॡऊا ᏸᏒ ࠚࣇ و෽෸ᄍ ऄृঁࠧߜء إᏲᏤ أن ऐᄎࡃ५ اற஭ঁاد اᕌऊࣴࡃछߜو

 ഏ೦ࠪة، أن ࠧߟഏ೭ࣇ إدࠤ߹घߜᄓ कᒎᑖࡹߜد ಉ౭ጘጄߜء، ا෽෸߹ऊا नࠚ षࡥ ࡺᄓࡍࡃࣇݿ ووᆆࡤ߲ࡃࣇ ࢦࡍᄓ ࠚߜ෭෨ᄎ ऄࡃऐ࿇Ⴇ ࡥامᄟࠡߜॖࡐ ᒫᒚࣴࡊࡥ، وذᕌऊࣇ اᄤ೐಼أ ୨ଡ଼ᄍ ߜتᒎᔢ஼ழا ཿལᄎવઠ

ࠚࣇ ᏸᏒ اᄤॡऊߜນ ৏ণ௴ࢇߜوت ཿལࠡ أࢦࡍࣇ ا࣢ጘጄঁر وأࢦࡍࣇ اஸழࠤߜثݿ وأ௱ຩߜء اጙጄراॖࣇ، اॖࡐᄟࡥم اऊࡊߜࢢࡓঁن ෭෨ᄎࠚߜ ᄓࡤ߲ࡃࣇ ࿇౟ࢇवة - و෭෨ᄎ ᏸᏨࠚߜ  اற஭ঁاد اᕌऊࣴࡃछߜو

ࠚࣇ اऊॆߜرة  ࡹߜدرة ୨ଡ଼ᄍ اऊࡐࢳঁل إᏲᏤ أኇበख़ل أྈྦى झघ ا෭෨న৩ࠚߜ - ऐ࿆Ⴇ ᏸᏒࡃन أᄤ೐಼ࣇ ࣢ࡊࡥ ࢦࡍᆆࡍࡃࣇݿ وष߹ࠧ ᐻᐬࠚ़ ෭෨ᄎࠚߜ اᕌऊࣴࡊࡥ اऐ෕ුැࢆࣇ ෽ᓖᒚঁاد اᕌऊࣴࡃछߜو

اற஭ঁࢦঁدة ᏸᏒ اᄤॡऊߜ൷ൢ ،৏ণߜ ᏸᏒ ذघ ᒫᒚঁاد घ߹ࡃࡍࣇ झघ اष߹ற஭وف أᒎᑓߜ घࡍၑᅀᆓة ᏸᏒ ا஼ழࢦࡍࣇ اဎ࿱ऊ ࠧࣴঁن أᒎᔢߜᒎᑖߜ झघ اற஭ࡥࢡࡍཿལݿ وأष࣊७ت اጙጄراॖࣇ أن 

ࠚߜ - ೓ಲࡊࣃ ذᒫᒚ اற஭ঁࢦঁد ᏸᏒ اᄤॡऊߜ৏ণ - أन఩৩ أၑᅈارا ࿇Ⴁߜጒጄ اᕌऊࣴࡊࡥ أझघ ഏ೶࣢ اऊࡐߟഏ೦ࠪ اဎ࿫ऐॡऊ اጘጄي ऐ࿆Ⴇࢇࣃ घ ኂሼߜدة ᒎᑼघߜ ᄏ ୨ଡ଼ᄍࡥةݿ  ऐᄎࡃॱߜ ࣢ࡃछߜو

أၑᅈار دا൷൘ࣇ وࡹߜل اॱऊࡊᆆࠋ داࠚࢇࡃࡥ ࣈߜي، චඇఘఊ झघ اॱऊࠋ اऊࡐᄤࡥવઓي ࿋Ⴁߜघ߹ࣇ إدࠤഏ೭ة، إن "دᄎߜن اᄤॡऊߜष߹घ ৏ণوف ࠡߠࠪߜره اऊॆߜرة ୨ଡ଼ᄍ ا஼ழࢦࡍࣇ، 

ᕌऊࣴࡍࡍߜ ࠤࢇࡐࢆष إᏲᏤ ا஼ழدوات اற஭ࡍߜॖࡊࣇ ጙጄراॖࣇ ࣈࡤه ا॰ऊߜࣈषة ࠡߜऊࡐࢇैࡃऄ ا෭ᒦᒚزم"ݿ وأुߜف ࣈߜي "ࣈࡤا اᒎᑼற஭࢕ اభ৩ࡥવઓ ࠚ߹ဎ࿮ أن ௱ນጙጄߜ ا஽ழن घैߜدر 

 झघ ाऐᄟࡐऊا ୨ଡ଼ᄍ ᆭᄽభ৩ࡥة اᄍߜॡघ ᏸᏒ ߜघࣴࡊࡥ دورا ࣈߜᕌऊࠋ ا߹ऐࠚ ᄤ೐಼஼ழࣇ घࡐᄤࡥدة، وࣈঁ घߜ ൷൛ࣴࡍࡍߜ झघ ࡺक࣊ ا৏শ஼ழ ا০৔న৩ي ᄤॡᒠᒚߜ୨ଡ଼ᄍ ৏ণ ا஼ழࢦࡍࣇ"ݿ و

ࠚࣇ ࡹࡥ ࠚॴدي વઠࢡࡃᒎᑼߜ  اற஭ঁاد اॡऊߜघࣇ، ࠡߜஸழुߜࡺࣇ إᏲᏤ دوره اऐ፬ፋ ੐਴॰௱຦ ᏸᏒ ၢᄽᆆᅚ྾ྭࡃࣇ اઅ੶੘ࡓࡃऄ اऊߴࡤاᏸ᎛ݿ و࿇Ⴇࡐঁي اᄤॡऊߜ୨ଡ଼ᄍ ৏ণ ॖࡊ߹ࣇ آஹழف घߜدة ࣢ࡃछߜو

 ഏ೦ࠪࠧߟ ཿལࠡ قषࢇऊا ୨ଡ଼ᄍ ॆঁءऊॖߴঁ، ا෭෨ᄈو ಉ౭د৏ভأ ဎ࿱߹घߜᄓ ߫घ ࡐ߹ߜونऊྍྦت ࠡߜ ဎ࿱ऊراॖࣇ، اጙጄ߾ اॱऐॖࣇݿ و൷൘ار داၑᅈأ ᏲᏤᔝࢦࡍࣇ، و஼ழ࡯ أ߲ॆߜء اऐࠧ ᏲᏤإ

ཿལᄎવઠ اᄤॡऊߜ৏ণ أࢦࡍࣇ ا࣢ጘጄঁر وأࢦࡍࣇ اஸழࠤߜثݿ وष࣊७ت વઝوب ᏸᏒ أᄤ೐಼ࣇ أࢦࡍࣇ ا࣢ጘጄঁر، ᆆᅤࡍछߜ ၑᅈ न఩৩ر أഏ೶࣢ ࠡߜઅ੶੘ࡓࡃऄ اऊߴࡤا෭෨న৩ ᏸ᎛ࠚߜ أࢦࡍࣇ 

اஸழࠤߜثݿ وࡹߜل ࠡঁل ࡺߜوघ ،྾ྭࡥघ ৏দ߹࣊ࡥ ০৔ᄍم اॱऊࠋ ࿋Ⴁߜघ߹ࣇ أ৏ভدಉ౭، إن "ࣈࡤا اऄछ߹ऊ ྍྤء ၑᅀघ झघوع ᒎᑿ೐ಲࡥف اऊࡐ߹षف ୨ଡ଼ᄍ ا஽ழࠪߜر اऊॆߜرة 

 ཿལࠡ ॖߜॖࡃࣇ஼ழوق اषࢇऊا ୨ଡ଼ᄍ ॆঁءऊ߾ اॱऐॖ ჵၮࡍࡐߜऊأن "ࣈࡤه ا ྾ྭݿ وأुߜف ࡺߜو"ঁઅੳ੘ا झघ ࢇࣇऐࡐ෕ුැঁار ا८஼ழا ᏸᏒ ࢦࡍࣇ஼ழا ୨ଡ଼ᄍ ऄ௙௉௄ߜء ا௱ຩߜت أᒎᔢ஼ழا ཿལᄎࡐࡥऊ

ࠚࣇ أرख़ࡃ࡯ ঘঔᄍ اछॡऊঁمݿ اၑᅈ஼ழار اष߹௴຦ ဎ࿱ऊض ഺശߜ أࢦࡍࣇ ا࣢ጘጄঁر وأࢦࡍࣇ اஸழࠤߜث"ݿ وၑှُဧت ຣ௴ߜჵၮ اጙጄراॖࣇ ᏸᏒ دور

Figure 3: The input news articles corresponding to the summaries in Figure 1
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Abstract

This paper presents an attempt to build a Mod-
ern Standard Arabic (MSA) sentence-level sim-
plification system. We experimented with sen-
tence simplification using two approaches: (i)
a classification approach leading to lexical sim-
plification pipelines which use Arabic-BERT, a
pre-trained contextualised model, as well as a
model of fastText word embeddings; and (ii) a
generative approach, a Seq2Seq technique by
applying a multilingual Text-to-Text Transfer
Transformer mT5. We developed our training
corpus by aligning the original and simplified
sentences from the internationally acclaimed
Arabic novel “Saaq al-Bambuu”. We evaluate
effectiveness of these methods by comparing
the generated simple sentences to the target
simple sentences using the BERTScore evalua-
tion metric. The simple sentences produced by
the mT5 model achieve P 0.72, R 0.68 and F-1
0.70 via BERTScore, while, combining Arabic-
BERT and fastText achieves P 0.97, R 0.97 and
F-1 0.97. In addition, we report a manual error
analysis for these experiments.

1 Introduction

Text Simplification (TS) is a Natural Language
Processing (NLP) task that aims to reduce the lin-
guistic complexity of the text while maintaining its
meaning and original information (Saggion, 2017;
Siddharthan, 2002; Collados, 2013). According to
Shardlow (2014) definition, TS involves text trans-
formation with new lexical items and/or rewriting
sentences to ensure both its readability and under-
standability for the target audience (Bott and Sag-
gion, 2011). TS could be classified as a type of
Text Style Transfer (TST), where the target style
of the generated text is “simple” (Jin et al., 2020).
Evidence suggests the importance of TS involves :
(i) its usage in designing and simplifying the lan-
guage curriculum for both second language and
first language learners, in making text easy-to-read
for first language early learners; in assisting first-

language users with cognitive impairments and low
literacy language level; (ii) being a fundamental
pre-process in NLP applications such as text re-
trieval, extraction, summarization, categorization
and translation (Saggion, 2017); and (iii) acting as a
post-process step in Automatic speech recognition.
Hence, there are various types of simplification sys-
tems based on the purpose and who is the end-user
of the system. There are three key aspects of sim-
ple text that: (i) it is made up of frequent simple
words, grammatically simple sentences, and direct
language; (ii) unnecessary information is omitted ;
(iii) it can be shorter by the number of words, but
also with shorter sentences, which might lead to
their increased number (Bott and Saggion, 2011;
Collados, 2013). Collados (2013) approached TS
differently as he came up with different opinion,
that is a slightly simplified text for one user is gen-
erally simpler for any other users. But a more ex-
tensive simplification for a specific user, may lead
to a more complex text for another user. Most of
TS techniques were borrowed from closely related
NLP tasks such as Machine Translation (Sikka and
Mago, 2020) . This has influenced our experiments
to demonstrate the effectiveness of two different
methods to address the sentence simplification (SS)
task as follows:

(1) Classification Approach SS is considered as a
classification task that requires a decision on which
word to replace or syntactic structure to regenerate
in each complex sentence. This approach allows
the application of the Lexical Simplification (LS)
task pipeline, i.e that aims to control the readability
attribute of the text and make it more accessible
to different readers with various intellectual abili-
ties. LS particularly involves word change, thus we
experiment the effect of different embedding rep-
resentation on word classification decision. This
approach highlights the impact of how the text is
simplified either by applying word embedding, or
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contextualised embedding such as BERT (Devlin
et al., 2018).

(2) Generative Approach SS is considered as a
translation task, in which the translation is done
within the same language from a complex sentence
as the source to a simplified sentence as the target
(Zhu et al., 2010). According to this perspective,
SS generative model could be implemented using
Machine Translation (MT) and monolingual text-
to-text generation techniques. Thus, we combined
all SS steps into one process which learns from
the complex sentence how to generate the simple
version. For this purpose, we applied a BERT-like
pre-trained transformer to perform a sequence-to-
sequence (Seq2Seq) algorithm.

The main contribution of this paper is to examine
different approaches for Arabic sentence simplifi-
cation task using automatic and manual evaluation.
To our knowledge, this is the first available Arabic
sentence-level simplification system.

2 Corpus and Tools

The corpus used for training is a set of com-
plex/simple parallel sentences that have been com-
piled from the internationally acclaimed Arabic
novel “Saaq al-Bambuu” which has an authorized
simplified version for students of Arabic as a sec-
ond language (Familiar and Assaf, 2016). We as-
sume that a successful sentence simplifier should
be able to detect word/sentences in the original text
that require simplification and simplify them in
such a way as the original simple counterpart. The
dataset consists of 2980 parallel sentences as illus-
trated in Table 1 and classified according to The
Common European Framework of language pro-
ficiency Reference (CEFR) .i.e is an international
standard for describing language ability ranging
from A1, A2 . . . up to C2.

Levels Sentence Tokens
Simple A+B 2980 34447
Complex C 2980 46521
Total 5690 80968

Table 1: Number of Sentences and Tokens available per
each CEFR Level in Saaq al-Bambuu parallel corpus

We aligned the words in the parallel “Saaq al-
Bambuu” sentences using Eflomal word aligning
tool that uses a Bayesian model with Markov
Chain Monte Carlo (MCMC) inference (Östling

and Tiedemann, 2016). After aligning the words,
we automatically identified four basic simplifica-
tion types on word-level and sentence-level (Alva-
Manchego et al., 2017), then annotate these types
with the following labels :

• Deletions, DELETE (D) in the complex sen-
tence. [word-level]

• Additions, ADD (A) in the simplified sen-
tence. [sentence-level]

• Substitutions, REPLACE (R), a word in the
complex sentence is replaced by a new word
in the simplified sentence. [word-level]

• Rewrites, REWRITE (RW) words shared
in both complex and simple sentence pairs.
[sentence-level]

The overall calculation of the simplification pro-
cesses in the “Saaq al-Bambuu” corpus illustrated
in figure 1. The REWRITE operation has the
highest proportion of the simplification processes
[keeping the word as it is in both versions] in which
21899 words were copied in the simplified version.
Whereas, 12561 words have been deleted to sim-
plify the sentence that annotated with DELETE
label. In the third position comes REPLACE op-
eration in which 9082 words where subsisted with
their simple counterparts. At last, only 362 words
were added to simplify the sentences that annotated
with ADD label.

Figure 1: Represents the percentage of each simplifica-
tion operation on Saaq al-bambuu corpus

Regarding Part-Of-Speech features (POS-
features) extraction we used MADAMIRA a robust
Arabic morphological analyser and part of speech
tagger (Pasha et al., 2014).

3 Method One - Classification approach

The reference for this approach is the pipeline of
the LS task, that focuses on LS by replacing com-
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plex vocabularies or phrasal-chunks with suitable
substances (Paetzold and Specia, 2017b). To reach
this goal, we decided to implement three classifica-
tion models:

1. classification model which is based on word
embedding, thus we applied fastText
word embedding tool that represents words as
vectors embedding.Those vectors embedding
was trained on Common Crawl and Wikipedia.
We used the Arabic ar.300.bin file in which
each word in WE is represented by the 1D
vector mapped of 300 attributes(Grave et al.,
2018);

2. classification model which is based on trans-
formers. Using Arabic-BERT a pre-trained
transformer model on both filtered Arabic
Common Crawl and a recent dump of Arabic
Wikipedia contain approximately 8.2 Billion
words (Safaya et al., 2020) ;

3. classification model combining both fastText
and Arabic-BERT results with post-editing
rules;

Considering the definition of the four main steps
applied in the pipeline for LS as follows:

Complex word identification [CWI] is the main
first step performed at the top of the pipeline that
employed to distinguish complex words from sim-
ple words in the sentence. Substitution Generation
[SG] involves generating all possible substitutions
but without including ambiguous substances that
would confuse the system in the Substitution Selec-
tion step. Substitution Ranking [SR] is to order the
new generated substitution list to ease the selection
step by giving high probability of the most appro-
priate highly ranked word. Substitution Selection
[SS] is responsible for selecting from the ordered
SG’s generated list the most appropriate substi-
tute according to the context while preserving the
same meaning and grammatical structure.Taking
into account the fact that, a word may have mul-
tiple meanings, and different meanings will have
different relevant substitutions, then the SS task
may generate a miss-substitution, which may lead
to meaning corruption. The following part of this
paper moves on to describe in greater detail the
implementation of each step concentrating on em-
ployed methods and tools.

3.1 Complex word identification
CWI step could be viewed as a layered analysis
opt for a better understanding of word complex-

ity. Hence, we applied a lexicon-based approach.
Taking into account one sentence per time, the first
level relates to identifying POS-tags along with
other features produced by MADAMIRA to be
used in further steps. The second layer of analy-
sis moved to assign each word a CEFR complex-
ity level adopting a Lexical based approach using
CEFR vocabulary Listas a reference to allocate
each word in the target sentence to a readability
level. At CWI, with identifying the complex words,
these words become the targets to simplify. It is
impractical to simplify all complex words in a sen-
tence at once. So that ordering words according
to their CEFR level and taking into account each
of these words as the target per time to deploy the
simplification process. For example, if a sentence
has three complex words assigned with B2, C2, C1,
firstly we order them to be C2, C1, and B2 and then
start the simplification process with targeting C2
tagged word, followed by C1 and so on. In this
example, this operation results in generating three
sentences each with different masked word slot.

3.2 Substitution Generation and Ranking
These two steps were considered in one process
using different methodologies to generate the sub-
stitution list and ranking them considering semantic
similarity measures. For this purpose we obtained
different sentence embedding to produce ten top
ranked substitution list of the masked token.

3.2.1 Arabic-BERT prediction
Arabic-BERT model has different tasks to
use in various NLP tasks. Here, for each
complex word use applying BERT’s task
MaskedLanguageModeling (MLM). This task
predicts a substitution list of a masked [not shown,
complex] token in a sequence given its left and
right context. At this process, the MLM requires
a concatenation between the original sequence
and the same sentence sequence where the target
word is replaced by [MASK] token as a sentence
pair, and feed the sentence pair into the BERT to
obtain the probability distribution of the possible
replacements corresponding to the MASK word.
For example, given this sentence from Arabic
Wikipedia:

��ñ ��®�mÌ'@ YK
Y� m�
��' H. �ñk. �ð �é �Ò

�
ºj�ÜÏ@ �é�
JJ
 �ë 	áÓ� I.

�
Ê �¢��J��K

tatat.alabu min hay’atu almah. kamatu wujūba
tah. dı̄da alh. uqūq

[require the judge or the court to necessarily
determine the rights]
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The ranking probability of Arabic-BERT’s pre-
diction list using fastText was shown on the right
side of figure 2.

3.2.2 fastText prediction
Using fastText model in two folded processes, first
ranking the previously produced substitutions ob-
tained by MLM BERT. This is done by calculating
the semantic cosine similarity between each word
in the produced list to the target complex word. The
second process is using fastText word embedding
itself to generate a list of possible replacements
[SG] and then ranking by the nearest neighbour
[SR]. For example, the fastText generated list given
the target complex word in the previous example is
shown on the left side of the figure 2.

Figure 2: Arabic-BERT and fastText predication lists
along with the probability obtained from fastText for
the word “wujūba” (’H. �ñk. �ð’, ‘necessity’)

3.3 Substitution Selection

At this stage, each complex word in the sentence
has different ordered substituted lists based on
Arabic-BERT and fastText. Taking into account
each prediction list to analyse individually and se-
lect the more logical substitute based on the proba-
bilities and some linguistics rules. This allowed the
system to generate a set of simplified versions of
the target sentence. In addition, keeping a record
of the semantic similarity and the readability level
of the new produced sentences. The system pro-
duces three different simple sentences based on
Arabic-BERT substitute selection, fastText, and
Combined decision from both generated lists. The
combined decision is a very crucial stage and the
system needs to be careful when selecting the best
substitute based on different measures. Starting
with the Arabic-BERT list, the greater the value the
most common or familiar is the word for a person
referring to simple words. If the word is tagged
with replacement with [UNK] the decision is to
ignore the results from Arabic-BERT and rely on

fastText results. Then, applying the following four
rules to limit incorrect selection:

1. Rule1: if [UNK] is a top-ranked substitute
then go to fastText results.Check if the first
substitute is [UNK] in this case the system
completely ignores BERT results and keep
the original then rely on FastText results im-
mediately.

2. Rule 2: if any word’s lemma in the gener-
ated list equal the lemma of the original word
excludes these words from the list.Check if
the lemmas in the predicted list matches the
same lemma of the target word. In this case,
we exclude these words from the potential re-
placement for the target word and keep only
the words with a different lemma. These re-
placements should also share the same POS
and Number with the target word.

3. Rule 3:CEFR list placement for difficulty.
Check the word CEFR level of the new substi-
tute word. The new word’s CEFR level should
be equal to or less than the CEFR level of the
target word. Because sometimes the gener-
ated list may have a more frequent substitute
which is more difficult than the original word
but more frequent.

4. Rule 4: check if the new substitute shares
the meaning. The system use this rule as it
gives a level of confidence to the system selec-
tion. After the system makes the final decision
either, keep the target word or select the sug-
gested substitute based on previous rules. At
this stage, comparing both target and substi-
tute MADAMIRA English translation feature
[appeared in Gloss feature]. If both words
share part or all possible translation this gives
the system confidence to replace the target
with the substance.

4 Method Two: Generative Approach

Here, we employ a Seq2Seq approach adopting
T5 “Text-to-Text Transfer Transformer”. T5 is a
BERT-like transformer that takes input a text and
training it on the model to generate target text of
a different variety of NLP text-based tasks such
as (summarization, translation, question answering
and more) (Raffel et al., 2019). The main difference
between BERT and T5 is that BERT uses a Masked
Language Model (MLM) and an encoder-decoder,
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although T5 employs a unified Seq2Seq frame-
work (Farahani et al., 2021). T5 model initially
targeted English-Language NLP tasks. Recent re-
search extended the model to include more than
101 languages including the Arabic Language. A
“multilingual Text-to-Text Transfer Transformer”,
Multilingual T5, mT5 (Xue et al., 2020), a new vari-
ant of T5 and pre-trained on Common Crawl-based
dataset. The pre-trained language model was very
successful for the Natural Language Understanding
(NLU) task.

Considering the multilingual capabilities of mT5
and the suitability of the Seq2Seq format for lan-
guage generation. This gives it the flexibility to per-
form any NLP task without having to modify the
model architecture in any way. This experiment em-
ploys the ‘MT5-For-Conditional-Generation’ class
that is used for language generation. Training a
TS model using "Saaq al-Bambuu" parallel sen-
tences, over the mT5-base model. The system was
developed in Python3.8 environment with using
other toolkits such as Natural Language Processing
Toolkit NLTK and Scikit− learn. Our sentence
corpus was randomly split into 80% for training
and 20% for testing.

5 Evaluation

Likewise, most TS evaluation approaches have
been driven from other similar NLP research ar-
eas. Various evaluation methods have been applied
across researches to measure the three main as-
pects of the newly generated text. These aspects
are, i) fluency, referring to the grammatically well-
formedness and structure simplicity; ii) adequacy,
meaning preservation; iii) simplicity, more read-
able. All methods were evaluated on the same test
dataset that consisted of 299 randomly chosen sen-
tences excluded from training. We employed both
automatic and manual evaluation comparing both
systems.

5.1 Automatic Evaluation

BERTScore is an evaluation metric that computes
cosine similarity scores using BERT-style embed-
ding from a pre-trained transformer model. As such
models provide a better representation of the lin-
guistic structure, BERTScore evaluation correlates
better with human judgments regarding the mea-
surements of sentence similarity. BERTScore eval-
uation metric overcome the limitations of the previ-
ous Machine translation evaluation metrics such as

BLEU(Papineni et al., 2002) and SARI(Xu et al.,
2016), n-gram based evaluation metrics. These
methods were not able to capture two main simpli-
fication features: 1) changing word order as para-
phrasing simplification method, 2) maintaining the
deep structure meaning, despite changes in the sur-
face form structure. Moreover, the BERTScore
evaluation method gives the option to use different
pre-trained transformer models by applying base-
line rescaling to adjust the output scores. This
allowed determining the performance of different
Arabic-language trained BERT models;(i) the de-
fault in multilingual BERT (mBERT)(Devlin et al.,
2018) that is based on the selected language which
is Arabic in this case; (ii) ARBERT, that trained
on a collection of six Arabic datasets compris-
ing 61GB of text (6.2B tokens) (Abdul-Mageed
et al., 2021); (iii)AraBERTv0.2-base model con-
sist of 77GB of sentences (8.6B tokens) (Antoun
et al., 2020). However, AraBERT has been trained
on a larger corpus than ARBERT, the latter uses
WordPeice tokeniser as illustrated before. Whereas,
AraBERT relies on SentencePiece tokeniser that
uses spaces as word boundaries. Considering these
two parameters reflected in BERTScore metrics.

Classification approach - Automatic Evaluation
The classification system produced three simple
versions of the target sentence using BERT-alone,
fastText-alone, and combined version. This auto-
matic evaluation was applied to compare different
BERT models resolutions of these sentences as rep-
resented in Table 2. Figure 3 represents the num-
ber of changes performed by each classification
model. These primarily results suggests that us-
ing fastText-alone perform unneeded simplification
resulting in lower F-1. Whereas, a higher F-1 mea-
sure in Arabic-BERT-alone generated sentence sug-
gest that using BERT eliminate necessary changes.
While the combination of both tools suggestions en-
hances the substitution ranking and choice process.
That eliminates unnecessary changes and enhance
performance. In this case, combined produced sen-
tences achieved P 0.97, R 0.97 and F-1 0.97 using
ARBERT.

Generative Approach-Automatic Evaluation
Testing the 299 sentences for evaluating the
generated simplified sequences compared to the
original sentences and the target simple sentences.
Using three measures as presented in Table 2.

47



Classification P R F1
Default mBert

Target/fastText 0.962 0.966 0.964
Target /BERT 0.991 0.990 0.990
Target / Combined 0.974 0.975 0.975

ARBERT
Target/fastText 0.958 0.960 0.959
Target /BERT 0.990 0.991 0.990
Target / Combined 0.976 0.976 0.978

AraBERT
Target/fastText 0.962 0.963 0.963
Target /BERT 0.989 0.989 0.989
Target / Combined 0.975 0.976 0.976

Generation P R F1
Default mBert

Original/Target 0.889 0.838 0.862
Generated/Original 0.806 0.725 0.762
Generated/ Target 0.754 0.723 0.736

ARBERT
Original/Target 0.840 0.754 0.790
Generated/Original 0.647 0.529 0.573
Generated/ Target 0.570 0.524 0.538

AraBERT
Original/Target 0.879 0.823 0.848
Generated/Original 0.787 0.693 0.734
Generated/ Target 0.723 0.686 0.701

Table 2: Precision, recall and F1 measures using BERTScore with different transformer models

Figure 3: number of changed words using fastText-
alone, Arabic-Bert-alone and combined

• Original/Target, considering it as a reference
to the mT5 system.

• Generated/Original, comparing the newly gen-
erated sentence with the original complex sen-
tence.

• Generated/Target, comparing the newly gener-
ated sentence with the target simple sentence.

To further illustrate these three models’ perfor-
mance, figure 4, represents the distribution of F-
1 across the testing data instances using differ-
ent BERT models. The default model F-1 plots
skewed towards the right reflecting strong simi-
larity across the three parallel sentences (Origi-
nal/Target/Generated). Whereas, AraBERT plots
Original/Target and Generated/Original skewed
to the left indicating less similarity across the
data. While, ARBERT’s plots represent a normal
distribution representing a more accurate similar-
ity measure in the data. This findings suggests
ARBERT that applying a WordPeice sentence to-

keniser BERT model performed better in sentence
representation.

Figure 4: The F1 scores for each sentence pair, the
scores are more spread out, which makes it easy to
compare different methods

5.2 Manual Evaluation

Classification Approach - Manual Evaluation a
manual analysis of the produced sentences of com-
bined system has been performed. The results dis-
played in figure5 on a scale of good, useful, a bit
useful, and useless simplification. 55% of the new
simplified sentences were either good, useful or a
bit useful as a majority. While 45% of the sentences
were classified as useless simplification where the
complex word was replaced either by a more com-
plex word or its antonym. For example, a useful
simplification from the combined system as in this
sentence from "Saaq al-Bambuu",

	àA
�
¾�ÜÏ @ ©Ê��J�. �K
 �XA

�
¾�K
 �IÒ ��Ë@ �ð ���J. �¢Ë@ ú


	̄
�

��Y �g


@ ��I	J

�
»

48



Kuntu ’uh. addiqu fı̄ alt.abaqi wa-al-s. amtu yakādu
yabtali‘ al-makān.

[I was staring at the plate and the silence almost
swallowed up the place.]

In this sentence, the word ‘ ��Y �g


@’ ( uh. addiqu,’

staring’) was replaced by É�Ó


A��K


@ ( ‘ata’mmalu,

‘muse’), that is more frequent and simpler and gen-
erate:

	àA
�
¾�ÜÏ @ ©Ê��J�. �K
 �XA

�
¾�K
 �IÒ ��Ë@ �ð ���J. �¢Ë@ ú


	̄
�

�
É�Ó



A��K


@ ��I	J

�
»

Although, it is simpler it doesn’t reach the exact
target word Q �	¢ 	�



@ ( ‘Anz.uru, ‘look’)

Figure 5: Simplified sentences analysis based on the
usefulness of the lexical substitution processes.

Generative Approach-Manual Evaluation de-
spite the initial automatic evaluation provided
promising results, the manual evaluation of the
generated text provides deeper insight into mT5’s
output for the Arabic simplification task. Accord-
ing to the manual error analysis as shown in figure
6 only 31 sentences were correctly simplified from
299 testing instances. In addition, about 120 gener-
ated sentences were incomplete and the system pro-
duced 64 meaningless or ill-formed sentences. A
significant shortcoming that the produced sentences
tends to have the same repeated phrase. Moreover,
one of the generated sentences were more complex
than the original sentence.

Otherwise, mT5 in some cases can produce a
perfectly valid paraphrase, which is better than the
target simple sentence.

I.
��J
�
ºËAK.� Zú
Î

�ÜÏ @ é�	Kñ
�
ËA �� ú


	̄
� �ñ

�
Êm.Ì'@ A

�	JÓ I.
�
Ê �£

t.alab minnā al-julūs fı̄ s. ālwnahu almaly’ bi-al-
kutub

[He asked us to sit in his salon full of
books.]
ÐA �Ó



@ �ñ

�
Êm.Ì'@ A�	JÓ I.

�
Ê �£ I.

��J
�
ºËAK.� Zú
Î

�ÜÏ @ Q�
 	ª ��Ë@ é�	Kñ
�
ËA �� ú


	̄
�

Q�
 	ª �� I.
��Jº�Ó

Fı̄ s. ālunahu al-s. aghı̄r almali’ bil-kutubi, t.alaba
minnā al-julūsi ’amāma maktabi s. aghı̄ri

[In his small salon full of books, he asked us
to sit in front of a small desk.] In this case, the
generated sentence was syntactically simpler than
the target while focusing on the main information.

Figure 6: Manual error analysis distribution across test-
ing data

6 Related Works

Blum and Levenston (1978) completed one of the
first studies that introduce Lexical simplification for
Teaching English as a Second Language (TESOL).
Some of the following TS systems applied a rule-
based approach (Petersen and Ostendorf, 2007;
Evans et al., 2014). Most later carried out studies
based on a monolingual parallel-aligned corpus of
original and simplified texts by applying different
machine-learning algorithms such as Aluísio et al.
(2008) and Caseli et al. (2009) for Portuguese lan-
guage, Collados (2013) for Spanish language and
Glavaš and Štajner (2015) for English. Other re-
searchers considered the TS problem as a monolin-
gual translation problem that is best solved through
applying the Statistical Machine Translation (SMT)
framework (Specia, 2010; Zhu et al., 2010; Wood-
send and Lapata, 2011; Wubben et al., 2012). Lat-
est English TS studies start applying word embed-
ding(Paetzold and Specia, 2016, 2017a) and BERT
transformers for lexical simplification as presented
in Qiang et al. (2020) proving its effectiveness in
solving LS task.

Unlike English and Other Latin languages, only
a few researchers have been tackling the problems
of Arabic ATS. Al-Subaihin and Al-Khalifa (2011)
a prototype unreleased system at King Saud Uni-
versity, they proposed Arabic Automatic Text sim-
plification system (AATS) called Al-basset. The
system architecture for AATS structured in the
light of the state of the art of systems for other
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languages. Such as SYSTAR, a syntactic simplifi-
cation system for the English aphasic or inarticulate
population(Carroll et al., 1998). Another system,
SIMPLIFICA, is a simplification tool for Brazilian
Portuguese (BP) targeting those with low literacy
levels (Scarton et al., 2010). The design of "Al-
Basset" was constructed of four main stages: i)
measuring complexity, in this stage they would
adopt a statistical language model based on a ma-
chine learning technique called ARABILITY (Al-
Khalifa and Al-Ajlan, 2010); ii) vocabulary (lexi-
cal) simplification by following the LS-pipeline and
produce the synonyms either by building a new dic-
tionary or using Arabic-WordNet(Rodríguez et al.,
2008) while select the most common and possible
synonym, by using the Google API; iii) syntac-
tic simplification, they suggested identifying the
complex structures by applying a look-up approach
to a manually predefined list of Arabic complex
structures; iv) diacratization using MADA(Habash
et al., 2009) diacritizer task. The main limitation
of implementing this system at this point is the
unavailability of Arabic basic resources and tools.
Such as dictionaries, corpora and parallel complex-
simple structures which are the main components
of any ATS system.

Al Khalil et al. (2017) provided the second at-
tempt to build an AATS system at New York Uni-
versity in Abu-Dhabi. Their simplification system
was designed to be semi-automatic to simplify Ara-
bic modern fiction; it involved a linguist using a
web-based application to apply ACTFL (American
Council on the Teaching of Foreign Languages) lan-
guage proficiency guidelines for simplification of
five Arabic novels. They aimed to provide essential
Arabic resources for building ATS and formulating
manual simplification rules for Arabic fiction nov-
els using TS stat-of-the-art. The first resource they
expected to produce is a corpus consisting of 1M to-
kens of the 12-grade curriculum, 5M tokens of the
adult novels (original and simplified counterparts),
and 500K tokens of children’s stories. Also, they
provided a proposal to the SAMER (Simplifica-
tion of Arabic Masterpieces for extensive reading)
project based on the corpus analysis. Their guide-
lines invoke both the MADAMIRA (Pasha et al.,
2014) and CAMAL dependency parser (Shahrour
et al., 2016) for data analysis and classification of
their corpus. They were aiming to build a read-
ability measurement identifier to formulate a 4-
levelled graded reader scale (GRS) by applying

various machine-learning classifiers.

7 Conclusion

In this paper, we have presented the first Mod-
ern Standard Arabic sentence simplification sys-
tem by applying both classification and generative
approaches. On the one hand, the classification ap-
proach focuses on lexical simplification. We looked
at the different classification methods and showed
that a combined method generates well-formed sim-
ple sentences. In addition, using word embeddings
and transformers prove to produce a reasonable set
of substitutions for the complex word more accu-
rately than traditional methods such as WordNet.
Our interpretation of the limitation of the classifi-
cation system arises from the fact that some of the
generated sentence structures are not well-formed
and that the system can misidentify what makes
some complex words in the CWI step. Even though
this limitation reveals the limitations of the Arabic
CEFR vocabulary list in identifying the complex
word, the list is shown to be more useful in the
substitution replacement step.

On the other hand, while the generative Seq2Seq
approach provides a less accurate simplified ver-
sion in most cases, in some cases it outperforms
the classification approaches by generating a sim-
plified sentence, which can be even better than the
target human simple sentence. Nevertheless, one of
the limitations of the generative approach concerns
the trend to repeat identical patterns, which can be
partly controlled by post-processing.

8 Limitations

We have discussed the relative limitations of the
two approaches in the paper. Overall, our paper
relies on a single parallel resource. When other
datasets become available, it will be important to
experiment with them. With the use of pre-trained
models, the requirements for training models from
scratch are relatively low.
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This paper is the authors’ own original work, which
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Abstract

Poetry generation tends to be a complicated
task given meter and rhyme constraints. Pre-
vious work resorted to exhaustive methods in-
order to employ poetic elements. In this pa-
per we leave pre-trained models, GPT-J and
BERTShared to recognize patterns of meters
and rhyme to generate classical Arabic poetry
and present our findings and results on how
well both models could pick up on these classi-
cal Arabic poetic elements.

1 Introduction

Arabic poetry dates back to the sixth century, mak-
ing it the earliest form of Arabic literature. It’s
often divided into two categories; classical and
modern poetry. The classical Arabic poetry refers
to the poetry written before the 20th century, more
specifically poetry that adheres to the rules of classi-
cal prosody ( 	�ðQªË@ al-‘arūd ); following meters

or patterns of syllabic pulses, and a rhyme ( �éJ
 	̄ A �®Ë @
al-qafiya ). Modern poetry, on the other hand, has
liberated itself gradually from these rules.

Classical poetry is also called vertical poetry in
reference to the vertical parallel structure of its two
parts known as hemistichs. A classic poem is versi-
fied where each verse consists of two halves, each
is called Q¢ �� shatr ‘hemistich’. Each verse in a
poem follows a meter. Meters fall into fifteen dif-
ferent categories collected by the grammarian and
prosodist Al-Farahidi. Later, one of his students,
Al-Akhfash, discovered one more meter making
them sixteen.

2 Related Work

Generating poetry is not a straightforward task as
there are rules that need to be maintained to ensure
the presence of poetic elements such as rhythm and
rhyme, whereby these constraints tend to be added

∗ Contributed to the work equally.

as a part of the architecture of the model.
To model constraints during training, Hopkins and
Kiela (2017) converted their training corpus into
its corresponding phonetic encoding and trained
a Long-Short Term Memory (LSTM) trained on
these encodings. They also introduced another
approach that had a character-level LSTM model
trained on a generic corpus of poetry an upon out-
putting a word, it gets approved or rejected by a
Finite State Acceptor (FSA) classifier which en-
sures that only meter abiding words can be a part
of the final poem.
Ghazvininejad et al. (2016) created Hafez, a pro-
gram trained to generate topical poetry. Their sys-
tem relied on Recurrent Neural Networks (RNNs)
for coherence and finite state machinery to con-
straint rhyme and rhythm. From prosaic text,
Van de Cruys (2020) generated English and French
poetry by having gated recurrent units (GRUs; Cho
et al. (2014)) in an encoder-decoder setting and
an added layer of general attention (Luong et al.,
2015). To ingrain their output with poetic elements,
they applied a prior probability distribution to their
network’s probability output, where probabilities
relating to words abiding by rhyme and topic con-
straints were boosted.
RNNs have also been used without constrain, for
example, to build on encoder-decoder architecture
Yan (2016) created a network that constructs a
poem during each iteration, which gets fed to the
network during the following iteration, hence, each
poem takes part in constructing the next. On the
other hand, Zhang and Lapata (2014) reserved one
RNN for building hidden representations for a cur-
rent line of poetry which was then fed to another
RNN that sequentially predicted words of the next
line of poetry. Pre-trained models have been put to
use to the same task as well. For instance, Beheitt
and Hmida (2022) trained GPT-2 (Radford et al.,
2019) on Arabic news then fine-tuned the model
on Arabic poetry. Hämäläinen et al. (2022) made
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use of an encoder-decoder architecture to generate
modern French poetry, where the encoder is ini-
tialized from a pre-trained RoBERTa (Liu et al.,
2019) checkpoint while the decoder is based on
a pre-trained GPT-2 checkpoint. They scraped a
corpus of French poems, and used it to train their
model for sequence-to-sequence generation, where
it predicts a verse given a previous verse in a poem.
They also conditioned beam search on rhymes dur-
ing the generation phase.

In our work we dedicate another two pre-trained
models of different architectures to explore how ef-
fective they are at recognising patterns of classical
Arabic poetry through the poems they are trained
to generate.

3 Data

Initially, we compiled datasets of ashaar1 and the
Arabic Poetry Dataset2. Combined, each data sam-
ple was comprised of a poem’s era/country of ori-
gin, verses, author, meter and a poem’s topic(s).
Additional scraping was done from al-diwan3 to
fill in missing values and to add a new column to
the dataset that is rhyme.
Furthermore, the dataset was tweaked to only con-
tain poems from eight eras, the Abbasid, Ayubi,
Ottoman, Umayyad, Andalusian, Mamluk eras and
the Pre-Islamic Period. We target these eras as they
have more structure compared to the Free Verse
poetry which has no musical pattern or rhyme. We
also chose to centralise our poems around 15 out
of the main 16 meters of Arabic poetry and thus
we removed meters variants from our corpus.

3.1 Meters

We depict meter frequency in Figure 1 and we can
observe that the meters ÉK
ñ¢Ë@ al-T. awı̄l, ÉÓA¾Ë@ al-

Kāmil, ¡J
��. Ë @ al-Bası̄t., and Q 	̄ @ñË @ al-Wāfir are the
most dominant, while the least frequent meters are
¨PA 	�ÖÏ @ al-Mud. āri‘ and I. 	��J�®ÖÏ @ al-Muqtad. ab. Al-
though such imbalance could be problematic but
it is also reflective of the nature of classical Ara-
bic poetry, where the aforementioned four most
occurring meters were predominately utilised for
writing poetry compared to other meters (Golston
and Riad, 1997). Furthermore, ¨PA 	�ÖÏ @ al-Mud. āri‘

1https://huggingface.co/datasets/arbml/ashaar
2https://www.kaggle.com/datasets/ahmedabelal/

arabic-poetry
3https://www.aldiwan.net

Figure 1: Meter Frequency

and I. 	��J�®ÖÏ @ al-Muqtad. ab were rejected by most
theoreticians, beginning with Al-Akhfash, who re-
garded them as artificial, fictitious, and not used in
real poetry (Frolov, 1996). Each of the mentioned
meters has its own unique sequence of taf’ı̄lāt ‘feet’
where a line of poetry follows this pattern of feet
in each of its’ hemistich.

3.2 Topics

Figure 2: Topic Frequency

Poems in our targeted eras cover 17 different
themes as shown in Figure 2. The most frequent
topics are �èQ�
��®Ë@ al-qs. yra ‘short’ and �éÓAªË@ al-

‘ama ‘generic’. As the the name of the former topic
suggests, poems labelled as �èQ�
��®Ë@ al-qs. yra ‘short’
should have a small number of verses and accord-
ingly we found that poems ranged from at least one
verse to ten verses. However, we discovered that
out of the entire 18K poems, 120 of them had more
than 10 verses and four more had a substantially
higher number of verses that reached over 50.
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3.3 Rhymes

In vertical poems, a verse consists of two
hemistichs. The second hemistichs of all verses
within a poem are expected to end with the same
letter. Figure 3 below contains present rhymes and
their counts.

Figure 3: Rhyme Frequency

Rhymes could be consonants, short vowels or
long vowels. Three of the Arabic short vowels
written as diacritics have their long vowel version
in letter form, and each pair is phonetically identi-
cal. In Table 1 we provide short vowels existing in
our poems and their equivalent long vowel. In our
dataset, a poem having a short vowel for a rhyme is
labelled with its long vowel equivalent. Moreover,
a short vowel and its corresponding long vowel
could be used interchangeably within a poem. We
can see an example of this in the following verses4:

ú

�G �ñº ��Ë�

��� �P I.�
�mÌ'AK.� úÎ��JK. @� A�Ü

�
Ï �ð

ú
Í
���Q�
�K
 �	á�ÜØ� �I.

�mÌ'@ Bñ
�
Ë �	àA¿ AÓ �ð

éJ.�
�m�'.�

�I. �
J.
�mÌ'@ �ÐAë ø


�	Y
�
Ë @ �I. k�

�

@

É�
��Ê ���ÜÏ @ Ð@Q �	ªË @ @ 	X 	áÓ� @ñJ. �j. «A�

�	̄ B
�

@

The second and fourth lines constitute the second
hemistichs of a verse. And as can be seen, the sec-
ond half of the first verse ends with ( ø
 ) while the
second half of the last verse ends with a consonant
however preceded by the diacritic ( @� ).

4Poem by Bulbul Gram Ahajery from the Ayubi era https:
//www.aldiwan.net/poem14884.html

Long Vowel Short Vowel Pronunciation
ø
 @� /i/

@
�
@ /a/

ð
�
@ /u/

Table 1: Short vowels and their equivalent long vowels

4 Models

We experiment with training two different
transformer-based architectures: encoder-decoder
model and a decoder-only model to generate poetry
based once on a prompted meter, and again on a
prompted topic.

4.1 BERTShared

Transformer-based encoder-decoder models have
shown to significantly boost performance on a
variety of Seq2Seq (sequence-to-sequence) tasks
(Lewis et al., 2020; Raffel et al., 2020). How-
ever, the pre-training of encoder-decoder models
is highly costly (Zhang et al., 2020). Rothe et al.
(2020) proved the efficacy of warm-starting the
encoder-decoder models with the checkpoints of
publicly available pre-trained language models,
such as BERT and GPT-2, for various Seq2Seq
tasks.

Adopting this approach, we used CAMelBERT-
CA (Inoue et al., 2021), a BERT checkpoint pre-
trained on classical Arabic text, to warm-start both
the encoder and decoder. This checkpoint was
chosen since the subset of poems we chose to
work with is known a priori to be written in clas-
sical Arabic. We specifically experimented with
BERTShared architecture, in which the parameters
of the encoder and decoder are shared, reducing
the model’s memory footprint by half (Rothe et al.,
2020).

The input to the encoder is a vector sequence
X1:nx of length nx and at the decoder the model
generates an output sequence Y1:ny of length ny.
The model defines a conditional distribution of tar-
get vectors Y1:ny given the input sequence X1:nx :

pθenc,θdec(Y1:ny |X1:nx) (1)

where the BERT-based encoder part encodes the
input sequence X1:nx to a contextualized encoded
sequence X1:nx :

fθenc : X1:nx → X1:nx (2)
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and the BERT-based decoder part models the con-
ditional probability distribution of the target se-
quence Y1:ny given the sequence of encoded se-
quence X1:nx :

pθdec(Y1:ny |X1:nx) (3)

To generate poems using this architecture, we
adopted the beam search multinomial sampling
scheme, with a set maximum generation length of
130.

4.2 GPT-J
The performance of the transformer-based lan-
guage models goes up according to Power-law with
the number of model parameters, the size of the
dataset, and the amount of compute (Radford et al.,
2019). We use GPT-J, an open-source decoder-only
transformer language model with 6B parameters
(Wang and Komatsuzaki, 2021) which is four times
the size of the largest GPT-2 model and two times
the size of the largest GPT-Neo model (Black et al.,
2021) parameters-wise.

In uni-directional models like GPT-J, when given
an input sequence of tokens w = [w1, w2, ..., wn]
a probability p(w) is assigned by the model to
the sequence by factorizing it as the product of
conditional probabilities:

p(w) =
∏

t

p(wt|wt-1, ..., w1) (4)

so the task becomes predicting the next token given
the previously generated/input tokens.
Initial experiments done on the pre-trained GPT-J
model showed the model is capable of generating
coherent and grammatically correct Arabic sen-
tences. This motivated us to use the model in Ara-
bic poetry generation, adopting the Top-p method
of sampling.

5 Experiment Setup

5.1 BERTShared Setup
In both experiments implemented using the
BERTShared architecture, we tokenized our text
using CAMelBERT-CA’s pre-trained WordPiece
tokenizer. We also added two new tokens to the
tokenizer to outline the structure of the vertical po-
ems; a token to separate the two shatrs ‘hemistichs’
of a verse and another token to mark the start of a
verse and separate the verses from each other.
In the first experiment we used meters as inputs
and in the second we used topics. The poems are

passed as the targeted outputs in both experiments,
and 512 is used as a maximum output length since
BERT trains positional embeddings for up to 512
positions. Furthermore, we split each poem in our
dataset into chunks of 23 verses each.

Both of the BERTShared models were developed
using the HuggingFace transformers library5 and
trained on a 16GB T4 NVIDIA Tesla GPU on a
Google Colab notebook6, using a batch size of
16. Both models were fine-tuned using Adam with
the default learning rate of 5e-5, and a linear-rate
warm-up of 3k.

5.1.1 Meters as Prompts
In the first experiment where we trained a
BERTShared model with meters as inputs, we
worked with a sample of 15,000 poems from our
dataset due to memory limitations. The meter fre-
quencies after sampling are shown in Figure 4.

Figure 4: Meter frequency after sampling

Afterwards, we partitioned the dataset into 85%
training and 15% validation using a seed of 42. Re-
garding the input length, we used 5 as a maximum
length as we found that this length accounts for all
meter labels.

5.1.2 Topics as Prompts
This experiment involved generating poems based
on a prompted topic, thus topics were passed as in-
puts, with a maximum length of four. We excluded
all samples tagged as �éÓAªË@ al-‘ama ‘generic’ and
�èQ�
��®Ë@ al-qs. yra ‘short’ to focus on the specific
topics rather than the general, miscellaneous ones.
Second, the poems in our dataset were originally

5https://huggingface.co/docs/transformers/
6https://colab.research.google.com/
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Grouped Topics Label Topic Labels
(Sad) é 	JK
 	Qk (Sad) é 	JK
 	Qk

(Lament) ZA�KP
(Separation) ��@Q 	̄

(Romantic) éJ
� 	�ÓðP (Romantic) éJ
� 	�ÓðP
(Religious) �éJ
 	�K
X (Religious) �éJ
 	�K
X
(Reproach) H. A�J« (Reproach) H. A�J«

(Love) È 	Q 	« (Love) È 	Q 	«
(Longing) ��ñ ��

(Praise) hYÓ (Praise) hYÓ
(Invective) ZAj. ë (Blame) Ð 	X

(Invective) ZAj. ë
(Patriotic) éJ
 	J£ð (Patriotic) éJ
 	J£ð

Table 2: Adopted grouping of poetry topics in
BERTShared experiments.

labelled with 17 different topics, but some data
samples were scarce. In attempt to balance out
the number of samples per class, we ignored ÈAî �DK. @
ibthāl ‘supplication’, �éÒºk h. ikma ‘wisdom’, and
�éjJ
�	� nas. ih. a ‘advice’ topics for being the rarest.
Then we grouped some of topics together, in a
manner slightly inspired by a grouping suggested
by Alyafeai et al. (2022). The grouping for this
experiment is shown in Table 2.

5.2 GPT-J Setup

Influenced by how character tokenizers perform
better compared to the BPE morphological tok-
enizer in Arabic poem-meter classification task
(Alyafeai et al., 2021), two models were devel-
oped using a character tokenizer, one of which uses
meters while the other uses topics as prompts. Ad-
ditional two models were implemented where the
rhyme is passed once along with the meter and an-
other with the topic to exert more control over the
generation process.

Google’s V3-8 TPU 7 was used to run the GPT-
J models. Pre-training the model on Arabic text
was not possible, as it requires at least a v3-256
TPU. Therefore, the GPT-J model pre-trained on
the English-dominated Pile dataset (Gao et al.,
2020) was fine-tuned on our dataset. The mod-
els with the highest validation score on the parti-

7https://cloud.google.com/tpu/docs/
regions-zones

Grouped Topics Label Topic Labels
(Sad) é 	JK
 	Qk (Sad) é 	JK
 	Qk

(Lament) ZA�KP
(Separation) ��@Q 	̄

(Reproach) H. A�J«
(Romantic) éJ
� 	�ÓðP (Romantic) éJ
� 	�ÓðP

(Love) È 	Q 	«
(Longing) ��ñ ��

(Praise) hYÓ (Praise) hYÓ
(Blame) Ð 	X (Blame) Ð 	X

(Invective) ZAj. ë

Table 3: Adopted grouping of poetry topics in GPT-J
experiments.

tioned 90% training and 10% validation dataset
were picked. Partitioning was done using a seed of
2022.

5.2.1 Data Preparation
Models fine-tuned on meters used 42,461 poems.
However, models fine-tuned on topics used only
12,252 poems after going through a process of ex-
clusion and grouping similar to what’s done in
BERTShared model.
All poems tagged as �éÓAªË@ al-‘ama ‘generic’,
�èQ�
��®Ë@ al-qs. yra ‘short’, ÈAî �DK. @ ibthāl ‘supplication’,
�éÒºk h. ikma ‘wisdom’, and �éjJ
�	� nas. ih. a ‘advice’,
were excluded. Then the rest of the poems were
grouped as suggested by Alyafeai et al. (2022).
Table 3 shows the final grouping used for GPT-J
experiments.

The prompt format used to feed the poems to the
model is:

[Tag]
Poem Text
<|endoftext|>

where Tag refers to the meter only, the topic
only, the meter and rhyme or the topic and rhyme
depending on which model is fine-tuned.
Each line of the poem (bayt) contains two verses
separated by a forward slash (/) just like the
following example:

A«A�JÓ B@
 ½Ë
	X P



@ ÕÎ 	̄ / é�K @ 	YË �éª�JÓ �HQ�KA¿ð

In the meter only and topic only models, rhyme
was emphasized by inserting a hyphen (-) before
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Hyperparameter Value
lr 5e-5

end lr 1e-5
weight decay 0.1

batch size 16

Table 4: Hyperparameters set for all GPT-J models

Model Name Total Steps Warm up
Steps

Meter only 1380 100
Topic only 300 30

Meter and Rhyme 1450 150
Topic and Rhyme 630 60

Table 5: Number of fine-tuning steps for each GPT-J
model

the first letter of the rhyme.

5.2.2 Fine-tuning Hyperparameters
Table 4 shows the hyperparameters used for all
the mentioned models. Higher and lower learning
rates were used, but no sign of improvement was
observed in the validation score. Table 5 shows the
warm-up steps and the total steps for each model.

5.2.3 Inference Hyperparameters
To generate diverse poems, the inference hyperpa-
rameters used were:
Top-p = 0.9, and Temperature = 0.9

5.2.4 Omitted Models
Some initial model were implemented using
AraGPT2 8 BPE subword tokenizer. The poems
showed a great tendency for repetition, as well as
outputting invalid tokens and English letters.
An attempt was made to turn the AraGPT2 tok-
enizer into a character-level tokenizer by segment-
ing words into characters. This was done by insert-
ing a hyphen (-) between every two letters. Another
model was implemented using the new tokenizer
and despite it achieving the best validation score of
all models, the generated poems were incoherent
and incomprehensible.

6 Evaluation

Some of the generated poems of our models are
shown in Table 6. Because poems are essentially a
form of art, no automated tool, or AI model could

8https://huggingface.co/aubmindlab/
aragpt2-base

fully substitute the assessment of poetry by a hu-
man. Hence, we turned to four experts in classical
Arabic poetry for an evaluation based on a number
of dimensions as mentioned in 6.2. Additionally,
we employed existing tools to test how much our
model adheres to meters as will be explained in the
following subsection.

6.1 Machine Evaluation
We first utilized the Arabic poetry classification
model which Inoue et al. (2021) trained and made
available on HuggingFace9, to classify meters of
the generated poems and assess the models’ accu-
racy in capturing them.
We used each model to generate 10 poems per each
of the 15 meters, consisting of a maximum of seven
verses each. Then we passed the 300 poems to the
poetry classification model, verse by verse. For
each model and meter, we counted how many po-
ems out of the 10 had all their verses adhering to
their prompted meter. The results are presented in
Figure 5. It shows that for ÉK
ñ¢Ë@ al-T. awı̄l - the
class with the most data samples - both models per-
form very well; the BERTShared model correctly
captured the meter in the 10 poems it generated
for this prompt, and the GPT-J model performed
as equally for the 10 poems it generated for the
same prompt. Both models could not capture the
meters for any of ¨PA 	�ÖÏ @ al-Mud. āri‘ or I. 	��J�®ÖÏ @ al-
Muqtad. ab, the classes which had the least amount
of samples in our dataset as shown in Figure 1. Fur-
thermore, GPT-J model outputs display an overall
linear correlation between the class size and the per-
class accuracy. BERTShared, on the other hand,
shows a good performance for some classes like
ÉÓQË@ al-Ramal that has 293 samples, but is under-

performing, for instance, in ©K
Qå�Ë @ al-Sarı̄‘ meter
of 1119 samples.

6.2 Human Evaluation
We sent out two surveys for our evaluators to assess
the quality of poems with respect to meters and
topics separately.

The survey analysing quality of topics of 16 po-
ems, two poems from each topic group shown in
Table 3 from each model. The evaluators were
asked to answer the following questions from a
scale of one to five, with one being the worst and
five being the best:

9https://huggingface.co/CAMeL-Lab/
bert-base-arabic-camelbert-ca-poetry
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Figure 5: Per-meter accuracy of BERTShared and GPT-
J. The y-axis is sorted by meter frequencies as in Figure
1.

1. How fluent is the generated poem?

2. How coherent is the poem with respect to as
specified topic?

3. How consistent is the rhyme throughout the
poem?

4. What meter does this poem follow?

5. How consistent is the meter throughout the
poem?

Meanwhile, our second survey had a total of 18
poems, covering the following nine meters:

• ÉK
ñ¢Ë@ al-T. awı̄l

• ¡J
��. Ë @ al-Bası̄t.

• Q 	̄ @ñË @ al-Wāfir

• 	­J
 	®	mÌ'@ al-Khafı̄f

• hQå� 	JÖÏ @ al-Munsarih.

• ÉÓQË@ al-Ramal,

• H. PA
�®�JÖÏ @ al-Mutaqārib

• ©K
Qå�Ë @ al-Sarı̄‘

• ÉÓA¾Ë@ al-Kāmil

Our evaluators were required to answer the fol-
lowing questions and much like the first survey
their answer should range from one to five:

1. How fluent is the generated poem?

2. How coherent is the poem with respect to as
specified topic?

3. How consistent is the rhyme throughout the
poem?

4. How much do verses follow the same rhythm?

5. How close are the verses to the specified me-
ter?

Figure 6 shows each model’s per-meter accu-
racy, how well the generated poems adhered to the
prompted meter, as reported by the human evalu-
ation. The results also vary between our models;
GPT-J outperforms BERTShared in some meters
but BERTShared does in some others. Overall,
both models perform better the more data samples
there are. Similarly, the per-topic accuracy for each
model after averaging the evaluators’ ratings is de-
cipted in Figure 7.
Figure 8 reports the evaluators’ ratings of the gen-
erated poems in terms of their fluency, thematic
coherence, and rhyme consistency. On average,
we see that BERTShared outperforms GPT-J in the
fluency and grammatical correctness of the poems;
and the coherency. However, GPT-J model shows
a better ability of keeping the rhymes consistent
throughout the verses of the poem.

Figure 6: Per-meter accuracy of GPT-J (Red) and
BERTShared (Grey) models as per human evaluation.

7 Conclusion & Future Work

We have presented two approaches to classical Ara-
bic poetry generation. We have experimented with
two transformer-based architectures: the encoder-
decoder model initialized with BERT-based check-
points, and the decoder-only architecture: GPT-J.
We fine-tuned both models on a classical Arabic
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Model Prompt Generated Poem

BERTShared

Meter:
Q 	̄ @ñË @ al-Wāfir

���
« Q�
 	ªK. ���
«


@ 	à



@ ú
Í

	áÓð �èAJ
k 	áÓ 	àñë


@ �HñÒÊË 	áÓ B



@

�HñÓ YªK. �HñÓ �HñÖÏ @ ú

	̄ AÓð ø
 PYK
 ��
Ëð �HñÖß
 	áÖÏ �IJ.j. «

���
«ð AJ
 	KYË@ 	áÓ úæ	�Ó Y�̄ AÓ úÎ« �IëA 	J�K 	à@
ð
�èAJ
mÌ'@ AÓ ¼QÒªË

ú
m
Ì 	áÖÏ �èAJ
mÌ'@ Q�
 	g Bð ú
k É¾Ë ZA�® ��Ë@ �HñÖÏ @ øP



@

Topic:
(Romantic) éJ
� 	�ÓðP

Y�̄ñÓ ¼PðQå� 	áÓ ÈAg É¿ úÎ« Yg. @ð ñë ø

	YË@ I. Ê

�®Ë @ AîE



@ B



@

YK
 	Q��Ó ÐQ 	ªÓ B@
 A 	K


@ AÓð éËA�ð ÐðYK
 	à



@ ñk. P



B ú


	G @
ð
YK
 	QÓ ¼@ñë ú


	̄ ú
Í
	áºK
 ÕË @ 	X @
 øñm.Ì'@ 	áÓ ú
G. ø


	YË@ AÓ ø
 Qª
�� �IJ
Ë AJ
 	̄

YK
Y �� ½J
Ê« I. Ê
�̄ 	áÓ ½Ë AK
ð �Iª¢�®�K ½J
Ê« øQk YJ.» AK




@

XðY�Ë@ ¼@ 	X YªK. ñº ��


@ é<Ë @ úÍ@
 ø
 Q

	£A 	JK. ÈA�ñË@ 	àA¿ ñË ½�JK
Y 	̄

YJ
��
 È@ 	QK
 B ú
æ. Ê
�̄ 	áºËð ÕºËñ�®Ë ù


	ª�


@ 	­J
» ø
 PX



@ �I	J» ñËð

GPT-J

Meter:
ÉK
ñ¢Ë@ al-T. awı̄l

H. PAg.


BAK. I. k. Ag ú
×Am

�'
 	­J
»ð é�®m�'. é 	JÓ �Ò	mÌ'AK. ú

	GZAg. 	áÓð

ú
æ.�A
	JÓ ZA �®ÊË @ 	�ªK. ú


	̄ ¡k AÓð é 	KA¾Ó ZA�®ÊË @ 	�ªK. ú

	̄ ¡k Y�®Ë

H.
	XA¿ð Ym.× �I�
K. ú


	̄ ú
Í ñë AÔ 	̄ I. 	K
	YÓ Éêm.Ì'@ð �Ò	mÌ'AK. ú


	GZAg. Y�̄ð
I.

�̄ A�K �èA�̄CÖÏ @ Q�
 	« AêË ��
Ëð AëYm.× 	­» �IJ
¢«


@ AÓ @ 	X @
 	áºËð

I. k. @ñmÌ'@ øñÊ�Kð ú

	æJ
« AêË Q�®�K �é 	̄ A 	m× ú
ÍAJ
ÊË @ ø
 YK




@ �IkQK. C 	̄

Topic:
(Sad) é 	JK
 	Qk

AëQ�
ªJ
 	̄ ùÒÊË @ Xñ« é 	KðX 	áÓð AëQ�
 	JK
 �HAK. 	àAm.�
�� 
B@ úÎ« 	á�
«ð

AëPñk QëYË@ ú

	̄ Yg. ñË@ Aî 	DÓ ÐA�̄ @ 	X @
 Aî 	E @
 YÊj. �JË @ ú


	̄ ø
 Q�.�
	­ËAgð

AëQ�
�


@ Aî 	DÓ ÐAK




B@ ú


	̄ XAg. AÖß. AëXñm.�'
 �HAK. P@YË@ Aî �Dk 	PA 	K @ 	X @

AëPðYK. H. @Q

��Ë @ ú

	̄ B@
 H.

	YªK
ð AëXCK. 	áÓ É	JK
 ÕË P@X I. Ê¢
��


@

AëPñ	JË @ ½Ë 	X Bð ú

	̄ A�Ë@ ½Ë 	X øñ� �éÊ�®Ó ñm�'
 ÕË ZAÖÏ AK. øY�KP@ AÓ @ 	X @


Table 6: Examples of generated poetry

Figure 7: Per-topic accuracy of GPT-J (Red) and
BERTShared (Grey) models as per human evaluation.

poems corpus for two prompt-based generation
tasks, and made use of two evaluation methods:
one machine-based that focused on the models’
ability to adhere to the prompted meters, and one
human-based that focused on assessing the quality
of the generated poems. The evaluators regarded
the poems as interesting human evaluation revealed
that BERTShared model performed slightly better

Figure 8: Rhyme consistency, fluency, and coherence
ratings of the poems generated by GPT-J (Red) and
BERTShared (Grey) models as per human evaluation.
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in generating more fluent and coherent poems, but
GPT-J model could capture the rhymes much bet-
ter. In the future, we aim to incorporate human
evaluation in the loop in a reinforcement learning
environment, where the model should learn to gen-
erate the poetry based on corrected faulty poems.

Limitations

A limitation hindering both models are poems of
topics labelled �éÓAªË@ al-‘ama ‘generic’ and �èQ�
��®Ë@
al-qs. yra ‘short’ as they are the most occurring top-
ics as show in Figure 2 yet they cover no distinct
domain. Furthermore, we found no records online
that could confirm that poets intended to write their
poems following a certain theme, therefore we had
to rely completely on aldiwan’s topic labelling not
knowing what is based on or how accurate it is. An-
other is human evaluation, despite the presence of
experts, there were too many poems to assess, and
evaluators were not keen on the surveys especially
meters evaluation as to them the number of meters
to evaluate poems for is large.
In addition, GPT-J could not be pre-trained due
to unavailability of the required hardware, so fine-
tuning was used instead, which is suboptimal.
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Abstract
Contrastive learning (CL) brought significant
progress to various NLP tasks. Despite this
progress, CL has not been applied to Arabic
NLP to date. Nor is it clear how much bene-
fits it could bring to particular classes of tasks
such as those involved in Arabic social meaning
(e.g., sentiment analysis, dialect identification,
hate speech detection). In this work, we present
a comprehensive benchmark study of state-of-
the-art supervised CL methods on a wide array
of Arabic social meaning tasks. Through exten-
sive empirical analyses, we show that CL meth-
ods outperform vanilla finetuning on most tasks
we consider. We also show that CL can be data
efficient and quantify this efficiency. Overall,
our work allows us to demonstrate the promise
of CL methods, including in low-resource set-
tings.

1 Introduction

Proliferation of social media resulted in unprece-
dented online user engagement. People around
the world share their emotions, fears, hopes, opin-
ions, etc. online on a daily basis (Farzindar and
Inkpen 2015; Zhang and Abdul-Mageed 2022) on
platforms such as Facebook and Twitter. Hence,
these platforms offer excellent resources for social
meaning tasks such as emotion recognition (Abdul-
Mageed and Ungar 2017; Mohammad et al. 2018),
irony detection (Van Hee et al. 2018), sarcasm de-
tection (Bamman and Smith 2015), hate speech
identification (Waseem and Hovy 2016), stance
identification (Mohammad et al. 2016), among oth-
ers. While the majority of previous social meaning
studies were carried out on English, a fast-growing
number of investigations focus on other languages.
In this paper, we focus on Arabic.

Several works have been conducted on differ-
ent Arabic social meaning tasks. Some of these
focus on Modern Standard Arabic (MSA) (Abdul-
Mageed et al. 2011, 2012), while others take Ara-
bic dialects as their target (ElSahar and El-Beltagy

Figure 1: Visual illustration of how supervised con-
trastive learning works. Representations from the same
class are pulled close to each other while representations
from the different classes are pushed further apart.

2015; Al Sallab et al. 2015). While many works
have focused on sentiment analysis, e.g., (Abdul-
Mageed et al., 2012; Nabil et al., 2015; ElSahar and
El-Beltagy, 2015; Al Sallab et al., 2015; Al-Moslmi
et al., 2018; Al-Smadi et al., 2019; Al-Ayyoub
et al., 2019; Farha and Magdy, 2019) and dialect
identification (Elfardy and Diab, 2013; Zaidan
and Callison-Burch, 2011, 2014; Cotterell and
Callison-Burch, 2014; Zhang and Abdul-Mageed,
2019; Bouamor et al., 2018; Abdul-Mageed et al.,
2020b,a, 2021b), others focused on detection of
user demographics such as age and gender (Za-
ghouani and Charfi 2018; Rangel et al. 2019), irony
detection (Karoui et al. 2017; Ghanem et al. 2019),
and emotion analysis (Abdul-Mageed et al. 2016;
Alhuzali et al. 2018). Our interest in the current
work is improving Arabic social meaning through
representation learning.

In spite of recent progress in representation learn-
ing, most work in Arabic social meaning mostly
focuses on finetuning language models such as
AraT5 (Nagoudi et al., 2022), CamelBERT (Inoue
et al., 2021), MARBERT (Abdul-Mageed et al.,
2021a), QARIB (Abdelali et al., 2021), among oth-
ers. In particular, Arabic social media processing
has to date ignored the emerging sub-area of con-
trastive learning (CL) (Hadsell et al. 2006). Given
a labeled dataset, CL (Khosla et al., 2020) attempts
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to pull representations of the same class close to
each other while pushing representations of differ-
ent classes further apart (Figure 1). In this work,
we investigate five different supervised contrastive
learning methods in the context of Arabic social
meaning. To the best of our knowledge, this is the
first work that provides a comprehensive study of
supervised contrastive learning on a wide range
of Arabic social meanings. We show that perfor-
mance of CL methods can be task-dependent. We
attempt to explain this performance from the per-
spective of task specificity (i.e., how fine-grained
the labels of a given task are). We also show that
contrastive learning methods generally perform bet-
ter than vanilla finetuning based on cross entropy
(CE). Through an extensive experimental study, we
also demonstrate that CL methods outperform CE
finetuning under resource-limited constraints. Our
work allows us to demonstrate the promise of CL
methods in general, and in low-resource settings in
particular.

To summarize, we offer the following contribu-
tions:

1. We study a comprehensive set of supervised
CL methods for a wide range of Arabic social
meaning tasks, including abusive language
and hate speech detection, emotion and sen-
timent analysis, and identification of demo-
graphic attributes (e.g. age, gender).

2. We show that CL-based methods outperform
generic CE-based vanilla finetuning for most
of the tasks. To the best of our knowledge,
this is the first work that provides an exten-
sive study of supervised CL on Arabic social
meaning.

3. We empirically find that improvements CL
methods result in are task-specific and attempt
to understand this finding in the context of the
different tasks we consider with regard to their
label granularity.

4. We demonstrate that CL methods can achieve
better performance under limited data con-
straints, emphasizing and quantifying how
well these can work for low-resource settings.

2 Related Works

2.1 Arabic Social Meaning
We use the term social meaning (SM) to refer to
meaning arising in real-world communication in

social media (Thomas, 2014; Zhang et al., 2022b).
SM covers tasks such as sentiment analysis (Abdul-
Mageed et al., 2012; Abu Farha et al., 2021; Saleh
et al., 2022; Alali et al., 2022), emotion recogni-
tion (Alhuzali et al., 2018; Mubarak et al., 2022c;
Abu Shaqra et al., 2022; Mansy et al., 2022), age
and gender identification (Abdul-Mageed et al.,
2020c; Abbes et al., 2020; Mubarak et al., 2022b;
Mansour Khoudja et al., 2022), hate-speech and
offensive language detection (Elmadany et al.,
2020a; Mubarak et al., 2020, 2022a; Husain and
Uzuner, 2022), and sarcasm detection (Farha and
Magdy, 2020; Wafa’Q et al., 2022; Abdullah et al.,
2022).

Most of the recent studies are transformers-
based. They directly finetune pre-trained mod-
els such as mBERT (Devlin et al., 2018),
MARBERT (Abdul-Mageed et al., 2021a), and
AraT5 (Nagoudi et al., 2022) on SM datasets
like (Abdul-Mageed et al., 2020c; Alshehri et al.,
2020; Abuzayed and Al-Khalifa, 2021; Nessir et al.,
2022), using data augmentation (Elmadany et al.,
2020b), ensampling (Mansy et al., 2022; Alzu’bi
et al., 2022), and multi-tasks (Abdul-Mageed et al.,
2020b; Shapiro et al., 2022; AlKhamissi and Diab,
2022). However, to the best of our knowledge,
there is no published research studying CL on Ara-
bic language understanding in general nor social
meaning processing in paticular.

2.2 Contrastive Learning

CL aims to learn effective embedding by pulling se-
mantically close neighbors together while pushing
apart non-neighbors (Hadsell et al. 2006). CL em-
ploys a CL-based similarity objective to learn the
embedding representation in the hyperspace (Chen
et al., 2017; Henderson et al., 2017). In com-
puter vision, Chen et al. (2020a) propose a frame-
work for contrastive learning of visual representa-
tions without specialized architectures or a memory
bank. Khosla et al. (2020) shows that supervised
contrastive loss can outperform CL loss on Ima-
geNet (Russakovsky et al., 2015). In NLP, simi-
lar methods have been explored in the context of
sentence representation learning (Karpukhin et al.,
2020; Gillick et al., 2019; Logeswaran and Lee,
2018; Zhang et al., 2022a). Among the most no-
table works is Gao et al. (2021) who propose un-
supervised CL framework, SimCSE, that predicts
input sentence itself by augmenting it with dropout
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as noise.
Recent works have been studying CL exten-

sively for improving both semantic text similar-
ity (STS) and text classification tasks (Meng et al.
2021; Qu et al. 2020; Qiu et al. 2021; Janson et al.
2021). Fang et al. (2020) propose back-translation
as a source of positive pair for NLU tasks. Klein
and Nabi (2022) argue that feature decorrelation
between high and low dropout projected representa-
tions improves STS tasks. Zhou et al. (2022) design
an instance weighting method to penalize false neg-
atives and generate noise-based negatives to guar-
antee the uniformity of the representation space. Su
et al. (2022) propose a token-aware CL method by
contrasting the token from the same sequence to
improve the uniformity in the embedding space.
We now formally introduce these CL methods and
how we employ them in our work.

3 Methods

Given a set of training examples {xi, yi}i=1,...,N

and an encoder based on a pre-trained language
model (PLM), f outputs contextualized token rep-
resentation of xi,

H = { h[CLS], h1, h2, ..., h[SEP ] } (1)

Where H is the hidden representation of the final
layer of the encoder.

The standard practice of finetuning PLMs passes
the pooled representation h[CLS] of [CLS] to a
softmax classifier to obtain the probability distribu-
tion for the set of classes C (Figure 2a).

p(yc|h[CLS]) = softmax (Wh[CLS]); c ∈ C
(2)

Where W ∈ RdC × dh are trainable parameters
and dh is hidden dimension. The model is trained
with the objective of minimizing cross-entropy
(CE) loss,

LCE = − 1

N

N∑

i=1

C∑

c=1

yi,c log(p(yi,c|hi[CLS]
))1

(3)

3.1 Supervised Contrastive Loss (SCL)
The objective of supervised contrastive loss
(Khosla et al. 2020) is to pull the representations

1hi[CLS]
and hi are used interchangeably in the rest of the

paper.

of the same class close to each other while pushing
the representations of different classes further apart.
Following Gao et al. (2021), we adopt dropout-
based data augmentation where for each represen-
tation hi, we produce an equivalent dropout-based
representation hj and consider hj as having the
same label as hi (Figure 2b). The model attempts
to minimize NTXent loss (Chen et al., 2020a). The
purpose of NTXent loss is to take each in-batch
representation as an anchor and minimize the dis-
tance between the anchor(hi) and the representa-
tions from the same class (Pi) while maximizing
the distance between the anchor and the represen-
tation from different classes,

LNTX =
2N∑

i=1

−1

Pi

∑

j∈Pi

log
esim(hi,hj)/τ

∑2N
k=1 1i ̸=kesim(hi,hk)/τ

(4)

Where τ is used to regulate the temperature. The
final loss for SCL is

LSCL = (1− λ)LCE + λLNTX

3.2 Contrastive Adversarial Training (CAT)

Instead of dropout-based augmentation, Pan et al.
(2022) propose to generate adversarial examples
applying fast gradient sign method (FGSM) (Good-
fellow et al., 2015). Formally, FGSM attempts to
maximize LCE by adding a small perturbation r
bounded by ϵ,

maxLCE = argmax
r

L(f(xi + r, yi)

s.t. ||r|| < ϵ, ϵ > 0 (5)

Goodfellow et al. (2015) approximate the perturba-
tion r with a linear approximation around xi and
an L2 norm constraint. However, Pan et al. (2022)
propose to approximate r around the word embed-
ding matrix V ∈ RdV × dh (Figure 2c), where dV
is the vocabulary size. Hence, the adversarial per-
turbation is computed as,

r = −ϵ
∇V L(f(xi, yi)

||∇V L(f(xi, yi)||2
(6)

After receiving xi, the perturbed encoder fV+r out-
puts [CLS] representation hj , which is treated as
the positive pair of hi. Both hi and hj are passed
through a non-linear projection layer and the result-
ing representations are used to train the model with
InfoNCE loss (Oord et al., 2018).
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Figure 2: Illustration of supervised contrastive learning methods used in this work.

zi = W2ReLU(W1hi) (7)

zj = W2ReLU(W1hj) (8)

LInfoNCE = − log
esim(zi,zj)/τ

∑2N
k=1 1i ̸=kesim(zi,zk)/τ

(9)
The final loss is calculated as,

LCAT =
1− λ

2
(LCE + LV+r

CE ) + λLInfoNCE

3.3 Token-level Adversarial Contrastive
Training (TACT)

We also study a variant of CAT where instead of
perturbing the word embedding matrix V , we di-
rectly perturb the token representations hi (Figure
2d),

r = −ϵ
∇hi

L(f(xi, yi)
||∇hi

L(f(xi, yi)||2
(10)

hj = hi + r (11)

Similar to CAT, we pass hi and hj through a non-
linear projection layer and use the obtained repre-
sentations to train the model to minimize InfoNCE
loss (Eq. 9). We compute the final loss as,

LCAT =
1− λ

2
(LCE + Lh+r

CE ) + λLInfoNCE

(12)

3.4 Label-aware Contrastive Loss (LCL)

Suresh and Ong (2021) propose to adapt contrastive
loss for fine-grained classification tasks by incor-
porating inter-label relationships. The authors pro-
pose an additional weighting network (Figure 2e) to
encode the inter-label relationships. First, both the
encoder and the weighting network are optimised
using cross-entropy loss (LCE), LE , and Lw, re-
spectively. The prediction probabilities obtained
from the softmax layer of the weighting network
are used to compute the confidence of the current
sample for a given class c,

wi,c =
ehi,c

∑C
k=1 ehi,k

(13)

These weights are then used to train the model with
NTXent loss.

Li =
∑

j∈Pi

log
wi,yi · esim(hi,hj)/τ

∑2N
k=1 1i ̸=kwi,yk · esim(hi,hk)/τ

(14)

Lf =
2N∑

i=1

−Li

Pi
(15)

Similar to Section 3.1, we use dropout-based data
augmentation. Given a confusable sample, the
weighting network will assign higher scores for
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Dataset Train Dev Test No. of Classes
Abusive 4,677 584 585 3
Adult 33,690 5,000 5000 2
Age 5,000 5,000 5,000 3
AraNeTemo 50,000 910 941 8
Dangerous 3,474 615 663 2
Dialect at BinaryLevel 50,000 5,000 5,000 2
Dialect at CountryLevel 50,000 5,000 5,000 21
Dialect at RegionLevel 38,271 4,450 5000 4
Gender 50,000 5,000 5,000 2
Hate Speech 6,839 1,000 2,000 2
Irony 3,621 403 805 2
Offensive 6,839 1,000 2,000 2
Sarcasm 7,593 844 2,110 2
SemEvalemo 3,376 661 1,563 4
Sentiment Analysis 49,301 4,443 4,933 3

Table 1: Statistics of datasets used in our experiments.

the classes that are more closely associated with
the sample. Incorporating these high values back
into the denominator of NTXent will steer the en-
coder toward finding more distinguishing patterns
to differentiate between confusable samples. The
final LCL loss is computed as follows:

LLCL = (1− λ)(LE + Lw) + λLf (16)

3.5 Token Adversarial LCL (TLCL)
Instead of dropout-oriented representation as an
augmentation, we experiment with token adversar-
ial representation for LCL (Figure 2f) described in
Section 3.3. First, we compute the adversarial rep-
resentation hj using Eq. 10 and Eq. 11. Then, we
compute NTXent loss (Eq. 14) for LCL to obtain
the final token adversarial LCL loss, LTLCL. We
now describe our datasets.

4 Datasets

In this section, we present the Arabic social mean-
ing tasks and datasets used in our study. A sum-
mary of the datasets is presented in Table 1.
Abusive and Adult Content. For the abusive
and adult content detection tasks, we use datasets
from Mubarak et al. (2017) and Mubarak et al.
(2021). These datasets consist of 1.1k and 43k
tweets, respectively. For these datasets, the goal
is to classify an Arabic tweet into one of the two
classes in the set, i.e., {obscene, clean} for the
abusive task, and {adult, not-adult} for the adult
content detection task.

Age and Gender. For both tasks, we use the
Arap-Tweet dataset (Zaghouani and Charfi, 2018)
which consists of 1.3M, 160k, 160k for the Train,
Dev, and Test respecctively. The dataset covers 11
Arab regions. Zaghouani and Charfi (2018) assign
age group labels from the set {under-25, 25-to-34,
above-35} and gender from the set {male, female}.
Dangerous. We use the dangerous speech dataset
from Alshehri et al. (2020). This dataset consists
of 4, 445 manually annotated tweets labelled as
either safe or dangerous.
Dialect Identification: Six datasets are used for
this task: ArSarcasmDia (Farha and Magdy, 2020),
the Arabic Online Commentary (AOC) (Zaidan
and Callison-Burch, 2014), NADI-2020 (Abdul-
Mageed et al., 2020a), MADAR (Bouamor
et al., 2019), QADI (Abdelali et al., 2020), and
Habibi (El-Haj, 2020). The dialect identification
task involves three dialect classification levels: (1)
Binary-level (MSA vs. DIA), (2) Region-level (4
regions), and (3) Country-level (21 countries).
Emotion. For this task, we use two datasets:
AraNeTemo and SemEvalemo. The first one is pro-
posed by Abdul-Mageed et al. (2020c). The dataset
consists of 192K tweets labeled with the eight
emotion classes from the set {anger, anticipa-
tion, disgust, fear, joy, sadness, surprise, trust}.
SemEvalemo (Mohammad et al., 2018) consists of
5, 603 tweets labeled with four emotions from the
set {anger, fear, joy, sadness}.
Offensive Language and Hate Speech. We use
the dataset released by Mubarak et al. (2020) during
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an offensive and hate speech shared task.2 This
dataset consists of 10k manually annotated tweets
with four tags {offensive, not-offensive, hate, not-
hate
Irony. We use the irony identification dataset for
Arabic tweets (IDAT) developed by Ghanem et al.
(2019). This dataset contains 5, 030 MSA and di-
alectal tweets. It is labeled with ironic and non-
ironic tags.
Sarcasm. We use the ArSarcasm dataset released
by (Farha and Magdy, 2020). ArSarcasm contains
10, 547 tweets. The tweets are labeled with sar-
casm and not-sarcasm tags.
Sentiment Analysis This task includes 19 senti-
ment datasets. We merge the 17 datasets bench-
marked by Abdul-Mageed et al. (2021a) with two
new datasets: Arabizi sentiment analysis dataset
(Fourati et al., 2020) and AraCust (Almuqren and
Cristea, 2021), a Saudi Telecom Tweets corpus for
sentiment analysis. The data contains 190k, 6.5k,
44.2k samples for Train, Dev and Test. The dataset
is labeled with three tags from the set {positive,
negative, neutral}.

5 Experimental Setup

We implement all the methods using
MARBERT (Abdul-Mageed et al., 2021a)
(UBC-NLP/MARBERT) from HuggingFace’s
Transformers library (Wolf et al., 2020), as the
backbone architecture. We use MARBERT
as it is reported to achieve SOTA on a wide
range of Arabic language understanding tasks
in Abdul-Mageed et al. (2021a). Our methods,
however, can be applied to any other model. We
use the same hyperparameters for all the methods
to ensure fair comparisons. We set the maximum
sequence length to 128 and use a batch size of 16
to train the models using Adam optimizer with a
learning rate 5e− 5. The initial number of training
epochs is set to 25 with an early stopping threshold
of 5. For CL-based models, we set λ to 0.5 and
τ to 0.3. For all the experiments, we consider the
checkpoint with the best macro F1 score on the
development sets to evaluate performance on the
respective test sets. To limit GPU usage during our
experiments, we normalize all datasets considered
by limiting the size of Train, Dev, and Test splits
to 50k, 5k, 5k samples respectively.3

2http://edinburghnlp.inf.ed.ac.uk/workshops/OSACT4/
3For example, for the Age and Gender datasets, Train, Dev,

and Test splits have 1.3m, 160k, and 160k, respectively. So,

6 Results

As explained, we compare different methods on
15 different Arabic social media datasets involving
binary and multiclass classification. We present
performance of the methods in Table 2. Evidently,
CL-based methods achieve better performance on
majority of the tasks. On average, three out of five
CL-based methods (LCL, SCL, and TACT) achieve
better performance than CE-MARBERT. Overall,
LCL achieves the best F1-score averaging across
all the tasks.

It is important to note that there is no unique
superior method across the tasks. This shows that
CL-based methods can be task-specific, depending
on the nature of how they are formulated. For exam-
ple, LCL performs well on multiclass datasets such
as Abusive and AraNeTemo, while TLCL performs
well on SemEvalemo. LCL and TLCL adopt more
fine-grained representations with the incorporation
of the weighting network which consequently helps
them distinguish confused classes. However, for
Dialect at RegionLevel, we speculate that since the
labels are already fine-grained, it is more important
to improve the robustness rather than inter-label
relationship. Therefore, CAT achieves best perfor-
mance on this task, followed by TLCL. Similarly,
on binary classification tasks such as hate speech
and Offensive language detection, where a subtle
semantic change in meaning can alter the labels,
robust methods are expected to outperform others.
Therefore, adversarial methods like CAT and TACT
achieve better F1-score.

For most of the tasks, F1-scores obtained from
different CL-methods are close to each other and
the vanilla SCL achieves similar average score to
the other models. This proves that although task-
specific formulation may help the models to im-
prove on a certain task, the most important factor
evolves around the fundamental minmax nature of
contrastive learning which is minimizing the dis-
tance among the representations of the same class
while maximizing the distance among the represen-
tations of the different classes.

7 Analysis

7.1 Data Efficiency

To investigate how the methods perform with lim-
ited data, we train the models under different size
constraints using three datasets (one binary and

we randomly pick 50k, 5k, and 5k samples respectively.
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CE SCL CAT TACT LCL TLCL
Abusive 77.15 78.09 76.48 75.69 78.32 75.26
Adult 88.16 89.50 86.54 89.13 88.85 89.48
Age 44.22 45.12 42.28 46.45 45.90 43.20
AraNeTemo 62.47 61.49 59.31 57.99 62.56 64.13
Dangerous 61.44 63.76 67.83 66.00 65.76 69.28
Dialect at BinaryLevel 85.71 85.63 86.67 84.98 85.79 81.84
Dialect at CountryLevel 32.84 33.63 33.24 32.69 33.62 31.34
Dialect at RegionLevel 65.29 64.78 65.54 64.56 62.92 64.92
Gender 62.23 63.56 65.58 65.77 65.90 65.14
Hate Speech 80.91 80.00 71.06 82.62 81.00 75.26
Irony 84.75 84.30 84.72 84.18 84.29 83.43
Offensive 90.43 89.92 91.37 91.23 90.41 88.84
Sarcasm 70.67 71.09 72.09 74.14 75.32 69.40
SemEvalemo 79.25 77.22 77.08 77.85 80.61 78.59
Sentiment Analysis 77.69 77.32 76.89 76.68 75.61 74.82
Avg. 70.88 71.03 70.45 71.33 71.79 70.33

Table 2: Macro F1-score of the models on Arabic social media datasets. Here, CE = Cross-Entropy; SCL =
Supervised Contrastive Learning; CAT = Contrastive Adversarial Training; TACT = Token-level Adversarial
Contrastive Training; LCL = Label-aware Contrastive Loss; TLCL = Token Adversarial LCL.

Dialect-Country Dialect-Region AraNeTemo
10% 25% 50% 100% 10% 25% 50% 100% 10% 25% 50% 100%

CE 27.78 30.5 30.91 32.84 63.09 63.16 63.59 65.29 53.85 56.73 59.18 62.47
SCL 28.49 31.87 32.89 33.63 63.08 63.23 63.37 64.78 54.47 58.35 58.35 61.49
CAT 26.57 30.33 32.71 33.24 64.32 65.3 65.42 65.54 54.75 54.03 55.51 59.31
TACT 27.63 29.88 32.04 32.69 63.8 64.1 64.32 64.56 53.27 59.3 59.18 57.99
LCL 28.97 30.5 31.78 33.62 63.72 64.72 65.06 62.92 55.47 59.25 62.21 62.56
TLCL 27.69 30.44 32.18 31.34 62.71 64.53 64.6 64.92 54.62 59.31 62.98 64.13

Table 3: Model performance on varying dataset sizes. Bold values represent the best performance for a particular
dataset and dataset size.

two multiclass). We present results of this set of
experiments in Table 3. One interesting observa-
tion is that improvement in performance is not al-
ways monotonic with respect to data size. We be-
lieve that larger-sized training sets only aid mod-
els with test samples with idiosyncrasies and that
small training sets sufficiently cover a wide range
of data distributions. However, we observe that CE-
MARBERT fails to outperform CL-based methods
in any constraint. Specifically, for Dialect at Coun-
tryLevel dataset, 50% of the data is sufficient for
SCL to outperform CE-MARBERT trained on the
full dataset. Additionally, CAT achieves compa-
rable performance to CE-MARBERT with 50%
training data. For Dialect at RegionLevel dataset,
only 10% training data is sufficient for CAT, TACT,
and LCL to outperform CE-MARBERT with 50%
training data. Moreover, CAT requires only 50%
training data to outperform CE-MARBERT with
full training data. Finally, for AraNeTemo dataset,

LCL, TACT, and TLCL with 25% training data out-
perform CE-MARBERT with 50% training data.
TLCL with 50% data outperforms CE-MARBERT
with full (i.e., 100%) training data while LCL with
50% data achieves similar performance. This anal-
ysis shows that enhancing the representations of
different classes via CL helps the model to produce
more distinguishable clusters. As a result, the mod-
els require only smaller training data to project a
sample to a particular class.

7.2 Impact of Batch Size

We study how batch size affects model perfor-
mance. We consider batch sizes of 4, 8, 16 on three
datasets, showing performance in Figure 3. We ob-
serve that, with only a few exceptions, performance
of the models increases along with the increase of
batch size. Larger batch sizes contain more sam-
ples from different classes, which helps the model
to learn better via comparing these samples. Our
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(a) Dialect at CountryLevel

(b) Dialect at RegionLevel

(c) AraNeTemo

Figure 3: Ablation study on the impact of batch size on
performance of the models.

analysis corroborates findings of prior works such
as Chen et al. (2020b), Cao et al. (2022), and Qiu
et al. (2021) that propose the incorporation of a sep-
arate memory bank to hold the negative samples
for comparison.

7.3 Visualization of Representations

We plot t-SNE representations of the test samples
from the Abusive dataset in Figure 4. The represen-
tations are colored with true labels. We notice that
CL-based methods cluster normal and abusive sam-
ples far from each other, unlike CE-MARBERT.
Since CL attempts to maximize the distance be-
tween different classes, it helps the models pro-
duce more distinct clusters. Additionally, LCL and
TLCL methods cluster abusive and hate classes
better than other methods. Since, they capture
inter-label relations, the methods identify confus-
able examples of abusive and hate better than other
methods.

8 Limitations

An inherent limitation of CL methods is their re-
liance on hyperparameters. In particular, they are

(a) CE (b) SCL

(c) CAT (d) TACT

(e) LCL (f) TLCL

Figure 4: t-SNE representations of the validation set of
abusive dataset (green = normal, red = abusive, blue =
hate).

sensitive to batch size. Larger batch sizes usually
yield better performance. Other hyperparameters
like τ and λ can also impact performance given a
specific task. Lastly, the accommodation of larger
batch size comes at the cost of higher computa-
tional resources.

9 Conclusion

In this work, we study various supervised con-
trastive learning methods for a wide range of Ara-
bic social meaning tasks. We show that CL-based
methods outperform generic cross entropy finetun-
ing for majority of the tasks. Through empirical
investigations, we find that improvements result-
ing from applying CL methods are task-specific.
We interpret these results vis-a-vis different down-
stream tasks, with a special attention to the num-
ber of classes involved in each task. Finally, we
demonstrate that CL methods can achieve better
performance with limited training data and hence
can be employed for low-resource settings.

In the future, we plan to extend our work be-
yond sentence classification by experimenting on
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tasks such as token-classification and question-
answering. Our work stands as a comprehensive
investigation of applying contrastive learning to
Arabic social meaning. We hope this work will
trigger further investigations of CL in Arabic NLP
in general.
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Abstract

In this paper we propose a new method for
training adversarial text-to-speech (TTS) mod-
els for low-resource languages using auxiliary
data. Specifically, we modify the MelGAN (Ku-
mar et al., 2019) architecture to achieve better
performance in Arabic speech generation, ex-
ploring multiple additional datasets and archi-
tectural choices, which involved extra discrimi-
nators designed to exploit high-frequency simi-
larities between languages. In our evaluation,
we used subjective human evaluation, MOS -
Mean Opinion Score, and a novel quantitative
metric, the Fréchet Wav2Vec Distance, which
we found to be well correlated with MOS. Both
subjectively and quantitatively, our method out-
performed the standard MelGAN model.

1 Introduction

Text-to-speech (TTS) is the task of generating nat-
ural speech that corresponds to a given text. TTS
systems play essential roles in a wide range of ap-
plications, ranging from human-computer interac-
tion to assistance for people with vision or speech
impairments.

In recent years the field of TTS has been dom-
inated by the neural auto-regressive models for
raw audio waveform such as WaveNet (Oord et al.,
2016a), SampleRNN (Mehri et al., 2016) and Wa-
veRNN (Kalchbrenner et al., 2018). However, in-
ference with these models is inherently slow and
inefficient given the high frequency of audio data;
because of the auto-regressive behaviour and the
sequential generation of the audio samples. Thus,
auto-regressive models are usually impractical for
real-time applications. Researchers put much ef-
fort into enabling parallelism of the TTS models,
which resulted in a number of non-auto-regressive
ones, such as Parallel WaveNet (Oord et al., 2018)
which distils a trained auto-regressive decoder into
a flow-based convolutional student model, Wave-
Glow (Prenger et al., 2019) which is a flow-based

generative model based on Glow (Kingma and
Dhariwal, 2018) as well as the Generative Adversar-
ial Network (GAN (Yi et al., 2019))-based models
such as MelGAN (Kumar et al., 2019) and GAN-
TTS (Bińkowski et al., 2019). They are highly
parallelizable and more suitable to run efficiently
on modern hardware. However, those recent de-
velopments often came at the price of scale, and
hence may be impractical for certain applications
with limited compute or data budgets.

Deep neural networks have revolutionized the
field of TTS achieving human-level performance
on particular languages by leveraging massive col-
lections of good-quality datasets, e.g. The LJ
Speech Dataset1. However, these successes came
at cost since creating these large datasets typically
requires a great deal of human effort to manually
record and label individual data samples. This cost
can be particularly extreme when recording and
labelling requires expert supervision (for example,
recording high quality audio requires a professional
studio and staff). For many languages we lack re-
sources to create sufficiently large labelled datasets,
which limits the widespread adoption of TTS tech-
niques.

The lack of available resources makes it ex-
tremely valuable to study the relationship between
the different languages. The high-frequency simi-
larities between languages can be exploited to learn
better speech synthesis models for low-resource
languages. However, not much work has focused so
far on exploring this direction. The notable excep-
tions include some multi-lingual TTS models (Do
et al., 2021). In Lee et al. (2018) they pre-trained
a speech synthesis network using datasets from
both high-resource and low-resource languages,
and fine-tuned the network using only low-resource
data. The results showed that the learned phoneme
embedding vectors are located closer if their pro-
nunciations are similar across the languages.

1https://keithito.com/LJ-Speech-Dataset/
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In this work, we explore raw waveform gener-
ation for low-resource languages using auxiliary
data, taking Arabic as our case study and MelGAN
(Kumar et al., 2019) as our baseline model. This
study examines the Arabic language since it has a
large global population, it is a complex language
to model,2 and there is a scarcity of Arabic TTS
datasets, making it a low-resource language. Our
main contributions are as follows:

• We train a fast and efficient TTS system for
the Arabic language using a publicly available
speech dataset3.

• We propose an extension to MelGAN (Ku-
mar et al., 2019) model which makes it
more amenable to knowledge transfer be-
tween languages and evaluate its efficiency
for low-resource speech datasets, focusing
on co-training between vastly different lan-
guages/dialects and learning from low-quality
samples.

• We propose a quantitative metric for Ara-
bic speech generation based on Fréchet dis-
tance (Eiter and Mannila, 1994), the metric
inspired by the DeepSpeechDistance for En-
glish language (Bińkowski et al., 2019), where
we replace the DeepSpeech network with the
Wav2Vec2ForCTC Arabic audio recognition
network4.

2 Background

The generative Adversarial Networks (GANs)
Goodfellow et al. (2014) are a class of implicit
generative models trained by adversarial means
between two networks: the generator and the dis-
criminator. Generators attempt to produce data that
resemble reference distributions, while the discrim-
inator tries to distinguish real data from generated
data, providing a useful training signal.

Due to the high temporal resolution of raw
waveform, the presence of structure at different
time scales, and the short- and long-term inter-
dependencies among these structures, audio synthe-
sis is a challenging task. Most approaches simplify

2Worldwide there are more than 420 million native Arabic
speakers who speak over 25 dialects of the language, each of
which has its own unique characteristics and dialectal words.

3http://en.arabicspeechcorpus.com/
4https://huggingface.co/docs/transformers/

model_doc/wav2vec2#transformers.

the problem by modelling a lower-resolution inter-
mediate representation that can be efficiently com-
puted from the raw temporal signal and preserves
enough amount of information to allow a faithful
inversion back to audio. It is therefore common to
decompose text-to-speech (TTS) systems into two
stages: the first stage maps text into the interme-
diate representation, while the second stage trans-
forms it into audio waveform. Among the most
commonly used intermediate representations are
aligned linguistic features (Oord et al., 2016b) and
Mel-spectrograms (Shen et al., 2018; Gibiansky
et al., 2017). In this work, we use Mel-spectrogram
as an intermediate representation and focus on the
second stage. Considering the Mel-spectrogram in-
version stage, the TTS systems can be categorized
into three distinct families: the pure signal process-
ing techniques, the auto-regressive models and the
non-auto-regressive models. The auto-regressive
models like the WaveNet (Oord et al., 2016a) pro-
duced the state-of-the-art results in text-to-speech
synthesis (Sotelo et al., 2017; Shen et al., 2018) but
inference with these models is inherently slow and
inefficient due to the sequential generation of audio.
The non-auto-regressive models hence are highly
parallelizable and can exploit modern deep learn-
ing hardware like GPUs and TPUs. Well known
examples are the WaveGlow (Prenger et al., 2019)
which is a flow-based generative model based on
Glow (Kingma and Dhariwal, 2018), and GAN-
based TTS models like MelGAN (Kumar et al.,
2019) and GAN-TTS (Bińkowski et al., 2019).

MelGAN generator is a fully convolutional feed-
forward network which takes Mel-spectrogram as
input and outputs a raw waveform. The generator
is trained adversarially against a multi-scale archi-
tecture comprised of three discriminators that have
identical network structures but operate on differ-
ent audio scales. On the other, End-to-end architec-
tures like the Tacotron (Wang et al., 2017), EATS
(Donahue et al., 2020) and WaveGrad 2 (Chen
et al., 2021) are introduced in the field of TTS
to reduce the compound error of two-stage TTS
systems. Tacotron is a generative text-to-speech
model based on a seq-to-seq model with an atten-
tion mechanism (Sutskever et al., 2014), whereas
Tacotron 2 (Shen et al., 2018) is a follow-up work
that eliminates the non-neural network elements
used in the original Tacotron.

Many works covered Arabic TTS synthesis to
generate human-like speech, such as Abdel-Hamid
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et al. (2006), Rebai and BenAyed (2016) and
Fahmy et al. (2020), but none of them adopted
the GAN-based TTS models for the Arabic lan-
guage. Fahmy et al. (2020) describes how to use a
modified deep architecture from Tacotron 2 (Shen
et al., 2018) to generate Mel-spectrograms from
Arabic diacritic text as an intermediate feature rep-
resentation followed by a WaveGlow (Prenger et al.,
2019) architecture acting as a vocoder to produce a
high-quality Arabic speech. The proposed model
is trained using a published pre-trained Tacotron
2 English model using a dataset with a total of
2.41 hours of recorded speech 3. To the best of our
knowledge, this is the best Arabic TTS available.

3 Methodology

In this section, we present the details of the ar-
chitectures of our models, the datasets, and the
evaluation metrics we used. In MelGAN’s official
repository5, generator weights are publicly avail-
able, but discriminator weights are not. We use
various methods of knowledge transfer between
languages, including fine-tuning and co-training.

3.1 Model Architecture

In our analysis, we used the MelGAN architecture
(Kumar et al., 2019) with an amended downsam-
pling schedule that we found to perform better in
our early experiments. With the proposed schedule,
we ensure that there is no common divisor between
downsampling factors to encourage focus on dif-
ferent frequencies across discriminators. We used
factors 3 and 5 to downsample audio before pass-
ing it to the second and third discriminators. The
downsampling is done by a strided average pooling
layer.

MelGAN’s multi-discriminator architecture in-
corporates an inductive bias that aims to exploit
different structures at various temporal resolutions.
In addition, we are interested in investigating an-
other inductive bias that aims to exploit the consid-
erable overlap between the phonemes of different
languages and dialects, which may be helpful to im-
prove the performance of low-resource languages.
In the proposed approach we introduce auxiliary
data to the model through an additional discrim-
inator, designed to operate on short segments of
speech to capture high-frequency similarities. We
found optimal segment length for this extra dis-

5https://github.com/descriptinc/
melgan-neurips

criminator to be 512-time steps. We consider two
ways of feeding the extra data to the model:

• As part of first setting, the additional discrimi-
nator is fed a batch of 512-time step segments
of two types, one generated directly by pass-
ing a small window of the auxiliary dataset
mel-spectrogram to the generator, and another
produced by sub-sampling the audio gener-
ated with the main dataset conditioning to pass
to the main discriminators.

• While in the second setting, the additional
discriminator accepted a batch of 512-time
step segments both are sub-sampled from the
audio generated with the main dataset condi-
tioning to pass to the main discriminators, but
to introduce the auxiliary dataset, part of the
ground truth segments are replaced by random
segments of the auxiliary dataset.

The mixing ratio between the two types of seg-
ments in both settings is a hyper-parameter that we
optimise experimentally.

Passing the auxiliary data to the generator in the
first setting provides a more complicated task for
the generator to learn, while in the second setting
the generator’s task remains unchanged; however
the additional discriminator is provided with more
ground truth samples and hence enriches the adver-
sarial signal passed back to the generator. Finally,
the additional discriminator uses half of the stan-
dard MelGAN discriminators’ capacity6, which we
found to perform roughly on par with the full ca-
pacity variant.

3.2 Datasets
We used the Arabic Speech Corpus dataset3 as our
main dataset. The training set contains 1813 spo-
ken utterances of a standard Arabic dialect recorded
by a single speaker, covering a duration of 2 hours;
additional 100 samples form a test set. The data is
labelled with diacritic Arabic text (Sweet, 1877).
In addition to the main dataset, we used three aux-
iliary datasets as described in the table 1. The aux-
iliary datasets include LJSpeech1, Tunisian_MSA7

and AMMI_Speech datasets8. The AMMI_Speech
dataset is gathered by AMMI9 student. The

6half the number of convolution filters
7https://www.openslr.org/46/
8https://github.com/besacier/AMMIcourse/tree/

master/STUDENTS-RETURN/Arabic4
9African Master of Machine Intelligence - https://

aimsammi.org
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Name Language Dialect Speakers Quality Hrs
LJSpeech English - 1 high 24

Tunisian_MSA train Arabic Tunisian 118 low 11
Tunisian_MSA test Arabic Tunisian/Libyans 4 average 2

AMMI_Speech Arabic Standard 3 low 6

Arabic Speech Corpus Arabic Standard 1 high 2

Table 1: The datails of the auxiliary datasets used.

Tunisian_MSA train and test set are separated into
two auxiliary datasets due to their varying quality.

3.3 Evaluation Metrics

For evaluation, two metrics are employed: the
Mean Opinion Score (MOS) and a novel quanti-
tative metric, the Conditional Fréchet Wav2Vec
Distance (cFWD).

Mean Opinion Score In order to compare the
performance of our models, we carried out Mean
Opinion Score (MOS) tests. We gathered 100 sam-
ples generated by the different models using the
same conditioning, along with 100 original sam-
ples. All the generated samples were not seen dur-
ing training. MOS scores were computed on a pop-
ulation of 53 individual raters; each of them had
to evaluate blindly a subset of 150 samples drawn
randomly from the overall pool and assign a score
from 1 to 5. Our tests were crowdsourced over mul-
timedia platforms and testers were asked to wear
headphones and be Arabic speakers. Additionally,
we computed the 95% confidence intervals for the
scores:

µ̂i =
1

Ni

Ni∑

k=1

si,k

CIi =

[
µ̂i − 1.96

σ̂i√
Ni

, µ̂i + 1.96
σ̂i√
Ni

]

Conditional Fréchet Wav2Vec Distance This
metric is inspired by the DeepSpeech Distances
(Bińkowski et al., 2019) and analogous to Fréchet
Inception Distance (FID, Heusel et al., 2017) com-
monly used in generative modelling of images.
In order to extract the high-level features from
raw Arabic audio, the DeepSpeech2 model was
replaced by the pre-trained Wav2Vec2ForCTC Ara-
bic speech recognition model found in the Hug-
gingFace Transformers library4.

To obtain reasonable estimates of this metric it
is preferred to use sufficiently large sets of samples.

The original implementation used 50 thousand sam-
ples (Soloveitchik et al., 2021). However, as this
would be too resource-intensive, we artificially ex-
pand the generated and real sets by randomly sub-
sampling small windows from each audio.

The distribution for a set of waveforms is formed
by sub-sampling thirty 2-second-long sub-samples
from each audio; this way we construct fixed-length
sub-samples from arbitrary-long ones, covering
their whole length and putting equal weight to short
and long samples. Finally, the features extraction
is done by framing each sub-sample using a 40ms
window of raw audio at 16kHz and stride of 20ms,
passing the frames to the speech recognition model,
and extracting the 512-dimensional output of the
feature_projection layer, and then taking the av-
erage of the features along the temporal dimension.
The Fréchet distance is calculated by comparing
the distributions of such representations of real and
generated samples from our test set, which has
100 samples, resulting in 3000 samples after sub-
sampling. For representations X ∈ Rm×d and
Y ∈ Rn×d, where d is the representation dimen-
sion, and m is the number of samples, the (squared)
Fréchet distance is obtained using the following es-
timator:

̂Fréchet 2(X,Y ) =

∥X − µY ∥22 + Tr
(
ΣX +ΣY − 2 (ΣXΣY )

1/2
)

An initial evaluation of the metric involved cal-
culating the Fréchet distance between a reference
sound and the same sound after adding multiple
levels of Gaussian noise separately. The results are
shown in figure 1.

4 Experiments

In this section we provide details on the experi-
ments, including baselines and ablation study. We
train our models using our main dataset, the Arabic
Speech Corpus dataset3, either with or without ad-
dition of the one of the auxiliary datasets described
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Figure 1: An initial evaluation for the Conditional
Fréchet Wav2Vec Distance using different levels of
Gaussian noise.

in table 1. In all experiments, unless stated other-
wise, the English dataset1 is used as an auxiliary
dataset. The MelGAN model (Kumar et al., 2019)
with an amended downsampling schedule was used
in all experiments, and we added one additional dis-
criminator when auxiliary datasets were analyzed.
Currently, no clear strategies have been developed
for GANs with auxiliary data; thus, fine-tuning and
training from scratch using both the main and aux-
iliary datasets seems reasonable and we explored
both here.

4.1 Baselines
We compare MelGAN model with a model de-
scribed by Fahmy et al. (2020) to evaluate its ef-
fectiveness for Arabic language synthesis. Based
on a modified deep architecture from Tacotron
2 (Shen et al., 2018), the model creates a mel-
spectrogram of diacritical Arabic text as an inter-
mediate feature representation, before using Wave-
Glow (Prenger et al., 2019) as a vocoder to synthe-
size high-quality Arabic speech. To develop the
final model, Fahmy et al. (2020) started from En-
glish pre-trained model and fine-tuned using Arabic
Speech Corpus dataset3.

To examine the effectiveness of the additional
discriminator (through which the auxiliary data is
introduced), we compare the baseline MelGAN
with the results obtained with different mixing ra-
tios for the main and auxiliary segments that are
passed to this additional discriminator.

4.2 Fine-tuning
In this experiment, we carry out transfer learning in
its plain form, i.e. we start with a model pre-trained
on an auxiliary dataset and then fine-tune using our

main dataset. We use the standard MelGAN ar-
chitecture (Kumar et al., 2019), with no additional
discriminators. The initial pre-training is done on
English data1, followed by fine-tuning on 2 hours
of Arabic data3.

Transfer learning in our setting involves addi-
tional challenge that is specific to adversarial mod-
els: it seems crucially important to ensure that
the min-max game between the generator and dis-
criminator is balanced both during pre-training and
fine-tuning. The latter becomes difficult e.g. in a
situation when only one of the networks is avialable
with pre-trained weights. This unfortunately hap-
pens to be the case with MelGAN, whose generator
weights are publicly available from official repos-
itory5, but discriminator weights are not shared.
Of course pre-training both generator and discrim-
inator from scratch using the English dataset is
technically an option, however it is also computa-
tionally intensive, and was beyond capacity of our
resources. In order to address this issue, we fine-
tuned the discriminator alone with the main dataset
for 2K steps while fixing the generator weights be-
fore fine-tuning the entire model. The discriminator
was initially initialized either randomly or using
the weights of a pre-trained Arabic discriminator.

4.3 Training GANs with auxiliary data

In this set of experiments we introduce an auxil-
iary dataset by developing a variant of MelGAN
architecture with an additional discriminator. Orig-
inal discriminators in MelGAN use longer seg-
ments than discriminators in GAN-TTS. In training
the proposed architecture, we used both the main
dataset and a range of auxiliary ones; including an
English dataset1, two Arabic dialect datasets7, or
a low-quality standard Arabic dataset8. According
to how the auxiliary dataset is introduced to the
model, the experiments can be divided into two
parts as follows:

Generator with auxiliary segments In this set-
ting, we send to the generator the mel-pectrogram
of 512-time steps windows of the auxiliary dataset.
The resulting segments are added to the discrim-
inator along with 512-time steps segments sub-
sampled from the audio generated given the main
dataset conditioning. Mixing ratio refers to the
ratio between these two types of segments.

Extra ground truths for discriminator In this
setting, as illustrated in figure 2, we present a way
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Figure 2: An illustration of the second part of training
GANs with auxiliary data experiments, where we pass
as extra ground truths for the discriminator.

to incorporate auxiliary data into the model with-
out complicating the generator task. The additional
discriminator batches are derived by subsampling
512-time steps segments from audios generated
given the main dataset conditioning. The ground
truths for part of this segment are replaced with
random segments from the auxiliary datasets, but
the rest remain fixed. Mixing ratio refers to the ra-
tio between these two types of segments. Through
this, we can improve the discriminator adversarial
signal being fed back to the generator. A small win-
dow was used to concentrate on the high-frequency
features. Different segments sizes were tested and
512 was found to perform the best.

4.4 Efficiency analysis of various speech
datasets as auxiliary dataset

We present here a discussion of the effects of us-
ing various auxiliary datasets. For the comparison,
each of the auxiliary datasets is introduced sep-
arately as additional ground truths for the extra
discriminator with a mixing ratio of 1:1 between
the main and the auxiliary datasets respectively.

4.5 Ablations

The proposed model combines several hyper-
parameters and we have two approaches to intro-
ducing auxiliary datasets to the model; we hence
conduct an ablation study to understand how dif-
ferent choices impact the model. In light of our
limited resources, the ablation study was carried
out using English as the auxiliary dataset, which
provided the best results compared to other auxil-
iary datasets. Our experiments examined different

ratios for mixing the Arabic and English segments
passed to the extra discriminator. Further, we com-
pared how well the auxiliary dataset worked either
as additional ground truths or as a generator input.
Finally, we evaluated the effect of smaller segment
lengths and the full capacity of the extra discrimi-
nator.

4.6 Training Details

All the training is performed on the Arabic Speech
Corpus train-set3 and one of the three additional
datasets. The training settings is the same as de-
scribed in the MelGAN paper (Kumar et al., 2019).
The experiments ran on Google Cloud Virtual Ma-
chine with a 4-Core CPU and Nvidia T4 GPU. Each
model is trained for 500000 steps.

5 Results

This section summarizes all the results of the ex-
periments described in the Experiments section 4.
We evaluated the performance on the test set of
the Arabic Speech Corpus dataset3 using the MOS
and the average of the last five Conditional Fréchet
Wav2Vec Distance scores. It is worth noting that
the mean of the best and the mean of the last five
scores produced almost the same ordering. Also,
in all tables and figures, the mixing ratio represents
the ratio between main and auxiliary segments re-
spectively we feed to the additional discriminator.

Table 2 presents the quantitative results of the
proposed model incorporating the English dataset1

as additional ground truths for the extra discrimi-
nator, as well as the MelGAN (Kumar et al., 2019)
model and WaveGlow model (Prenger et al., 2019).
The table shows the models that have 4 or less ad-
ditional signals compared to the MelGAN model.
The addition of one segment of the Arabic dataset
would result in adding two additional signals: one
to the generator’s adversarial loss and one to the
discriminator’s adversarial loss, while the addition
of one segment of the English dataset would result
in one signal added to the discriminator’s adver-
sarial loss. The results show that MelGAN is able
to achieve a performance that is comparable to
WavGlow in the synthesis of Arabic speech. Fur-
thermore, the study shows that MelGAN + Extra
Disc outperforms both MelGAN and WaveGlow
models, and adding auxiliary dataset increases the
performance even further. MelGAN + Extra Disc
and mixing ratio of 1:2 between Arabic and En-
glish data sets respectively provided the best per-
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formance across all models. Figure 3 shows the
importance of adding a mixture of Arabic and En-
glish segments compared to the extreme cases.

Figure 3: Conditional Fréchet Wav2Vec Distance re-
ported every 500 steps during training of MelGAN +
Extra Disc model with three different mixing ratios.

Table 3 represents the quantitative results of
using different auxiliary datasets 1 as additional
ground truths for the extra discriminator in the pro-
posed model. The mixing ratio between the main
and auxiliary datasets was 1:1. The results shows
that different language auxiliary datasets (English1)
with high quality produce better results than the
same language or dialects (Standard8, Tunisian7

or Libyan Arabic7) auxiliary datasets with low or
average quality.

FWD Auxiliary Dataset
27.50 Tunisian_MSA trian
18.64 AMMI_Speech
18.56 Tunisian_MSA test
16.95 LJSpeech

Table 3: Average of the last five Conditional Fréchet
Wav2Vec Distance for MelGAN + Extra Disc models
trained with different auxiliary datasets fixed mixing
ration if 1 : 1. The extra segments is added as an
additional ground truths.

Tables 4, 5, 6 shows the results of the ablation
study. According to the study, MelGAN + Ex-
tra Disc with 1:2 mixing ratio between Arabic3

and English1 data sets provided the best perfor-
mance across all models. As well, adding auxiliary
datasets as additional grounds truths in the extra
discriminator is better than including the auxiliary
dataset in the generator itself. Last but not least, by
using full capacity extra discriminator and reducing

segment lengths, we would achieve better results
than with the current settings.

FWD How Auxiliary Date Introduced
13.57 Generator with auxiliary segments
11.16 Extra ground truths for discriminator

Table 5: Average of the last five Conditional Fréchet
Wav2Vec Distance for MelGAN + Extra Disc models
with different ways of introducing the extra segments to
the models and finxed mixing ratio of 1 : 2.

FWD Capacity Length
22.94 Half 512
18.85 Full 512
13.57 Full 256
10.46 Full 128

Table 6: Average of the last five Conditional Fréchet
Wav2Vec Distance for MelGAN + Extra Disc models
with different extra discriminator’s capacity and seg-
ment length and mixing ratio of 1 : 1.

6 Ethical considerations

This paper aims to advance the field of text-to-
speech and hence all considerations related to po-
tential nefarious applications of such technology
apply to this work. This includes the potential use
of such systems to imitate voice of a certain individ-
ual in order to present a message that such person
has never uttered. We also acknowledge that TTS
systems carry a bias towards the dialect/accent of
the population whose speech was used as a training
data. However, we hypothesise our model might be
suitable to counter such effects: as it has been de-
signed for low-resource languages, it might well be
used to improve TTS systems for underrepresented
dialects or accents of otherwise well-modelled lan-
guages, in turn reducing geographical bias affecting
certain populations.

Nevertheless, we believe that overall benefits of
improved text-to-speech models outweight these
and other ethical risks.

7 Conclusion

In this work, we have proposed an extension for
MelGAN that utilizes information of auxiliary high-
resource languages/dialects to help training of low
resource language audio synthesis models. The pro-
posed approach outperformed standard MelGAN
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Model Mixing Ratio FWD MOS 95%CI

WaveGlow − − 3.13 ±0.061
MelGAN − 18.01 3.10 ±0.063
MelGAN + Extra Disc 1 : 0 22.94 3.29 ±0.057
MelGAN + Extra Disc 2 : 0 12.15 3.40 ±0.056
MelGAN + Extra Disc 1 : 1 16.95 3.55 ±0.058
MelGAN + Extra Disc 1 : 2 11.16 3.63 ±0.056

Original − − 3.88 ±0.061

Table 2: Mean Opinion Score and average of the last five Conditional Fréchet Wav2Vec Distance scores for the
MelGAN + Extra Disc models that have 4 or less additional signals compared to the MelGAN model. The extra
segments is added as an additional ground truths. Note here, for MOS of WaveGlow model the samples are generated
using the predicted mel-spectrogram not the ground truth mel-spectrogram.

Arabic
English

0 segments 1 segments 2 segments 3 segments 4 segments

0 segments 18.01 105.51 − − −
1 segments 22.94 16.95 11.16 27.46 19.80
2 segments 12.15 11.68 17.30 18.27 17.37
3 segments 22.03 13.54 12.24 22.03 16.85
4 segments 13.07 18.59 16.84 18.73 15.41

Table 4: Average of the last five Conditional Fréchet Wav2Vec Distance for MelGAN + Extra Disc models with
different mixing ratios. The extra segments is added as an additional ground truths.

model as well as the baseline WaveGlow in both the
quantitative and subjective human evaluation. We
demonstrated in an ablation study the importance
of different components of the system to achieve
good results. We hope to see how this approach can
help training of the audio synthesis models in the
future. Before that, we have trained the MelGAN
model for conditional Arabic TTS using a publicly
available dataset.

Furthermore, We have proposed a quantitative
metric for generative models of Arabic speech that
we called Conditional Fréchet Wav2Vec Distance,
and demonstrated experimentally that it ranks mod-
els in line with Mean Opinion Scores obtained
through human evaluation. The metric is based
on the available Wav2Vec2ForCTC Arabic speech
recognition model. Our quantitative results as well
as subjective evaluation of the generated samples
showcase the efficiency of our proposed approach
for speech generation.
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Abstract

We describe the findings of the third Nu-
anced Arabic Dialect Identification Shared
Task (NADI 2022). NADI aims at advanc-
ing state-of-the-art Arabic NLP, including Ara-
bic dialects. It does so by affording diverse
datasets and modeling opportunities in a stan-
dardized context where meaningful compar-
isons between models and approaches are pos-
sible. NADI 2022 targeted both dialect iden-
tification (Subtask 1) and dialectal sentiment
analysis (Subtask 2) at the country level. A
total of 41 unique teams registered for the
shared task, of whom 21 teams have partici-
pated (with 105 valid submissions). Among
these, 19 teams participated in Subtask 1, and
10 participated in Subtask 2. The winning team
achieved F1=27.06 on Subtask 1 and F1=75.16
on Subtask 2, reflecting that both subtasks re-
main challenging and motivating future work in
this area. We describe the methods employed
by the participating teams and offer an outlook
for NADI.

1 Introduction

Arabic is a collection of languages and language
varieties some of which are not mutually intelli-
gible, although it is sometimes conflated as a sin-
gle language. Classical Arabic (CA) is the vari-
ety used in old Arabic poetry and the Qur’an, the
Holy Book of Islam. CA continues to be used
to date, side by side with other varieties, espe-
cially in religious and literary discourses. CA is
also involved in code-switching contexts with Mod-
ern Standard Arabic (MSA) (Abdul-Mageed et al.,
2020b). In contrast, as its name suggests, MSA
is a more modern variety (Badawi, 1973) of Ara-
bic. MSA is usually employed in pan-Arab me-
dia such as AlJazeera network and in government
communication across the Arab world.1 Dialectal
Arabic (DA) is the term used to collectively refer to

1https://www.aljazeera.com/

Figure 1: A map of the Arab World showing the 18
countries in the Subtask 1 dataset and the 10 countries
in the Subtask 2 dataset. Each country is coded in a
color different from neighboring countries. Subtask 2
countries are coded as circles with dark color.

Arabic dialects. DA is sometimes defined region-
ally into categories such as Gulf, Levantine, Nile
Basin, and North African (Habash, 2010; Abdul-
Mageed, 2015). More recent treatments of DA
focus on more nuanced variation at the country
or even sub-country levels (Bouamor et al., 2018;
Abdul-Mageed et al., 2020b). Many of the works
on Arabic dialects thus far have focused on dialect
identification, the task of automatically detecting
the source variety of a given text or speech seg-
ment.

In this paper, we introduce the findings and re-
sults of the third Nuanced Arabic Dialect Identifica-
tion Shared Task (NADI 2022). NADI aims at en-
couraging research work on Arabic dialect process-
ing by providing datasets and diverse modeling op-
portunities under a common evaluation setup. The
first instance of the shared task, NADI 2020 (Abdul-
Mageed et al., 2020a), focused on province-level
dialects. NADI 2021 (Abdul-Mageed et al., 2021b),
the second iteration of NADI, focused on distin-
guishing both MSA and DA according to their geo-
graphical origin at the country level. NADI 2022
extends on both editions and offers a richer context
as it targets both Arabic dialect identification and
and dialectal sentiment analysis.

NADI 2022 shared tasks proposes two subtasks:
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Subtask 1 on dialect identification, and Subtask 2
on dialect sentiment analysis. While we invited
participation in either of the two subtasks, we en-
couraged teams to submit systems to both subtasks.
By offering two subtasks, our hope was to receive
systems that exploit diverse machine learning and
other methods and architectures such as multi-task
learning systems, ensemble methods, sequence-to-
sequence architectures in single models such as the
text-to-text Transformer, etc. Many of the submit-
ted systems investigated diverse approaches, thus
fulfilling our objective.

A total of 41 unique teams registered for NADI
2022. Of these, 21 unique teams actually made
submissions to our leaderboard (n=105 valid sub-
missions). We received 16 papers from 15 teams, of
which we accepted 15 for publication. Results from
participating teams show that both dialect identifi-
cation at the country level and dialectal sentiment
analysis from short sequences of text remain chal-
lenging even to complex neural methods. These
findings clearly motivate future work on both tasks.

The rest of the paper is organized as follows:
Section 2 provides a brief overview of Arabic di-
alect identification and sentiment analysis. We de-
scribe the two subtasks and NADI 2022 restric-
tions in Section 3. Section 4 introduces shared task
datasets and evaluation setup. We present partici-
pating teams and shared task results and provide
a high-level description of submitted systems in
Section 5. We conclude in Section 6.

2 Literature Review

2.1 Arabic Dialects

Arabic can be categorized into CA, MSA, and
DA. Although CA and MSA have been studied
extensively (Harrell, 1962; Cowell, 1964; Badawi,
1973; Brustad, 2000; Holes, 2004), DA is has re-
ceived more attention only in recent years. One
major challenge for studying DA has been the
lack of resources. For this reason, most pioneer-
ing DA works focused on creating resources, usu-
ally for only a small number of regions or coun-
tries (Gadalla et al., 1997; Diab et al., 2010; Al-
Sabbagh and Girju, 2012; Sadat et al., 2014; Harrat
et al., 2014; Jarrar et al., 2016; Khalifa et al., 2016;
Al-Twairesh et al., 2018; El-Haj, 2020). A number
of works introducing multi-dialectal datasets and
regional level detection models followed (Zaidan
and Callison-Burch, 2011; Elfardy et al., 2014;
Bouamor et al., 2014; Meftouh et al., 2015).

Some of the earliest Arabic dialect identification
shared tasks were offered as part of the VarDial
workshop. These shared tasks used speech broad-
cast transcriptions (Malmasi et al., 2016), and later
integrated acoustic features (Zampieri et al., 2017)
and phonetic features (Zampieri et al., 2018) ex-
tracted from raw audio.

The Multi-Arabic Dialects Application and Re-
sources (MADAR) project (Bouamor et al., 2018)
was the first that introduced finer-grained dialectal
data and a lexicon. The MADAR data was used
for dialect identification at the country and city lev-
els covering 25 cities in the Arab world (Salameh
et al., 2018; Obeid et al., 2019). The MADAR
data was commissioned rather than being naturally
occurring, which might not be the best for dialect
identification, especially when considering dialect
identification in the social media context. Several
larger datasets covering 10-21 countries were then
introduced (Mubarak and Darwish, 2014; Abdul-
Mageed et al., 2018; Zaghouani and Charfi, 2018;
Abdelali et al., 2021; Issa et al., 2021; Baimukan
et al., 2022). These datasets were mainly com-
piled from naturally-occurring posts on social me-
dia platforms such as Twitter. Some approaches
for collecting dialectal data are unsupervised. A
recent example is Althobaiti (2022) who describe
an approach for automatically tagging Twitter posts
with 15 country-level dialects and extracting rel-
evant word lists. Some works also gather data
at the fine-grained level of cities. For example,
Abdul-Mageed et al. (2020b) introduced a Twitter
dataset and a number of models to identify coun-
try, province, and city level variation in Arabic
dialects. The NADI shared task (Abdul-Mageed
et al., 2020a, 2021b) built on these efforts by pro-
viding datasets and common evaluation settings for
identifying Arabic dialects. Althobaiti (2020) is a
relatively recent survey of computational work on
Arabic dialects.

2.2 Sentiment Analysis

Besides dialect identification, several studies in-
vestigate socio-pragmatic meaning (SM) exploit-
ing Arabic data. SM refers to intended mean-
ing in real-world communication and how utter-
ances should be interpreted within the social con-
text in which they are produced (Thomas, 2014;
Zhang et al., 2022). Typical SM tasks include
sentiment analysis (Abdul-Mageed et al., 2014;
Abdul-Mageed, 2019), emotion recognition (Al-
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huzali et al., 2018), age and gender identifica-
tion (Abbes et al., 2020), offensive language detec-
tion (Mubarak et al., 2020; Elmadany et al., 2020),
and sarcasm detection (Abu Farha and Magdy,
2020). In NADI 2022, we focus on sentiment analy-
sis of Arabic dialects in social media. Several stud-
ies of Arabic sentiment analysis are listed in sur-
veys such as Elnagar et al. (2021) and Alhumoud
and Wazrah (2022). Most of these studies target
sentiment in MSA. Recently, there are some stud-
ies that target sentiment in Arabic dialects in social
media sources such Twitter. Some of these studies
create datasets (Guellil et al., 2020a; Al-Laith et al.,
2021; Abo et al., 2021; Alowisheq et al., 2021;
Hassan et al., 2021; Alwakid et al., 2022), focusing
on one or more dialects or regions (Abdul-Mageed
et al., 2020c; Fourati et al., 2020; Guellil et al.,
2020b; Almuqren and Cristea, 2021; Guellil et al.,
2021; Abu Farha and Magdy, 2021; Shamsi and
Abdallah, 2022). Many of the previous sentiment
analysis works, however, either do not distinguish
dialects altogether or focus only on a few dialects
such as Egyptian, Levantine, or Tunisian. This
motivates us to introduce the dialectal sentiment
analysis subtask as part of NADI 2022.

To the best of our knowledge, our work is the
first to enable investigating sentiment analysis in 10
Arabic dialects. For our sentiment analysis subtask,
we also annotate and release a novel dataset and fa-
cilitate comparisons in a standardized experimental
setting.

2.3 The NADI Shared Tasks

NADI 2020 The first NADI shared task, (Abdul-
Mageed et al., 2020a) was co-located with the fifth
Arabic Natural Language Processing Workshop
(WANLP 2020) (Zitouni et al., 2020). NADI 2020
targeted both country- and province-level dialects.
It covered a total of 100 provinces from 21 Arab
countries, with data collected from Twitter. It was
the first shared task to target naturally occurring
fine-grained dialectal text at the sub-country level.

NADI 2021 The second edition of the shared task
(Abdul-Mageed et al., 2021b) was co-located with
WANLP 2021 (Habash et al., 2021). It targeted
the same 21 Arab countries and 100 corresponding
provinces as NADI 2020, also exploiting Twitter
data. NADI 2021 improved over NADI 2020 in that
non-Arabic data were removed. In addition, NADI-
2021 teased apart the data into MSA and DA and
focused on classifying MSA and DA tweets into

the countries and provinces from which they are
collected. As such, NADI 2021 had four subtasks:
MSA-country, DA-country, MSA-province, and
DA-province.

NADI 2022 As introduced earlier, this current
edition of NADI focuses on studying Arabic di-
alects at the country level as well as dialectal senti-
ment (i.e., sentiment analysis of data tagged with
dialect labels). Our objective is that NADI 2022
can support exploring variation in social geograph-
ical regions that have not been studied before. We
discuss NADI 2022 in more detail in the next sec-
tion.

It is worth noting that NADI shared task datasets
are starting to be used for various types of (e.g.,
linguistic) studies of Arabic dialects, For exam-
ple, Alsudais et al. (2022) studies the effect of ge-
ographic proximity on Arabic dialects exploiting
datasets from MADAR (Bouamor et al., 2018) and
NADI (Abdul-Mageed et al., 2020a, 2021b).

3 Task Description

3.1 Shared Task Subtasks

The NADI 2022 shared task consists of two sub-
tasks, both focused on dialectal Arabic at the coun-
try level. Subtask 1 is about dialect identification
and Subtask 2 is about sentiment analysis of Ara-
bic dialects. We now introduce each subtask.

Subtask 1 (Dialect Identification) The goal of
Subtask 1 is to identify the specific country-level di-
alect of a given Arabic tweet. For this subtask, we
reuse the training, development, and test datasets
of 18 countries from NADI 2021 (Abdul-Mageed
et al., 2021b). In addition to the test set of NADI
2021, we introduce a new test set manually anno-
tated with k country-level dialects, where k = 10
but is kept unknown to teams. We ask participants
to submit system runs on these two test sets.

Subtask 2 (Dialectal Sentiment Analysis) The
goal of Subtask 2 is to identify the sentiment of
a given tweet written in Arabic. Tweets are col-
lected from 10 different countries during the year
of 2018 and involve both MSA and DA. The data
are manually labeled with sentiment tags from the
set {positive, negative, neutral}. More information
about our data splits and evaluation settings for
both Subtask 1 and Subtask 2 is given in Section 4.

Figure 1 shows the countries covered in NADI
2022 for both subtasks.
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3.2 Shared Task Restrictions

We follow the same general approach to manag-
ing the shared task we adopted in NADI 2020 and
NADI 2021. This includes providing participating
teams with a set of restrictions that apply to all sub-
tasks, and clear evaluation metrics. The purpose
of our restrictions is to ensure fair comparisons
and common experimental conditions. In addition,
similar to NADI 2020 and 2021, our data release
strategy and our evaluation setup through the Co-
daLab online platform facilitated competition man-
agement, enhanced timeliness of acquiring results
upon system submission, and guaranteed ultimate
transparency. Once a team registered in the shared
task, we directly provided the registering mem-
ber with the data via a private download link. We
provided the data in the form of the actual tweets
posted to the Twitter platform, rather than tweet
IDs. This guaranteed comparison between systems
exploiting identical data.

For both subtasks, we provided clear instructions
requiring participants not to use any external data.
That is, teams were required to only use the data
we provided to develop their systems and no other
datasets regardless how these are acquired. For ex-
ample, we requested that teams do not search nor
depend on any additional user-level information
such as geolocation. To alleviate these strict con-
straints and encourage creative use of diverse (ma-
chine learning) methods in system development,
we provided an unlabeled dataset of 10M tweets
in the form of tweet IDs. This dataset is provided
in addition to our labeled Train and Dev splits for
the two subtasks. To facilitate acquisition of this
unlabeled dataset, we also provided a simple script
that can be used to collect the tweets. We encour-
aged participants to use the 10M unlabeled tweets
in whatever way they wished.

4 Shared Task Datasets and Evaluation

TWT-10 We collected ∼ 10K tweets covering
10 Arab countries ( Egypt, Iraq, Jordan, KSA,
Kuwait, Oman, Palestine, Qatar, UAE, and Yemen)
via the Twitter API.2 The tweets were collected
during the year of 2018. We asked a total of three
college-educated Arabic native speakers to anno-
tate these tweets with three types of information:
(1) dialectness (MSA vs. DA), (2) 10-way country-
level dialects, and (3) three-way sentiment labels

2https://developer.twitter.com/en/
docs/twitter-api

Country Dialect Sentiment Total
MSA DA Pos Neg Neut

Egypt 137 363 176 187 137 500
Iraq 314 186 230 219 51 500
Jordan 257 243 169 253 78 500
KSA 300 200 194 152 154 500
Kuwait 170 330 203 227 70 500
Oman 340 160 166 179 155 500
Palestine 248 252 159 169 172 500
Qatar 181 319 288 194 18 500
UAE 270 230 232 112 156 500
Yemen 326 174 118 198 184 500

Total 2,543 2,457 1,935 1,890 1,175 5,000

Table 1: The TWT-10 dataset class distributions.

(i.e., {positive, negative, neutral}). For each
of the 10 countries, 500 tweets were labeled by
two different annotators. We calculated the inter-
annotator agreement using Cohen’s Kappa . We
obtained a Kappa (K) of 0.85 for the sentiment la-
beling task and K of 0.41 for the 10-way dialect
identification one. Table 1 also presents the dis-
tribution of dialect and sentiment classes. It also
shows that MSA comprises 50.86% of TWT-10
(while DA is 49.14%). Table 2 shows tweet ex-
amples with sentiment labels randomly selected
from a number of countries representing different
regions in our annotated dataset.

Subtask 1 (Dialect Identification) We use the
dataset of Subtask 1.2 of NADI 2021 (i.e., country-
level DA) (Abdul-Mageed et al., 2021b). This
dataset was collected using tweets covering 21
Arab countries during a period of 10 months (Jan.
to Oct.) during the year of 2019. It was heuristi-
cally labelled exploiting the users’ geo-location
feature and mobility patterns and automatically
cleaned to exclude non-Arabic and MSA tweets.
For the purpose of this shared task, we keep the
same training, development, and test splits as NADI
2021 but we exclude data from Djibouti, Soma-
lia, and Mauritania since these are poorly repre-
sented in the dataset. We call the resulting dataset
TWT-GEO. TWT-GEO includes 18 country-level
dialects, split into Train (∼ 20K tweets), Dev
(∼ 5K tweets), and Test-A (∼ 4.8K tweets). We
refer to the test set of TWT-GEO as Test-A since
we use an additional test split for evaluation, Test-
B. Test-B contains 1.5K dialect tweets randomly
sampled from the TWT-10 dataset described earlier.
Table 3 presents the class distributions in Subtask 1
Train, Dev, and Test splits (Test-A and Test-B).
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Table 2: Randomly picked dialectal tweets from select countries in our annotated data for Subtask 2.

Country TRAIN DEV TEST-A TEST-B

Algeria 1,809 430 379 —–
Bahrain 215 52 50 —–
Egypt 4,283 1,041 1,025 219
Iraq 2,729 664 648 117
Jordan 429 104 101 144
KSA 2,140 520 501 116
Kuwait 429 105 103 202
Lebanon 644 157 119 —–
Libya 1,286 314 309 —–
Morocco 8,58 207 210 —–
Oman 1,501 355 360 91
Palestine 428 104 99 160
Qatar 215 52 51 190
Sudan 215 53 53 —–
Syria 1,287 278 279 —–
Tunisia 859 173 211 —–
UAE 642 157 157 136
Yemen 429 105 103 99

Table 3: Distribution of classes for Subtask 1 data.

Subtask 2 (Sentiment Analysis) For this sub-
task, we use the manually annotated 5,000 tweets
(including both MSA and dialects) in TWT-10. We
randomly split the tweets into Train (1,500 tweets),
Dev (500 tweets), and Test (3,000 tweets). We
intentionally provide a small training dataset to
encourage various approaches (e.g., few-shot learn-
ing). Figure 2 shows the distribution of sentiment
classes across the data splits.

Unlabeled Dataset We provide participants with
a total of 10M unlabeled Arabic tweets in the
form of tweet IDs. We refer to this collection as
UNLABELED-10M. We collected these tweets in

Figure 2: Subtask 2 class distributions across data splits.

2019. In UNLABELED-10M, Arabic was identi-
fied using Twitter language tag (ar). We included
in our data package released to participants a sim-
ple script to collect these tweets. Participants were
free to use UNLABELED-10M for any of the two
subtasks.3

Evaluation Metrics The official evaluation met-
ric for Subtask 1 is Macro-Averaged F1-score. We
evaluate on Test-A and Test-B separately, and use
the average score between these two test sets as the
final score of Subtask 1. For Subtask 2, FNP-score
is the official metric, where we use the average of
the F1 scores of the positive and negative classes
only while neglecting the neutral class. These met-
rics are obtained on blind test sets. We also report
performance in terms of macro-averaged precision,
macro-averaged recall and accuracy for systems
submitted to each of the two subtasks.

Each participating team was allowed to submit

3Datasets for all the subtasks and UNLABELED-10M are
available at https://github.com/UBC-NLP/nadi.
More details about the data format can be found in the ac-
companying README file.
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Team Affiliation Tasks

259 (Qaddoumi, 2022) New York University, USA 1
Ahmed and Khalil (El-Shangiti and Mrini, 2022) Independent Researcher, Morocco 1, 2
ANLP-RG (Fsih et al., 2022) Faculty of Economics and Management of Sfax, Tunisia 2
BFCAI (Sobhy et al., 2022) Benha University, Egypt 1
BhamNLP King Abdulaziz University, KSA and Uni. of Birmingahm, UK 2
Elyadata ELYADATA, Tunisia 1
Giyaseddin (Bayrak and Issifu, 2022) Marmara University, Turkey 1, 2
GOF (Jamal et al., 2022) University of Windsor, Canada 1
iCompass (Messaoudi et al., 2022) iCompass, Tunisia 1
ISL-AAST Arab academy for science and technology, Egypt 1, 2
MTU_FIZ (Shammary et al., 2022) Munster Technological University, Ireland 1
NLP_DI (Kanjirangat et al., 2022) Dalle Molle Institute for AI, Switzerland 1
Oscar_Garibo Valencian International University, Spain 1, 2
Pythoneers (Attieh and Hassan, 2022) Aalto University, Finland 1, 2
rematchka (Abdel-Salam, 2022) Cairo University, Egypt 1, 2
RUTeam Reichman University, Israel 1, 2
SQU (AAlAbdulsalam, 2022) Sultan Qaboos University, Oman 1
SUKI (Jauhiainen et al., 2022) University of Helsinki, Finland 1
UniManc (Khered et al., 2022) The University of Manchester, UK 1, 2
XY (AlShenaifi and Azmi, 2022) Kind Saud University, KSA 1
zTeam British University in Dubai, UAE 1

Table 4: List of teams that participated in either one or the two of subtasks. Teams with accepted papers are cited.

up to five runs for each test set of a given subtask,
and only the highest scoring run was kept for each
team. Although official results are based only on
a blind test set, we also asked participants to re-
port their results on the Dev sets in their papers.
We set up two CodaLab competitions for scoring
participant systems.4 We plan to keep the Codalab
competition for each subtask live post competition
for researchers who would be interested in train-
ing models and evaluating their systems using the
shared task blind test sets. For this reason, we will
not release labels for the test sets of any of the
subtasks.

5 Shared Task Teams & Results

5.1 Participating Teams

We received a total of 41 unique team registra-
tions. After the testing phase, we received a total of
105 valid submissions from 21 unique teams. The
breakdown across the subtasks is as follows: 42
submission for Test-A of Subtask 1 from 19 teams,
41 submissions for Test-B of Subtask 1 from 19
teams, 22 submissions for Subtask 2 from 10 teams.
Table 4 lists the 21 teams. A total of 15 teams sub-
mitted a total of 16 description papers from which
we accepted 15 papers for publication. Accepted
papers are given in Table 4.

4The different CodaLab competitions are available at the
following links: Subtask 1; Subtask 2.

5.2 Baselines

We provide three baselines for each of the two sub-
tasks. Baseline-I is based on the majority class in
the Train data for each subtask. For Subtask 1,
Baseline-I performs at F1=1.97 on Test-A and
F1=2.59 on Test-B, hence it obtains an average
F1 of 2.28. For Subtask 2, Baseline-I performs at
FNP=27.83. Baseline-mBERT, Baseline-XLMR,
and Baseline-MARBERT are fine-tuned multi-
lingual BERT-Base model (mBERT) (Devlin et al.,
2019), cross-lingual RoBERTa (XLMR) (Con-
neau and Lample, 2019), and MARBERT (Abdul-
Mageed et al., 2021a), respectively. More specifi-
cally, we take checkpoints for these models from
Hugginface Library (Wolf et al., 2020) and fine-
tune each of them for 20 epochs with a learning
rate of 2e-5 and batch size of 32. The maximum
length of input sequence is set to 64 tokens. We
evaluate each model at the end of each epoch and
choose the best model based on performance on the
respective Dev set. We then report performance of
the best model on test sets. Baseline-MARBERT
is our strongest baseline: it obtains F1=31.39 on
Test-A of Subtask 1, F1=16.94 on Test-B of Sub-
task 1, average F1=24.17 over Test-A and Test-B,
and FNP=72.36 on Subtask 2.

5.3 Shared Task Results

Table 5 presents the leaderboard of Subtask 1 and is
sorted by the main metric of Subtask 1, i.e., average
macro-F1 score. As Tables 6 and 7 show, for each

90

https://codalab.lisn.upsaclay.fr/competitions/6514?secret_key=ce3736d6-03f2-4454-977c-1c88b7ef4d53
https://codalab.lisn.upsaclay.fr/competitions/6522?secret_key=86ae5871-9b85-4b1c-8e3d-129cd06be118


Team Avg. Macro-F1

1 rematchka 27.06
2 UniManc 26.86
3 GOF 26.44
4 mtu_fiz 25.50
5 iCompass 25.32
6 ISL-AAST 24.59
7 Ahmed_and_Khalil 24.35

Baseline-MARBERT 24.17
8 Pythoneers 24.12
9 Giyaseddin 22.42

10 SQU 22.42
11 Elyadata 22.41
12 NLP_DI 21.28
13 RUTeam 17.28
14 259 16.89
15 zTeam 16.12
16 XY 15.80
Baseline-mBERT 15.70
17 BFCAI 15.48
18 SUKI 15.11
Baseline-XLMR 14.68
19 Oscar_Garibo 14.45
Baseline-I 2.28

Table 5: Results for Subtask 1 (Country-Level DA).

Team Macro-F1 Acc Rec Prec

1 rematchka 36.48 53.05 35.22 41.89
2 GOF 35.68 52.10 34.91 39.18
3 UniManc 34.78 52.33 34.74 38.74
4 iCompass 33.70 51.91 33.71 35.86
5 mtu_fiz 33.32 51.18 32.42 38.87
6 Pythoneers 32.63 48.91 31.77 36.77
7 ISL_AAST 32.24 50.27 32.07 37.53
8 Ahmed_and_Khalil 31.54 50.34 32.04 34.00

Baseline-MARBERT 31.39 47.77 31.01 35.53
9 Giyaseddin 30.55 47.65 30.04 34.18

10 SQU 30.01 46.85 29.75 34.57
11 Elyadata 29.35 45.84 28.60 31.27
12 NLP_DI 26.12 42.08 25.75 28.29
13 RUTeam 23.20 36.61 22.84 24.00
14 XY 22.36 39.85 21.33 30.52
15 259 21.93 34.11 22.69 22.32
16 zTeam 21.76 39.43 20.77 27.25
17 BFCAI 21.25 38.63 20.47 25.25
Baseline-mBERT 20.88 35.22 20.67 21.82
18 Oscar_Garibo 20.50 36.80 20.06 22.15
Baseline-XLMR 19.74 36.22 19.83 21.00
19 SUKI 19.63 29.23 20.85 21.95
Baseline-I 1.97 21.54 5.55 1.20

Table 6: Results on Test-A of Subtask 1.

team, we take their best score of Test-A and Test-B
and then calculate the average macro-F1 score over
the best scores of these two test sets (i.e., Test-A
and Test-B). Team rematchka (Abdel-Salam,
2022) obtained the best performance on Subtask 1
with 27.06 average macro-F1. We can observe
that seven teams outperform our strongest base-
line, Baseline-MARBERT. Team rematchka
also achieved the best F1 of 36.48 on Test-A of Sub-

Team Macro-F1 Acc Rec Prec

1 UniManc 18.95 36.84 20.48 25.82
2 mtu_fiz 17.67 33.92 18.79 25.03
3 rematchka 17.64 36.50 19.62 23.59
4 GOF 17.19 34.60 18.56 22.12
5 Ahmed_and_Khalil 17.15 34.67 19.47 23.39
6 ISL-AAST 16.95 35.07 18.40 22.47
7 iCompass 16.94 34.94 19.52 19.01

Baseline-MARBERT 16.94 34.06 18.82 23.19
8 NLP_DI 16.44 27.68 18.49 20.28
9 Pythoneers 15.61 29.51 15.90 19.51

10 Elyadata 15.46 29.85 16.34 20.25
11 SQU 14.84 30.12 16.80 21.32
12 Giyaseddin 14.30 29.92 15.59 21.95
13 259 11.85 22.25 11.43 14.21
14 RUTeam 11.35 22.80 11.86 14.60
15 SUKI 10.58 20.56 10.11 12.98
Baseline-mBERT 10.53 22.05 11.42 14.06
16 zTeam 10.47 25.71 13.23 16.29
17 BFCAI 9.71 23.13 11.99 14.54
Baseline-XLMR 9.62 21.91 11.33 14.05
18 XY 9.25 23.74 11.73 17.57
19 Oscar_Garibo 8.40 19.40 9.80 11.74
Baseline-I 2.59 14.86 10.00 1.49

Table 7: Results on Test-B of Subtask 1.

Team F1-PN Acc Rec Prec

1 rematchka 75.16 69.70 66.22 67.57
2 UniManc 73.54 67.70 63.92 65.27
3 BhamNLP 73.46 67.33 62.83 65.24
4 Pythoneers 73.40 68.23 65.87 66.08

Baseline-MARBERT 72.36 66.66 63.92 64.50
5 Ahmed_and_Khalil 71.46 66.03 63.73 63.84
6 Giyaseddin 71.43 65.80 62.20 63.51
7 ISL_AAST 70.55 64.97 61.41 62.58
8 ANLP-RG 67.31 61.90 59.67 59.69

Baseline-XLMR 63.24 57.30 55.53 55.66
9 RUTeam 61.07 56.17 53.58 53.90

Baseline-mBERT 55.84 50.13 49.00 49.47
10 Oscar_Garibo 46.43 43.00 41.92 42.00
Baseline-I 27.83 38.57 33.33 12.86

Table 8: Results for Subtask 2 (Sentiment Analysis).

task 1. Team UniManc (Khered et al., 2022) ac-
quired the best F1 of 18.95 on Test-B of Subtask 1.
Results show that dialect identification based on
text input is challenging. We note that there is a
sizable discrepancy between test results on Test-A
and Test-B: Test-B results are much lower. We
believe the reason is that Test-B is derived from
a different distribution (e.g., different collection
time) as compared to training data of Subtask 1.

Table 8 shows the leaderboard of Subtask 2 and
is sorted by the main metric of Subtask 2, FNP

score. Again, Team rematchka achieved the
best FNP score of 75.16. We observe that four
and then eight teams outperformed our Baseline-
MARBERT and Baseline-XLMR, respectively.
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Subtask 1

rematchka 6 27.06
UniManc 6 26.86
GOF 4 26.44
mtu_fiz 8 25.50
iCompass 2 25.32
ISL_AAST 5 24.59
Ahmed_and_Khalil 2 24.35
Pythoneers 4 24.12
Giyaseddin 3 22.42
SQU 4 22.42
NLP_DI 9 21.28
RUTeam 2 17.28
259 2 16.89
zTeam 2 16.12
XY 10 15.80
BFCAI 6 15.48
SUKI 2 15.11

Subtask 2

rematchka 4 75.16
UniManc 3 73.54
BhamNLP 3 73.46
Pythoneers 1 73.40
Ahmed_and_Khalil 1 71.46
Giyaseddin 1 71.43
ISL_AAST 3 70.55
ANLP-RG 3 67.31
RUTeam 1 61.07

Table 9: Summary of approaches used by participating teams who also submitted system descriptions. Teams are
sorted by their performance on official metric, the average Macro-F1 score over Test-A and Test-B for Subtask 1
and F1NP score over the positive and negative classes for Subtask 2. Classical machine learning (ML) refers to
any non-neural machine learning methods such as naive Bayes and support vector machines. The term “neural
nets" refers to any model based on neural networks (e.g., FFNN, RNN, and CNN) except Transformer models.
Transformer refers to neural networks based on a Transformer architecture such as BERT. Data Aug.: Data
Augmentation.

5.4 General Description of Submitted Systems

In Table 9, we provide a high-level summary of
the submitted systems. For each team, we list their
best score with the the main metric of each subtask
and the number of their submissions. As shown in
this table, most teams used Transformer-based pre-
trained language models, including mBERT (De-
vlin et al., 2019), ArabBERT (Antoun et al., 2020),
MARBERT (Abdul-Mageed et al., 2021a).

The top team of Subtasks 1 and 2, i.e.,
rematchka, exploited MARBERT, AraBERT,
and AraGPT2 (Antoun et al., 2021) with different
prompting techniques and added linguistic features
to their models.

The team placing first on Test-B of Subtask 1,

i.e., UniManc, used MARBERT and enhanced the
model on under-represented classes by introducing
a sampling strategy.

Teams mtu_fiz (Shammary et al., 2022) and
ISL_AAST used adapter modules to fine-tune
MARBERT and applied data augmentation tech-
niques.

Team UniManc found that further pre-
training MARBERT on the 10M unlabelled
tweets we released does not benefit Subtask 1 but
improves performance on Subtask 2.

Six teams also utilized classical machine learn-
ing methods (e.g., SVM and Naive Bayes) to de-
velop their systems.
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6 Conclusion and Future Work

We presented the findings and results of the third
Nuanced Arabic Dialect Identification shared task,
NADI 2022. The shared task has two subtasks:
Subtask 1 on country-level dialect identification
(including 18 countries) and Subtask 2 on dialectal
sentiment analysis (including 10 countries). NADI
continues to be an attractive shared task, as re-
flected by the wide participation: 41 registered
teams, 21 submitting teams scoring 105 valid mod-
els, and 15 published papers. Results obtained by
the various teams show that both dialect identifica-
tion and dialectal sentiment analysis of short text
sequences remain challenging tasks. This moti-
vates further work on Arabic dialects, and so we
plan to run future iterations of NADI. Our expe-
rience from NADI 2022 shows that inclusion of
additional subtasks, along with dialect identifica-
tion, provides a rich context for modeling. Hence,
we intend to continue adding at least one subtask
(e.g., sentiment analysis covering more countries,
emotion detection) to our main focus of dialect
identification. We will also consider adding a data
contribution track to NADI. In that track, teams
may collect and label new datasets for public re-
lease.
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Abstract

In this paper, we present the results and findings
of the Shared Task on Gender Rewriting, which
was organized as part of the Seventh Arabic
Natural Language Processing Workshop. The
task of gender rewriting refers to generating
alternatives of a given sentence to match dif-
ferent target user gender contexts (e.g., female
speaker with a male listener, a male speaker
with a male listener, etc.). This requires chang-
ing the grammatical gender (masculine or femi-
nine) of certain words referring to the users. In
this task, we focus on Arabic, a gender-marking
morphologically rich language. A total of five
teams from four countries participated in the
shared task.

1 Introduction

The problem of gender bias in Natural Language
Processing (NLP) systems has been receiving a lot
of attention across a variety of tasks such as ma-
chine translation, co-reference resolution, and dia-
logue systems. Research has shown that NLP sys-
tems do not only have the ability to embed societal
biases, but they also amplify and propagate them
in ways that create representational harms and de-
grade users’ experiences (Sun et al., 2019; Blodgett
et al., 2020). The main cause of this problem is usu-
ally attributed to inherently biased data that is used
to build these systems and which mirrors the in-
equalities of the world we live in. Therefore, many
approaches were proposed to mitigate this problem
by either using counterfactual data augmentation
techniques (Lu et al., 2018; Hall Maudslay et al.,
2019; Zmigrod et al., 2019) or by debiasing pre-
trained representation that is trained on biased data
(Bolukbasi et al., 2016; Zhao et al., 2018; Manzini
et al., 2019; Zhao et al., 2020). However, even
the most balanced of models can still exhibit and

∗The first four authors are the shared task organizers,
listed in order of contribution. The remaining authors are the
shared task participants in alphabetical order.

amplify bias if they are designed to produce a sin-
gle text output without taking their users’ gender
preferences into consideration (Habash et al., 2019;
Alhafni et al., 2020, 2022b). Therefore, to provide
the correct user-aware output, NLP systems should
be designed to produce outputs that are as gender
specific as the users preferences they have access
to. Recently, Alhafni et al. (2022b) introduced the
task of gender rewriting, which refers to generating
alternatives of a given sentence to match different
target user gender contexts. To encourage more
researchers to work on this problem, we organized
the Shared Task on Gender Rewriting. We focus on
Modern Standard Arabic (MSA), a gender-marking
morphologically rich language, in contexts involv-
ing two users.1

This shared task was organized as part of the Sev-
enth Arabic Natural Language Processing Work-
shop (WANLP), collocated with EMNLP 2022.
This is the first shared task at WANLP in seven
years to target a language generation problem in
Arabic. A total of five teams from four countries
participated in the shared task. One team con-
tributed to a system description paper which is in-
cluded in the WANLP proceedings and cited in this
paper. We provide a description of all submitted
systems and the approaches they use. All of the
datasets created for this shared task will be made
publicly available to support further research on
gender rewriting.

This paper is organized as follows. We first pro-
vide a description of the shared task (§2). We then
describe the data used in the shared task, including
a newly created set which we used for evaluation in
§3. Next, we provide a description of all submitted
systems in §4 and discuss the results in §5. Finally,
we discuss the lessons we learned from running
this shared task and provide recommendations to
the (Arabic) NLP community in §6.

1http://gender-rewriting-shared-task.
camel-lab.com/
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Input Sentence Target Speaker Target Listener Output Sentence

ॖ߹ࡃࡥة ࢢࢆߜ ष߹൷ൢࡺࡐझࣴ ࠚߜ ॖࡃࡥات
(Really glad to know you ladies)

Masculine Masculine
ॖ߹ࡃࡥ ࢢࢆߜ ष߹൷ൢࡺࡐತಖ ࠚߜ ॖߜدة

(Really glad to know you gentlemen)

Feminine Masculine
ॖ߹ࡃࡥة ࢢࢆߜ ष߹൷ൢࡺࡐತಖ ࠚߜ ॖߜدة

(Really glad to know you gentlemen)

Masculine Feminine
     ॖ߹ࡃࡥ ࢢࢆߜ ष߹൷ൢࡺࡐझࣴ ࠚߜ ॖࡃࡥات

(Really glad to know you ladies)

Feminine Feminine
     ॖ߹ࡃࡥة ࢢࢆߜ ष߹൷ൢࡺࡐझࣴ ࠚߜ ॖࡃࡥات

(Really glad to know you ladies)

Table 1: Example of the gender rewriting task. The input sentence has four rewritten alternatives that match the
different target user gender contexts. First person gendered words are in purple and second person gendered words
are in red.

2 Task Description

The task of gender rewriting was introduced by
Alhafni et al. (2022b) and it refers to generating
alternatives of a given Arabic sentence to match
different target user gender contexts. We focus
on contexts involving two users (I and/or You) –
first and second grammatical persons with indepen-
dent grammatical gender preferences. This requires
changing the grammatical gender (masculine or
feminine) of certain words referring to the users
(speaker/first person and listener/second person)
in the input sentence. Therefore, given an Arabic
sentence as an input, the goal is to generate four
different gender rewritten alternatives to match the
different target user gender contexts (i.e., female
speaker with a male listener, a male speaker with
a male listener, a male speaker with a female lis-
tener, and a female speaker with a female listener).
Table 1 shows an example of the gender rewriting
problem where the input sentence is rewritten to its
four gender alternatives that match the four target
user gender contexts.

Notation We use the notation that is defined by
Alhafni et al. (2022b). Namely, we use four ele-
mentary symbols to facilitate the discussion of this
task: 1M, 1F, 2M and 2F. The digit part of the sym-
bol refers to the grammatical person (1st or 2nd)
and the letter part refers to the grammatical gender
(Masculine or Feminine). Additionally, we use B
to refer to invariant/ambiguous gender.

2.1 Shared Task Restrictions
We provided the participants with a set of restric-
tions for building their systems to ensure a common
experimental setup and fair comparison. Partici-
pants were asked not to use any external manually

labeled datasets. However, the use of publicly avail-
able unlabeled data was allowed. Participants were
also not allowed to use the publicly available de-
velopment and test sets of the shared task corpus
for training their systems. Moreover, we provided
the participants with a new blind test set that was
manually annotated for this shared task. The partic-
ipants were provided with the input sentences and
they did not have access to the gold references. We
discuss the properties and statistics of this new test
set in more detail in §3.2.

2.2 Evaluation Metrics

We follow Alhafni et al. (2022b) by treating the gen-
der rewriting problem as a user-aware grammatical
error correction task and use the MaxMatch (M2)
scorer (Dahlmeier and Ng, 2012) as our evaluation
metric. The M2 scorer computes the Precision (P),
Recall (R), and F0.5 by maximally matching phrase-
level edits made by a system to gold-standard edits.
The gold edits are computed by the M2 scorer based
on provided gold references. We also report BLEU
(Papineni et al., 2002) scores which are obtained
using SacreBLEU (Post, 2018). We report the gen-
der rewriting results in a normalized space for Alif,
Ya, and Ta-Marbuta (Habash, 2010).

3 Shared Task Data

In this section, we describe the data we use in the
shared task.

3.1 The Arabic Parallel Gender Corpus

We use the publicly available Arabic Parallel Gen-
der Corpus (APGC) – a parallel corpus of Ara-
bic sentences with gender annotations and gender
rewritten alternatives of sentences selected from
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OpenSubtitles 2018 (Lison and Tiedemann, 2016).
The corpus comes in three versions: APGC v1.0
(Habash et al., 2019), APGC v2.0 (Alhafni et al.,
2022a), and APGC v2.1 (Alhafni et al., 2022b). In
this shared task, we use APGC v2.1 which con-
tains 80,326 gender-annotated parallel sentences
(596,799 words) of contexts involving first and sec-
ond grammatical persons covering singular, dual,
and plural constructions.

Annotations Each sentence in APGC v2.1 has
one of nine labels: 1M/2M, 1M/2F, 1F/2M, 1F/2F,
1M/B, B/2M, 1F/B, B/2F, and B. Each of these la-
bels indicates the existence (or lack thereof) of first
and/or second persons gendered references in the
sentence. APGC v2.1 also contains two types of
word-level gender labels: basic and extended. The
basic schema labels each word as B, 1F, 2F, 1M, or
2M. The basic labels refer to the primary person-
gender marking signal in the word, which could
come from the base form if gendered or the pronom-
inal enclitic if the base form is not gendered.2 The
extended schema marks the person-genders of both
the base words and their pronominal enclitics. This
results in 25 word-level gender labels (e.g., B+1F,
1F+2M, etc.). All sentences containing gender-
specific words have gender-rewritten parallels. The
parallels of B-labeled sentences are trivial copies.
Out of the 80,326 sentences in APGC v2.1, 54%
(43,346) contain gendered words. In terms of word-
level statistics, only 9.7% (58,066) are gender spe-
cific.

APGC v2.1 is organized into five parallel cor-
pora that are fully aligned (1-to-1) at the word level:
Input, Target 1M/2M, Target 1F/2M, Target 1M/2F,
and Target 1F/2F. All five corpora are balanced in
terms of gender, i.e., the number of 1F and 1M
words is the same; and the number of 2F and 2M
words is the same. The Input corpus contains sen-
tences with all possible word types (B, 1F, 2F, 1M,
2M). The Target 1M/2M corpus contains sentences
that consist of B, 1M, 2M words; the Target 1F/2M
corpus contains sentences that consist of B, 1F, 2M
words; the Target 1M/2F corpus contains sentences
that consist of B, 1M, 2F words; and the Target
1F/2F corpus contains sentences that consist of B,
1F, 2F words.

2Changing the grammatical gender of Arabic words in-
volves either changing the form of the base word, changing
the pronominal enclitics that are attached to the base word, or
a combination of both (Alhafni et al., 2022b)

Splits We use Alhafni et al. (2022a)’s splits:
57,603 sentences (427,523 words) for training
(TRAIN), 6,647 sentences (49,257 words) for de-
velopment (DEV), and 16,076 sentences (120,019
words) for testing (TEST).

3.2 Blind Test Set

To ensure fair comparison between all participants,
we manually annotated a new blind test set to eval-
uate their systems. We plan on making this new
test set publicly available. We will refer to this set
as Blind Test throughout the paper.

Data Selection We followed the same procedure
that was used in (Habash et al., 2019) and (Alhafni
et al., 2022a) to create the APGC. We selected
sentences from the English-Arabic OpenSubtitles
2018 dataset (Lison and Tiedemann, 2016) by ex-
tracting sentence pairs that include first or second
pronouns on the English side. We annotated 5,000
sentences such that 1,061 (21.2%) include first and
second person pronouns, 2,116 (42.3%) include
only first person pronouns, and 1,823 (36.5%) in-
clude only second person pronouns. The sentences
were selected such: (a) they do not overlap with
any of the sentences that are in APGC; and (b)
their proportions approximate the distribution of
the Arabic-English pairs in the OpenSubtitles 2018
dataset that have first or second persons pronouns
on the English side (Alhafni et al., 2022a).

Data Annotation We conducted the annotation
through a linguistic annotation firm that hired pro-
fessional linguists to complete the task.3 We pro-
vided them with the same annotation guidelines
that were defined in Alhafni et al. (2022a) and used
to annotate the APGC. That is, the annotators were
asked to identify the genders of the first and sec-
ond person references in each sentence. In the
case a gendered reference exists, the annotators
were asked to copy the sentence and modify it to
obtain the opposite gender forms. As was done
when creating the APGC, the modifications are
strictly limited to morphological reinflections and
word substitutions. Therefore, the total number of
words is maintained along with a perfect alignment
between each sentence and its parallel opposite
gender forms. This allowed us to obtain basic and
extended word-level gender annotations automati-
cally as was done by Alhafni et al. (2022a,b).

3https://www.ramitechs.com/
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(a) (b)
Original Test Set Balanced Test Set

Sentences Label Rewriting Label Input Target 1M/2M Target 1F/2M Target 1M/2F Target 1F/2F Sentences
2,818 56.4% B B B B B B 2,818 38.5%

91 1.8% 1F/B 1M/B 1F/B 1M/B 1F/B 1M/B 1F/B 263 3.6%
172 3.4% 1M/B 1F/B 1M/B 1M/B 1F/B 1M/B 1F/B 263 3.6%
559 11.2% B/2F B/2M B/2F B/2M B/2M B/2F B/2F 1,851 25.3%

1,292 25.8% B/2M B/2F B/2M B/2M B/2M B/2F B/2F 1,851 25.3%
8 0.2% 1F/2F 1M/2F 1F/2M 1M/2M 1F/2F 1M/2M 1F/2M 1M/2F 1F/2F 68 0.9%
21 0.4% 1F/2M 1M/2M 1F/2F 1M/2F 1F/2M 1M/2M 1F/2M 1M/2F 1F/2F 68 0.9%
13 0.5% 1M/2F 1F/2F 1M/2M 1F/2M 1M/2F 1M/2M 1F/2M 1M/2F 1F/2F 68 0.9%
26 1.4% 1M/2M 1F/2M 1M/2F 1F/2F 1M/2M 1M/2M 1F/2M 1M/2F 1F/2F 68 0.9%

5,000 7,318

(a) (b)
Original Test Set Balanced Test Set

Words Label Rewriting Label Input Target 1M/2M Target 1F/2M Target 1M/2F Target 1F/2F Words
32,548 91.8% B B B B B B 46,550 88.3%

138 0.4% 1F 1M 1F 1M 1F 1M 1F 452 0.9%
241 0.7% 1M 1F 1M 1M 1F 1M 1F 452 0.9%
738 2.1% 2F 2M 2F 2M 2M 2F 2F 2,624 5%

1,805 5.1% 2M 2F 2M 2M 2M 2F 2F 2,624 5%
35,470 52,702

Table 2: Sentence-level statistics of the original (a) and the balanced Blind Test set (b) with its five versions.

(a) (b)
Original Test Set Balanced Test Set

Sentences Label Rewriting Label Input Target 1M/2M Target 1F/2M Target 1M/2F Target 1F/2F Sentences
2,818 56.4% B B B B B B 2,818 38.5%

91 1.8% 1F/B 1M/B 1F/B 1M/B 1F/B 1M/B 1F/B 263 3.6%
172 3.4% 1M/B 1F/B 1M/B 1M/B 1F/B 1M/B 1F/B 263 3.6%
559 11.2% B/2F B/2M B/2F B/2M B/2M B/2F B/2F 1,851 25.3%

1,292 25.8% B/2M B/2F B/2M B/2M B/2M B/2F B/2F 1,851 25.3%
8 0.2% 1F/2F 1M/2F 1F/2M 1M/2M 1F/2F 1M/2M 1F/2M 1M/2F 1F/2F 68 0.9%
21 0.4% 1F/2M 1M/2M 1F/2F 1M/2F 1F/2M 1M/2M 1F/2M 1M/2F 1F/2F 68 0.9%
13 0.5% 1M/2F 1F/2F 1M/2M 1F/2M 1M/2F 1M/2M 1F/2M 1M/2F 1F/2F 68 0.9%
26 1.4% 1M/2M 1F/2M 1M/2F 1F/2F 1M/2M 1M/2M 1F/2M 1M/2F 1F/2F 68 0.9%

5,000 7,318

(a) (b)
Original Test Set Balanced Test Set

Words Label Rewriting Label Input Target 1M/2M Target 1F/2M Target 1M/2F Target 1F/2F Words
32,548 91.8% B B B B B B 46,550 88.3%

138 0.4% 1F 1M 1F 1M 1F 1M 1F 452 0.9%
241 0.7% 1M 1F 1M 1M 1F 1M 1F 452 0.9%
738 2.1% 2F 2M 2F 2M 2M 2F 2F 2,624 5%

1,805 5.1% 2M 2F 2M 2M 2M 2F 2F 2,624 5%
35,470 52,702

Table 3: Word-level statistics of the original (a) and the balanced Blind Test set (b) with its five versions.

Data Statistics Table 2(a) includes the statistics
of the newly annotated sentences. This constitutes
the Original Blind Test set. Out of all sentences in
this set, 2,818 (56.4%) are labeled as B. There are
1,851 sentences (37%) that include only second-
person gendered references (B/2F and B/2M). This
is about five times more than sentences with only
first-person gendered references (1F/B and 1M/B),
which accounts for 5.3% (263 sentences) of all sen-
tences. Moreover, the number of sentences includ-
ing first or second person masculine references is
more than the ones including feminine references
(1,292 B/2M vs 559 B/2F, and 172 1M/B vs 91
1F/B). There are 68 (1.4%) sentences that have
both first and second gendered references. These
results are consistent with APGC v2.0 (Alhafni
et al., 2022a). The basic word-level statistics of the
Original Blind Test set are presented in Table 3(a).
We evaluated inter-annotator agreement (IAA) on
500 sentences between two annotators. The IAA
in terms of nine sentence-level labels (B, M, F,
for 1st and for 2nd persons, e.g., 1M/2F or 1B/2M)
was 98.0%. Agreement in exact match on gender
rewriting alternatives was 96.2%.

Similarly to Habash et al. (2019) and Alhafni
et al. (2022a), to ensure equal gender representa-
tion in our dataset, we force balance the corpus by
adding the manually rewritten sentences to the test

Word Gender Label
Basic Extended Words

B B 46,550 88.3%

1M 1M+B 445 0.8%
B+1M 7 0.01%

1F 1F+B 445 0.8%
B+1F 7 0.01%

2M
2M+B 2,464 4.7%
B+2M 144 0.3%

2M+2M 16 0.03%

2F
2F+B 2,464 4.7%
B+2F 144 0.3%
2F+2F 16 0.03%

52,702

Table 4: Statistics of the extended word-level gender of
the Blind Test set.

set and using their original forms as their rewrit-
ten forms. This constitutes the Balanced Blind
Test set. The sentence-level statistics of the bal-
anced set are presented in Table 2(b). This corpus
has 7,318 sentences in total. Out of all sentences,
38.5% (2,818) are marked as B, whereas sentences
with gendered references constituted 61.5% (4,500
sentences). Moreover, we organize the data into
five balanced corpora as was done in APGC v2.0
(§3.1). The basic word-level statistics of the Bal-
anced Blind Test set are presented in Table 3(b).
The extended word-level statistics of the Balanced
Blind Test set are in Table 4.
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Team Affiliation
Cairo Team Microsoft ATL Cairo, Egypt
CasaNLP Archipel Cognitive, and Leyton, Morocco
Distinguishers Taif University, and Umm Alqura University, KSA
Qaddoumi New York University, USA
UDEL-NLP University of Delaware, USA

Table 5: List of the five teams who participated in the gender rewriting shared task.

Team Gender ID Special Preprocessing Pretrained Models
Cairo Team Word CAMeLBERT MSA + AraT5-MSA
CasaNLP Word Word Side Constraints CAMeLBERT MSA + AraT5-MSA
Distinguishers Word Morphological Features CAMeLBERT MSA + AraBERT
Qaddoumi Romanization T5
UDEL-NLP Sentence Side Constraints ArabicT5

Table 6: Approaches and techniques used by the participants. Gender ID refers to gender identification. Special Pre-
processing refers to any form of preprocessing done to modify the data (e.g., adding side-constraints, morphological
processing, transliteration, etc.). Pretrained Models indicates the usage of pretrained models as part of the system.

4 Participants and Systems

Five teams from four countries participated in the
shared task. Table 5 presents the names of the
participating teams and their affiliations. Next, we
describe the approaches the participants took to
develop their gender rewriting systems.

4.1 Systems Descriptions

All participants leveraged pretrained language
models such as AraBERT (Antoun et al., 2020),
CAMeLBERT (Inoue et al., 2021), T5 (Raffel et al.,
2020), and AraT5 (Nagoudi et al., 2022), when de-
veloping their systems. Some systems consisted
of multiple components to do gender identifica-
tion and then rewriting as was done in Alhafni
et al. (2022b), while others treated the problem
as a traditional sequence-to-sequence (Seq2Seq)
task. Table 6 presents a summary of the different
approaches used to develop the different systems.

Cairo Team The system developed by
Cairo Team was a multi-step system consisting of
the following components: (a) a word-level gender
identification classifier; (b) a word-level person
identification classifier; and (c) sentence-level
gender rewriting Seq2Seq models. The word-level
classifiers were built by fine-tuning CAMeLBERT
MSA (Inoue et al., 2021), on the training data
of APGC v2.1. Cairo Team used the basic
word-level annotations in the corpus to build
these two classifiers. Concretely, the gender

identification component was trained to identify
the gender of each word as M, F, or B, whereas
the person identification component was trained
to classify the person which the word refers to as
1st, 2nd, or none. For the sentence-level Seq2Seq
models, Cairo Team built four different models,
one for each target user gender context (i.e.,
1M/2M, 1F/2M, 1M/2F, 1F/2F), by fine-tuning
AraT5-MSABASE (Nagoudi et al., 2022).

During inference, the input sentence is passed
to the word-level classifiers to get the gender and
person labels for each word. These predicted labels
indicate which words need to be rewritten based
on the compatibility between the labels and the
target user gender contexts. Then, the same input
sentence is passed to each Seq2Seq model to get
its rewritten forms. After that, Cairo Team uses
a simple heuristic to reduce the noise that could
be generated in the outputs of the Seq2Seq mod-
els and to ensure that only the necessary gendered
words are changed. To do so, Cairo Team gener-
ates all subsets of possible trigrams for each gen-
dered word that needs to be changed in the input.
Then, they search for partial matches of these tri-
grams in the Seq2Seq model generated sentences
and pick the generated words that have the highest
match. The intuition behind this approach is that:
(a) the Seq2Seq model would benefit from seeing
the entire sentence to apply in-context word gender
rewriting; and (b) most of the gendered words in
the APGC v2.1 (96.9%) are due to morphological

102



inflections, which allows the matching heuristic to
have a high coverage.

The fine-tuning of the models was done using
Hugging Face’s Transformers (Wolf et al., 2020).
Both the word-level gender and person identifica-
tion classifiers were fine-tuned on a single GPU
for 10 epochs with a maximum sequence length
of 128, a batch size of 32, and a learning rate of
1e-4. The sentence-level gender rewriting compo-
nent was fine-tuned on a single GPU for 30 epochs
with a maximum sequence length of 128, a batch
size of 16, and a learning rate of 1e-3. Checkpoints
were saved every 1000 steps and at the end of fine-
tuning, the best checkpoint was picked based on
the development set.

CasaNLP The system introduced by CasaNLP
was also a multi-step system that consists of word-
level gender identification and sentence-level gen-
der rewriting. For gender identification, the team
used the gender identification model that was de-
veloped and released by Alhafni et al. (2022b).4

The gender identification component takes the in-
put sentence and assigns an extended gender label
to every word in the input. After that and based
on the compatibility between the labels and the
target user gender contexts, CasaNLP adds word-
level target gender labels as side-constraints (Sen-
nrich et al., 2016) to the words that need to be
rewritten in the input sentence (e.g., YJ
ª� [2F] A 	K



@).

They do this preprocessing step across all sen-
tences in APGC v2.1. Then, they fine-tune
AraT5-MSABASE on the preprocessed sentences in
TRAIN. The intuition here is that the model should
learn to only rewrite the words that are marked in
the input. The team follows the same procedure
during inference to generate the gender rewritten
alternatives.

The fine-tuning of the models was done using
Hugging Face’s Transformers. The sentence-level
gender rewriting system was fine-tuned for 10
epochs with a maximum sequence length of 64,
a batch size of 32, and a learning rate of 1e-3 with
4 gradient accumulation steps.

Distinguishers This team introduced a multi-
step system that does word-level gender identifica-
tion and out-of-context word-level gender rewrit-
ing. For gender identification, they used the model
that was developed and released by Alhafni et al.

4https://github.com/CAMeL-Lab/
gender-rewriting/

(2022b).4 For gender rewriting, the team devel-
oped an out-of-context word-level Seq2Seq model.
The model followed the approach introduced in
BERT-fused (Zhu et al., 2020), where they first
use AraBERT (Antoun et al., 2020) to extract rep-
resentations for the input word, and then the rep-
resentations are fused with each layer of the en-
coder and decoder of a standard Transformer model
(Vaswani et al., 2017). The model was trained on
gendered words present in APGC v2.1. They also
explored adding morphological features to their
Seq2Seq model. They used CAMeLTools (Obeid
et al., 2020) to do morphological tokenization
on the words and get their part-of-speech tags.
They added the tags as side-constraints to each
word. During inference, they first run the gender-
identification component over the input sentence to
get predicted gender labels for each word. Then for
each word that needs to be rewritten, they pass it
to the Seq2Seq model to get its gender alternative.

The out-of-context word-level gender rewriting
model was built using Simple Transformers.5 The
model was fine-tuned on a single GPU for 5 epochs
with a maximum sequence length of 25, a learning
rate of 1e-5, and a batch size of 32.

Qaddoumi The approach this team took to build
their gender rewriting system relied on roman-
izing the Arabic text and using an English pre-
trained model. The team preprocessed the data in
APGC v2.1 by using the Safe Buckwalter translit-
eration scheme (Buckwalter, 2002; Habash, 2010).
They continue fine-tuning a grammatical error cor-
rection model that was originally built by fine-
tuning T5 (Raffel et al., 2020) on the JFLEG corpus
(Napoles et al., 2017).6 When producing the final
outputs, they convert the text back to Arabic script.

The sentence-level gender rewriting system was
fine-tuned using the Happy Transformer library
on a single GPU for 5 epochs with a maximum
sequence length of 1024, a batch size of 32, and a
learning rate of 5e-5.7

UDEL-NLP The system developed by UDEL-
NLP was at the sentence-level and based on T5.
The team introduced a new Arabic T5 model called
ArabicT5 (Alrowili and Vijay-Shanker, 2022),

5https://github.com/ThilinaRajapakse/
simpletransformers

6https://huggingface.co/vennify/
t5-base-grammar-correction

7https://github.com/EricFillion/
happy-transformer
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Team Precision Recall F0.5 BLEU
Cairo Team 76.26 (1) 72.27 (3) 75.42 (1) 94.89 (1)
CasaNLP 51.05 (4) 84.60 (1) 55.45 (4) 86.06 (4)
Distinguishers 20.93 (5) 19.03 (5) 20.52 (5) 84.89 (5)
Qaddoumi 56.49 (3) 77.06 (2) 59.68 (2) 88.53 (3)
UDEL-NLP 57.10 (2) 68.61 (4) 59.08 (3) 91.02 (2)
Alhafni et al. (2022b) 88.50 84.98 87.78 97.62

Table 7: Results on the Blind Test set. Numbers in parentheses are the ranks.

which was pretrained on MSA by using an effi-
cient T5 implementation (Tay et al., 2021). They
fine-tuned the ArabicT5 model by adding side-
constraints to the beginning of each sentence to
indicate the target users’ gender, and appending an
<eos> to each sentence. The team follows the same
preprocessing steps during inference.

The sentence-level gender rewriting system was
built by fine-tuning ArabicT5 using Hugging Face’s
Transformers on a single GPU for 70 epochs, a
maximum sequence length of 512, a batch size of
32, and a learning of 1e-4.

5 Results

Table 7 presents the results on the newly annotated
Blind Test set. The last row is for the state-of-
the-art system by Alhafni et al. (2022b). The best
result in terms of F0.5 is achieved by the Cairo
Team (75.42), the official winner of the shared
task. This is mainly due to their high score in pre-
cision (76.26). Qaddoumi comes in second place
achieving an F0.5 of 59.68, followed by UDEL-
NLP in third place with 59.08 in F0.5. In fourth
place, CasaNLP achieves an F0.5 score of 55.45
with the highest recall of 84.60. Distinguishers
comes in fifth place, achieving 20.52 in F0.5. It is
worth noting that none of the systems is able to
beat the previously published system by Alhafni
et al. (2022b) applied to the new Blind Test.

Error Analysis We conducted a simple error
analysis over the outputs of all system on the Blind
Test set. Given that most teams employed sentence-
level Seq2Seq models when developing their gen-
der rewriting systems, we suspected that the out-
puts will be noisy since sentence-level models will
not guarantee that changes are only applied to gen-
dered words, or maintain the word-level parallelism
between the input and output. Table 8(a) presents
the relative difference in the number of generated
words for each team in comparison with the Blind

(a)
Team Word ∆

Cairo Team 0.80%
CasaNLP -0.02%
Distinguishers 1.28%
Qaddoumi -0.63%
UDEL-NLP 0.05%

(b)
Metric Correl
Precision -42.95%
Recall -77.56%
F0.5 -50.86%
BLEU -11.86%

Table 8: (a) The relative difference in the number of
generated words for each team in comparison with the
Blind Test reference. (b) The Pearson correlation of the
shared task metrics in Table 7 with the absolute values
of Word ∆.

Test reference; and Table 8(b) presents their cor-
relation with the shared task metrics. None of the
teams maintained the total number of words. We
observe a strong negative correlation between the
absolute value of relative word count differences
and the evaluation metrics – almost -51% correla-
tion with F0.5, and -78% correlation with recall.

After inspecting the outputs of the submitted
systems, we noticed that much of the noise was
due to not handling punctuation correctly. We re-
moved the punctuation from all the outputs and
evaluated the systems in this space. Table 9 shows
the results on the Blind Test set after removing
the punctuation. The scores of all teams went up
significantly, with the exception of Distinguishers.
The highest increase of 31.6 points in F0.5 is in the
case of CasaNLP. In terms of the ranks of the sys-
tems in this unofficial evaluation space, CasaNLP
is the best performer and they achieve 87.04 in F0.5.
They also have the highest precision, recall, and
BLEU scores. The Cairo Team comes in second
place with an F0.5 of 83.76, followed by UDEL-
NLP who achieves an F0.5 of 70.22. Qaddoumi
and Distinguishers are in fourth and fifth places,
achieving 63.35 and 20.41 in F0.5, respectively.
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Team Precision Recall F0.5 BLEU
Cairo Team 87.34 (2) 71.98 (3) 83.76 (2) 95.74 (2)
CasaNLP 87.72 (1) 84.45 (1) 87.04 (1) 97.18 (1)
Distinguishers 20.81 (5) 18.96 (5) 20.41 (5) 84.11 (5)
Qaddoumi 60.68 (4) 76.90 (2) 63.35 (4) 89.06 (4)
UDEL-NLP 70.67 (3) 68.50 (4) 70.22 (3) 91.99 (3)
Alhafni et al. (2022b) 88.38 84.87 87.65 97.30

Table 9: Results on the Blind Test set of after removing the punctuation. Numbers in parentheses are the ranks.

6 Outlook and Lessons Learned

We organized this shared task on gender rewriting
for Arabic to raise awareness in the Arabic NLP
community of the problem of gender bias in Ara-
bic NLP systems, and to encourage the community
to come up with new approaches to alleviate this
problem. Although the shared task received some
interest from the community, the participation was
limited8 when compared to other shared tasks orga-
nized at recent editions of WANLP9 or OSACT.10

We believe that this is due to a couple of factors.
First is the skewed interest towards sentence-

level classification tasks within the Arabic NLP
community and the lack of novel open-vocabulary
sequence transduction tasks. For instance, most
of the shared tasks organized at WANLP over the
past few years focused on sentence-level classifica-
tion to tackle dialect identification: MADAR and
NADI (Bouamor et al., 2019; Abdul-Mageed et al.,
2020, 2021); or Arabic sarcasm detection: ArSar-
casm (Abu Farha et al., 2021). The last shared
task that featured a generation problem in Arabic
was the QALB shared task on grammatical error
correction (Rozovskaya et al., 2015).

We acknowledge the importance of working on
sentence-level classification problems, but there
are many natural language generation tasks where
Arabic is still lagging behind compared to other lan-
guages. Examples of such tasks include dialectal
machine translation, grammatical error correction,
text simplification, and style transfer, to name a few.
We envision that the development of resources and
models for such tasks would re-spark the interest
of the Arabic NLP community in a wide range of
exciting, yet unsolved problems in Arabic NLP.

Second is the novelty and difficulty of the gen-
der rewriting problem compared to other conven-

8While 15 teams registered for the shared task initially,
only five of them ended up participating.

9http://www.arabic-nlp.net/
10https://osact-lrec.github.io/

tional sequence transduction tasks. Approaching
the problem correctly requires developing con-
trolled generation models that are able to make
subtle, yet complex and grammatically correct, ed-
its at the word level. In retrospect, we recognize
that we could have organized this shared task as
two subtasks: one on gender identification at the
word or sentence levels, and the other on sentence-
level gender rewriting. This could have served as a
bridge between classification and generation tasks,
too, and allowed more people to participate for part
if not the whole of the task. As such, we recom-
mend that organizers of novel and nontraditional
tasks to break the problem into subtasks to encour-
age more participation.

Lastly, the main goal of participating in a shared
task is to learn about a new problem by introducing
an interesting solution, which could benefit the
community as a whole, as a positive or negative
result. Being on top of the leaderboard should
not be the only motive; we encourage organizers
within the community to echo this sentiment when
running their shared tasks.

Limitations and Ethical Considerations

Our intention of organizing this shared task is to
increase the inclusiveness of NLP applications that
deal with gender-marking morphologically rich lan-
guages. However, we acknowledge that, like all
NLP technologies, developing systems for gender
identification and rewriting could be used in mali-
cious ways to discriminate against, or erase, certain
identities in certain contexts. We also acknowledge
that by limiting the choice of gender expressions to
grammatical gender, we exclude alternatives such
as non-binary gender or no-gender expressions. We
are not aware of any sociolinguistics published re-
search that discusses such alternatives for Arabic.
We stress on the importance of adapting Arabic
NLP models to new gender alternative forms as
they emerge as part of the language usage.
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Abstract
Propaganda is the expression of an opinion
or an action by an individual or a group de-
liberately designed to influence the opinions
or the actions of other individuals or groups
with reference to predetermined ends, which is
achieved by means of well-defined rhetorical
and psychological devices. Propaganda tech-
niques are commonly used in social media to
manipulate or to mislead users. Thus, there
has been a lot of recent research on automatic
detection of propaganda techniques in text as
well as in memes. However, so far the focus
has been primarily on English. With the aim to
bridge this language gap, we ran a shared task
on detecting propaganda techniques in Arabic
tweets as part of the WANLP 2022 workshop,
which included two subtasks. Subtask 1 asks
to identify the set of propaganda techniques
used in a tweet, which is a multilabel classifi-
cation problem, while Subtask 2 asks to detect
the propaganda techniques used in a tweet to-
gether with the exact span(s) of text in which
each propaganda technique appears. The task
attracted 63 team registrations, and eventually
14 and 3 teams made submissions for subtask 1
and 2, respectively. Finally, 11 teams submitted
system description papers.

1 Introduction

Social media platforms have become an important
communication channel, where we can share and
access information from a variety of sources. Un-
fortunately, the rise of this democratic information
ecosystem was accompanied by and dangerously
polluted with misinformation, disinformation, and
malinformation in the form of propaganda, conspir-
acies, rumors, hoaxes, fake news, hyper-partisan
content, falsehoods, hate speech, cyberbullying,
etc. (Oshikawa et al., 2020; Alam et al., 2021; Pra-
manick et al., 2021; Rosenthal et al., 2021; Alam
et al., 2022; Barnabò et al., 2022; Guo et al., 2022;
Hardalov et al., 2022; Nguyen et al., 2022; Sharma
et al., 2022)

Propaganda is conveyed through the use of di-
verse propaganda techniques (Miller, 1939), which
range from leveraging on the emotions of the au-
dience (e.g., using loaded language, appealing
to fear, etc.) to using logical fallacies such as
straw men (misrepresenting someone’s opinion),
whataboutism, red herring (presenting irrelevant
data), etc. In the last decades, propaganda was
widely used on social media to influence and/or
mislead the audience, which became a major con-
cern for different stakeholders, social media plat-
forms, and policymakers. To address this problem,
the research area of computational propaganda has
emerged, and here we are particularly interested
in automatically identifying the use of propaganda
techniques in text, images, and multimodal content.
Prior work in this direction includes identifying
propagandistic content in an article based on writ-
ing style and readability level (Rashkin et al., 2017;
Barrón-Cedeno et al., 2019), at the sentence and
the fragment levels from news articles with fine-
grained techniques (Da San Martino et al., 2019b),
and in memes (Dimitrov et al., 2021a). These ef-
forts focused on English, and there was no prior
work on Arabic. Our shared task aims to bridge
this gap by focusing on detecting propaganda in
Arabic social media text, i.e., tweets.

2 Related Work

In the current information ecosystem, propaganda
has evolved to computational propaganda (Wool-
ley and Howard, 2018; Da San Martino et al.,
2020b), where information is distributed on social
media platforms, which makes it possible for mali-
cious users to reach well-targeted communities at
high velocity. Thus, research on propaganda detec-
tion has focused on analyzing not only news articles
but also social media content (Rashkin et al., 2017;
Barrón-Cedeno et al., 2019; Da San Martino et al.,
2019b, 2020b; Nakov et al., 2021a,b; Hristakieva
et al., 2022).
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Rashkin et al. (2017) focused on article-level pro-
paganda analysis. They developed the TSHP-17 cor-
pus, which used distant supervision for annotation
with four classes: trusted, satire, hoax, and propa-
ganda. The assumption of their distant supervision
approach was that all articles from a given news
source should share the same label. They collected
their articles from the English Gigaword corpus and
from seven other unreliable news sources, includ-
ing two propagandistic ones. Later, Barrón-Cedeno
et al. (2019) developed a new corpus, QProp , with
two labels: propaganda vs. non-propaganda, and
also experimented on TSHP-17 and QProp corpora.
For the TSHP-17 corpus, they binarized the labels:
propaganda vs. any of the other three categories
as non-propaganda. They investigated the writing
style and the readability level of the target docu-
ment, and trained models using logistic regression
and SVMs. Their findings confirmed that using
distant supervision, in conjunction with rich repre-
sentations, might encourage the model to predict
the source of the article, rather than to discrimi-
nate propaganda from non-propaganda. Similarly,
Habernal et al. (2017, 2018) developed a corpus
with 1.3k arguments annotated with five fallacies,
including ad hominem, red herring, and irrelevant
authority, which directly relate to propaganda tech-
niques.

Recently, Da San Martino et al. (2019b), cu-
rated a set of persuasive techniques, ranging from
leveraging on the emotions of the audience such as
using loaded language and appeal to fear, to log-
ical fallacies such as straw man (misrepresenting
someone’s opinion) and red herring (presenting ir-
relevant data). They focused on textual content, i.e.,
newspaper articles. In particular, they developed
a corpus of news articles annotated with eighteen
propaganda techniques. The annotation was at the
fragment level, and could be used for two tasks:
(i) binary classification —given a sentence in an
article, predict whether any of the 18 techniques
has been used in it, and (ii) multi-label classifica-
tion and span detection task —given a raw text,
identify both the specific text fragments where a
propaganda technique is used as well as the spe-
cific technique. They further proposed a multi-
granular deep neural network that captures signals
from the sentence-level task and helps to improve
the fragment-level classifier. Da San Martino et al.
(2020a) also organized a shared task on Detection
of Propaganda Techniques in News Articles.

Subsequently, Dimitrov et al. (2021b) organized
the SemEval-2021 task 6 on Detection of Propa-
ganda Techniques in Memes. It had a multimodal
setup, combining text and images, and asked partic-
ipants to build systems to identify the propaganda
techniques used in a given meme. Yu et al. (2021)
looked into interpretable propaganda detection.

Other related shared tasks include the FEVER
task (Thorne et al., 2018) on fact extraction and ver-
ification, the Fake News Challenge (Hanselowski
et al., 2018), the FakeNews task at MediaE-
val (Pogorelov et al., 2020), as well as the NLP4IF
tasks on propaganda detection (Da San Martino
et al., 2019a) and on fighting the COVID-19 in-
fodemic in social media (Shaar et al., 2021a). Fi-
nally, we should mention the CheckThat! lab at
CLEF (Elsayed et al., 2019a,b; Barrón-Cedeño
et al., 2020; Shaar et al., 2020; Hasanain et al.,
2020; Nakov et al., 2021c,d; Shaar et al., 2021b;
Nakov et al., 2022a,b,c,d), which addresses many
aspects of disinformation for different languages
over the years such as fact-checking, verifi-
able factual claims, check-worthiness, attention-
worthiness, and fake news detection.

The present shared task is inspired from prior
work on propaganda detection. In particular, we
adapted the annotation instructions and the propa-
ganda techniques discussed in (Da San Martino
et al., 2019b; Dimitrov et al., 2021b).

3 Tasks and Dataset

Below, we first formulate the two subtasks of our
shared task, and then we discuss our datasets, in-
cluding how we collected the data and what anno-
tation guidelines we used.

3.1 Tasks

In the shared tasks, we offered the following two
subtasks:

• Subtask 1: Given the text of a tweet, identify
the propaganda techniques used in it.

• Subtask 2: Given the text of a tweet, identify
the propaganda techniques used in it together
with the span(s) of text in which each propa-
ganda technique appears.

Note that Subtask 1 is formulated as a multil-
abel classification problem, while Subtask 2 is a
sequence labeling task.
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Figure 1: An example of tweet annotation with propaganda techniques loaded language and name calling.

Figure 2: An example of tweet annotation with propaganda techniques loaded language and slogan.

3.2 Dataset

We used Social Bakers1 to obtain the top-2 news
sources from each Arab country, e.g., Al Arabiya
and Sky News Arabia from UAE, Al Jazeera and
Al Sharq from Qatar, etc. We further added five
international sources that broadcast Arabic news:
Al-Hurra News, BBC Arabic, CNN Arabic, France
24, and Russia Today. We then extracted from
Twitter their latest 3,200 tweets. To have a balanced
dataset that covers a wide range of topics, we chose
100 random tweets from each source, and then we
sampled 930 tweets for annotation.

1https://www.socialbakers.com/

We target emotional appeals (e.g., loaded lan-
guage, appeal to fear, flag waving, exaggeration,
etc.) and logical fallacies (e.g., whataboutism,
causal oversimplification, red herring, band wagon,
etc.). We adopted the same techniques studied
in (Da San Martino et al., 2019b; Dimitrov et al.,
2021b). Below we briefly summarize them:

1. Appeal to authority: Stating that a claim is
true simply because a valid authority or expert
on the issue said it was true. We also include
here the special case where the reference is
not an authority or an expert, which is referred
to as Testimonial in the literature.
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2. Appeal to fear / prejudices: Seeking to build
support for an idea by instilling anxiety and/or
panic in the population towards an alternative.
In some cases, the support is built based on
preconceived judgements.

3. Bandwagon Attempting to persuade the tar-
get audience to join in and take the course of
action because “everyone else is taking the
same action.”

4. Black-and-white fallacy or dictatorship:
Presenting two alternative options as the only
possibilities, when in fact more possibilities
exist. As an the extreme case, tell the audi-
ence exactly what actions to take, eliminating
any other possible choices (ictatorship).

5. Causal oversimplification: Assuming a sin-
gle cause or reason when there are actually
multiple causes for an issue. This includes
transferring blame to one person or group of
people without investigating the complexities
of the issue.

6. Doubt: Questioning the credibility of some-
one or something.

7. Exaggeration / minimisation: Either repre-
senting something in an excessive manner:
making things larger, better, worse (e.g., the
best of the best, quality guaranteed) or mak-
ing something seem less important or smaller
than it really is (e.g., saying that an insult was
actually just a joke).

8. Flag-waving: Playing on strong national feel-
ing (or to any group, e.g., race, gender, po-
litical preference) to justify or to promote an
action or an idea.

9. Glittering generalities (virtue) These are
words or symbols in the value system of the
target audience that produce a positive image
when attached to a person or issue. Peace,
hope, happiness, security, wise leadership,
freedom, “The Truth”, etc. are virtue words.
Virtue can be also expressed in images, where
a person or an object is depicted positively.

10. Loaded language: Using specific words and
phrases with strong emotional implications
(either positive or negative) to influence an
audience.

11. Misrepresentation of someone’s position
(straw man): Substituting an opponent’s
proposition with a similar one, which is then
refuted in place of the original proposition.

12. Name calling or labeling: Labeling the ob-
ject of the propaganda campaign as something
that the target audience fears, hates, finds un-
desirable or loves, praises.

13. Obfuscation, intentional vagueness, confu-
sion: Using words that are deliberately not
clear, so that the audience may have their
own interpretations. For example, when an
unclear phrase with multiple possible mean-
ings is used within an argument and, therefore,
it does not support the conclusion.

14. Presenting irrelevant data (red herring):
Introducing irrelevant material to the issue
being discussed, so that everyone’s attention
is diverted away from the points made.

15. Reductio ad hitlerum: Persuading an audi-
ence to disapprove an action or an idea by sug-
gesting that the idea is popular with groups
hated in contempt by the target audience. It
can refer to any person or concept with a neg-
ative connotation.

16. Repetition: Repeating the same message over
and over again, so that the audience will even-
tually accept it.

17. Slogans: A brief and striking phrase that may
include labeling and stereotyping. Slogans
tend to act as emotional appeals.

18. Smears A smear is an effort to damage or
call into question someone’s reputation, by
propounding negative propaganda. It can be
applied to individuals or groups.

19. Thought-terminating cliché: Words or
phrases that discourage critical thought and
meaningful discussion about a given topic.
They are typically short, generic sentences
that offer seemingly simple answers to com-
plex questions or that distract the attention
away from other lines of thought.

20. Whataboutism: A technique that attempts to
discredit an opponent’s position by charging
them with hypocrisy without directly disprov-
ing their argument.
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Table 1: Statistics about the corpus. In parentheses, we
show the number of tweets. Total represents the number
of techniques in each set.

Prop Technique Train
(504)

Dev
(52)

Dev-Test
(51)

Test
(323)

Appeal to authority 21 7 1 1
Appeal to fear/prejudice 48 7 4 25
Black-and-white Fallacy/Dictatorship 2 1 2 7
Causal Oversimplification 4 1 1 4
Doubt 29 1 2 19
Exaggeration/Minimisation 44 10 16 26
Flag-waving 5 2 2 9
Glittering generalities
(Virtue)

25 7 2 1

Loaded Language 446 46 42 326
Name calling/Labeling 244 44 33 163
Obfuscation, Intentional
vagueness, Confusion

9 3 1 6

Presenting Irrelevant Data (Red Herring) 1 0 0 0
Repetition 9 2 1 3
Slogans 44 1 1 6
Smears 85 12 15 50
Thought-terminating cliché 6 1 1 0
Whataboutism 3 1 1 0

Total 1025 146 125 646

The annotation is done in different stages:
(i) three annotators independently annotate the
same tweet, and (ii) they meet together with one
consolidator to discuss each instance and to come
up with gold annotations. Since the annotations are
at the fragment level, it might happen that an an-
notation is spotted by only one annotator. The two
phases ensure that each annotation is eventually
discussed by all annotators. In order to train the an-
notators, we provide clear annotation instructions
with examples and ask them to annotate a sample
of tweets. Then, we revise their annotations and
provide feedback. Figures 1 and 2 show example
tweets with annotated propaganda techniques.

Table 1 shows the distribution of the propa-
ganda techniques in our dataset for different data
splits. Our annotation guidelines inclide twenty
techniques, but in the annotated dataset, there were
no instances of bandwagon, straw man, and re-
ductio ad hitlerum. Overall, the distribution of
the propaganda techniques in our dataset is very
skewed, which made the task challenging.

4 Evaluation Framework

4.1 Evaluation Measures

To measure the performance of the systems, for
both subtasks, we use micro-F1 and macro-F1, as
these are multi-class multi-label problems, where
the labels are imbalanced. The official evaluation
measure for subtask 1 is micro-F1, but the scorer
also reports macro-F1.

Subtask 2 is a multi-label sequence tagging prob-
lem. We modified the standard micro-averaged F1
to account for partial matching between the spans.
More details about the modified macro-averaged
F1 can be found in (Da San Martino et al., 2019b;
Dimitrov et al., 2021b).

4.2 Task Organization

We ran the shared task in two phases:

Development Phase In the first phase, we pro-
vided the participants three subsets of the dataset:
train, dev, and dev_test. The purpose of the dev set
was to fine-tune the trained model, and the dev_test
set was to evaluate the model performance on un-
seen dev_test set.

Test Phase In the second phase, we released the
actual test set and the participants were given just
a few days to submit their final predictions via the
submission system on Codalab.2 In this phase, the
participants could again submit multiple runs, but
they would not get any feedback on their perfor-
mance. Only the latest submission of each team
was considered as official and was used for the fi-
nal team ranking. The final leaderboard on the test
set was made publicly available after the system
submission deadline.

5 Participants and Results

In this section, we provide a general description of
the systems that participated in each subtask and
their results. Table 2 shows the results for all teams
for both subtasks, as well as a random baseline. We
can see that subtask 1 was more popular, attracting
submissions by 14 teams, while there were only
three submissions for subtask 2.

5.1 Subtask 1

Table 3 gives an overview of the systems that took
part in subtask 1. We can see that transformers were
quite popular, most notably AraBERT, followed
by BERT, and MARBERT. Some participants also
used ensembles methods, data augmentation, and
standard preprocessing.

The best-performing team NGU_CNLP (Samir
et al., 2022) first explored various baselines mod-
els such as bag of words with SVM, Naïve Bayes,
Stochastic Gradient Descent, Logistic Regression,

2https://codalab.lisn.upsaclay.fr/
competitions/7274
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Table 2: Results for subtask 1 on multilabel propaganda
detection and subtask 2 on identifying propaganda tech-
niques and their span(s) in the text. The results are
ordered by the official score: Micro-F1. ∗Indicated that
no system description paper was submitted.

Rank/Team Macro F1 Micro F1

Subtask 1

1. NGU_CNLP (Samir et al., 2022) 0.185 0.649
2. IITD (Mittal and Nakov, 2022) 0.183 0.609
3. CNLP-NITS-PP (Laskar et al., 2022) 0.068 0.602
3. AraBEM (Eshrag Ali et al., 2022) 0.068 0.602
3. Pythoneers (Attieh and Hassan, 2022) 0.177 0.602
4. AraProp (Singh, 2022) 0.105 0.600
5. iCompass (Taboubi et al., 2022) 0.191 0.597
6. SI2m & AIOX Labs (Gaanoun and Benelallam, 2022) 0.137 0.585
7. mostafa-samir∗ 0.186 0.580
8. Team SIREN AI (Sharara et al., 2022) 0.153 0.578
9. ChavanKane (Chavan and Kane, 2022) 0.111 0.565
10. mhmud.fwzi∗ 0.087 0.552
11. TUB (Mohtaj and Möller, 2022) 0.076 0.494
12. tesla∗ 0.120 0.355
13. Baseline (Random) 0.043 0.079

Subtask 2

1. Pythoneers (Attieh and Hassan, 2022) 0.396
2. IITD (Mittal and Nakov, 2022) 0.355
3. NGU_CNLP (Samir et al., 2022) 0.232
4. Baseline (Random) 0.013

Random Forests and K-nearest Neighbor. Eventu-
ally, for their final submission, they used AraBERT
with stacking-based ensemble (5-fold split). They
further explored translation-based data augmenta-
tion using the English PTC corpus (Da San Martino
et al., 2019b).

The second best system was IITD (Mittal and
Nakov, 2022), and they used XLM-R and fine-
tuned the model. They also explored data aug-
mentation by translating ad adding the PTC corpus
as training, but in their experiments this did not
help improve the performance.

The third system was CNLP-NITS-PP (Laskar
et al., 2022), and they used the AraBERT Twitter-
base model along with data augmentation. Note
that all systems outperformed the random baseline.

5.2 Subtask 2

In Table 3, we also present an overview of the sys-
tems that took part in Subtask 2. Once again, this
subtask was dominated by transformer models. We
can see in the table that transformers were quite
popular, and among them, the most commonly used
one was AraBERT, followed by BERT and MAR-
BERT. The participants in this task also used data
augmentation and standard pre-processing.

Table 2 shows the evaluation results: we report
our random baseline, which is based on the ran-
dom selection of spans with random lengths and a
random assignment of labels.

Table 3: Overview of the approaches used for subtasks
1 and 2, for the teams that submitted a description paper.
The systems are ordered by the official score: F1-micro.
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Subtask 1

1. NGU_CNLP (Samir et al., 2022) ✓ ✓ ✓
2. IITD (Mittal and Nakov, 2022) ✓
3. CNLP-NITS-PP (Laskar et al., 2022) ✓ ✓ ✓
3. AraBEM (Eshrag Ali et al., 2022) ✓
3. Pythoneers (Attieh and Hassan, 2022) ✓ ✓
4. AraProp (Singh, 2022) ✓ ✓
5. iCompass (Taboubi et al., 2022) ✓ ✓
6. SI2m & AIOX Labs (Gaanoun and Benelallam, 2022) ✓ ✓ ✓
8. Team SIREN AI (Sharara et al., 2022) ✓ ✓
9. ChavanKane (Chavan and Kane, 2022) ✓ ✓ ✓ ✓
11. TUB (Mohtaj and Möller, 2022) ✓ ✓

Subtask 2

1. Pythoneers (Attieh and Hassan, 2022) ✓
2. IITD (Mittal and Nakov, 2022) ✓
3. NGU_CNLP (Samir et al., 2022) ✓

The best system for this subtask was
Pythoneers (Attieh and Hassan, 2022). They used
AraBERT with a Conditional Random Field (CRF)
layer, which was trained on encoded data using the
BIO schema.

The second-best system was IITD (Mittal and
Nakov, 2022), which used a Multi-Granularity
Network (Da San Martino et al., 2019b) with the
mBERT encoder.

The third system was NGU_CNLP (Samir et al.,
2022). They converted the data to BIO format and
fine-tuned a token classifier based on Marefa-NER3

(pretrained using XLM-RoBERTa).

5.3 Participants’ Systems

NGU_CNLP (Samir et al., 2022)[subtask 1:1, subtask

2:3] team participated in both subtasks. For sub-
task 1, they used a combination of a data augmenta-
tion strategy with a transformer-based model. This
model ranked first among the 14 systems that par-
ticipated in this subtask. Their preliminary experi-
ments for subtask 1 consist of using a bag-of-words
model with different classical algorithms such as
Support Vector Machines, Naïve Bayes, Stochas-
tic Gradient Descent, Logistic regression, Random
Forests, and simple K-nearest Neighbor. For sub-
task 2, they fine-tuned the Marefa-NER model,
which is based on XLM-RoBERTa. The system
ranked third among the three systems that partici-
pated in this subtask.

3https://huggingface.co/marefa-nlp/marefa-ner
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Pythoneers (Attieh and Hassan, 2022)[subtask 1:3,
subtask 2:1] also participated in both subtasks. For
subtask 1, they trained a multi-task learning model
that performs binary classification per propaganda
technique. For subtask 2, they first converted
the data into BIO format and then fine-tuned an
AraBERT model with a Conditional Random Field
(CRF) layer. Their subtask 1 system ranked third
with a micro-averaged F1-Score of 0.602, and their
subtask 2 system ranked first with a micro-averaged
F1-Score of 0.396.

IITD (Mittal and Nakov, 2022)[subtask 1:2, subtask

2:2] . This team also participated in both sub-
tasks. They used multilingual pretrained language
models for both subtask s. For subtask 1, they
used a pretrained XLM-R to estimate a Multinoulli
distribution after projecting the CLS embedding
to a 20-dimensional embedding (one per propa-
ganda technique). For subtask 2, they used a multi-
granularity network (Da San Martino et al., 2019b)
with mBERT encoder. Even though both systems
were trained on only the dataset released in this
shared task, they also discussed several methods
(zero-shot transfer, continued training, and trans-
lation of PTC (Da San Martino et al., 2019b) to
Arabic) to study cross-lingual propaganda detec-
tion. This suggested interesting research challenges
for future exploration, such as how to effectively
use data from different domains and how to learn
language-agnostic embeddings in propaganda de-
tection systems.

CNLP-NITS-PP (Laskar et al., 2022)[subtask 1:3].
This team participated in subtask 1 and they used
AraBERT Twitter-base model for multilabel propa-
ganda classification. They further used data aug-
mentation; in particular, they generated synthetic
training data using root and stem substitution from
the original train samples and prepared additional
synthetic examples. They changed the input labels
to the model to be one-hot encoded to indicate mul-
tiple labels and modified the macro-F1 scorer to
give a score for multiple labels. To make predic-
tions with the model, they used a sentiment analysis
pipeline from HuggingFace Transformers and se-
lected all the labels that yielded a score greater than
or equal to 0.32. They observed the scores for the
predictions on the validation test set and found that
most correct labels had a score greater than 0.30.
They also found that there was a large gap in the
score for the label when the score was below 0.30.

AraBEM (Eshrag Ali et al., 2022)[subtask 1:3].
This team participated in subtask 1 and they fine-
tuned BERT to perform multi-class binary classifi-
cation. They used standard pre-processing includ-
ing normalization (mapping letters with various
forms, i.e., alef, hamza, and yaa to their representa-
tive characters), and removing special characters,
diacritics, and repeated characters.

AraProp (Singh, 2022)[subtask 1:4]. This team
participated in subtask 1. First, they tokenized
the input and produced contextualized word em-
beddings for all input tokens. To get a fixed-size
output representation, they simply averaged all con-
textualized word embeddings by taking attention
mask into account for correct averaging. Then,
they added a dropout layer with a dropout rate
of 0.3, followed by a linear layer with a sigmoid
activation function for the output. They experi-
mented with multiple transformer-based language
models: two multilingual models and six monolin-
gual (Arabic) models. Their findings suggest that
the MARBERTv2-based fine-tuned model outper-
forms other models in terms of F1-micro score.

iCompass (Taboubi et al., 2022)[subtask 1:5] team
participated in subtask 1. Their system used stan-
dard pre-processing such as normalization and re-
moving stopwords, emojis, special characters, and
links. Then, they used pre-trained language mod-
els such as MARBERT and ARBERT. They further
added global average and max pooling layers on top
of the models. Finally, they used cross-validation
to improve the model performance.

SI2M & AIOX Labs (Gaanoun and Benelallam,
2022)[subtask 1:6] team participated in subtask 1.
They used data augmentation, named entity recog-
nition (NER), and manual rules. For data augmen-
tation, they combined the training and the dev sets,
and randomly mixed the sequences to create new
synthetic sequences, which they concatenated with
the train and the dev sets. Their final system uses a
mixed dataset of 2,000 examples. Next, they fine-
tuned ARBERT on the augmented dataset, and they
made predictions based on a defined threshold of
the classifier’s confidence. If no technique got a pre-
diction probability greater than the threshold, the to-
ken was assigned the label No technique. Moreover,
to detect the Name Calling/Labelling technique,
they used a NER model based on AraBERT. Fi-
nally, to detect Repetition, they used manual rules,
after removing the stopwords.
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Team SIREN AI (Sharara et al., 2022)[subtask 1:8]
participated in subtask 1 and used AraBERT for
fine-tuning. Like other teams, they used standard
pre-processing, e.g., removing HTML markup, dia-
critics, non-digit repetitions, etc.

ChavanKane (Chavan and Kane, 2022)[subtask
1:9] team participated in subtask 1 and experi-
mented with AraBERT v1, v02 and v2, MAR-
BERT, ARBERT, XLMRoBERTa, and AraELEC-
TRA. They used a specific variant of DeHateBERT,
which is initialized from multilingual BERT and
fine-tuned only on Arabic datasets. They also tried
creating an ensemble of all models, which consists
of five models such as DeHateBERT, AraBERTv2,
AraBERTv02, AraBERTv01, and MARBERT. For
the final prediction from the ensembles, they used
hard voting.

TUB (Mohtaj and Möller, 2022)[subtask 1:11].
This team participated in subtask 1 and used a
semantic similarly detection approach based on
conceptual word embedding. They converted all
sentences in the train, dev, and test sets into vec-
tors using the BERT model. For each sentence
in the test set, they detected the five most similar
instances from the train and the dev sets, with a co-
sine similarity above 0.4. Then, they assigned the
three most frequent labels among the five instances
as the label of the target sentence.

6 Conclusion and Future Work

We presented the WANLP’2022 shared task on
Propaganda Detection in Arabic, as part of which
we developed the first dataset for Arabic propa-
ganda detection with focus on social media con-
tent. This was a successful task: a total of 63
teams registered to participate, and 14 and 3 teams
eventually made an official submission on the test
set for subtasks 1 and 2, respectively. Finally, 11
teams submitted a task description paper. Subtask 1
asked to identify the propaganda techniques used
in a tweet, and subtask 2 further asked to identify
the the span(s) of text in which each propaganda
technique appears. For both subtasks, the majority
of the systems fine-tuned pre-trained Arabic lan-
guage models, and used standard pre-processing.
Some systems used data augmentation and ensem-
ble methods.

In future work, we plan to increase the data size
and to add hierarchically structured propaganda
techniques.
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Abstract

We present our work on collecting ArzEn-
ST, a code-switched Egyptian Arabic - En-
glish Speech Translation Corpus. This corpus
is an extension of the ArzEn speech corpus,
which was collected through informal inter-
views with bilingual speakers. In this work, we
collect translations in both directions, monolin-
gual Egyptian Arabic and monolingual English,
forming a three-way speech translation corpus.
We make the translation guidelines and cor-
pus publicly available. We also report results
for baseline systems for machine translation
and speech translation tasks. We believe this
is a valuable resource that can motivate and
facilitate further research studying the code-
switching phenomenon from a linguistic per-
spective and can be used to train and evaluate
NLP systems.

1 Introduction

Code-switching (CSW), defined as the alternation
of language in text or speech, is a common linguis-
tic phenomenon in multilingual societies. CSW
can occur on the boundaries of sentences, words
(within the same sentence), or morphemes (within
the same word). While the worldwide prevalence of
CSW has been met with increasing efforts in NLP
systems trying to handle such mixed input, data
sparsity remains one of the main bottlenecks hin-
dering the development of such systems (Çetinoğlu
et al., 2016).

In this paper, we present ArzEn-ST,1 a speech
translation (ST) corpus for code-switched Egyptian
Arabic (Egy) - English. We extend the ArzEn Egyp-
tian Arabic-English CSW conversational speech
corpus (Hamed et al., 2020) with translations going
to both directions; the primary (Egyptian Arabic)
as well as secondary (English) languages. See Fig-
ure 1. This corpus is a valuable resource filling
an important gap, given the naturalness and high

1Arz is the ISO 639-3 code for Egyptian Arabic.

Audio:

Transcription: بحس ان that's counter-productive یعني
Egy Translation: بحس ان ده بیعمل نتیجة عكسیة یعني
English Translation: I feel that's counter-productive actually

Figure 1: An example from the corpus, showing the four
representations for each utterance: audio, transcription,
Egyptian Arabic translation, and English translation.

frequency of CSW in it. It can be used for the
purpose of linguistic investigations as well as for
building and evaluating NLP systems. We provide
benchmark baseline results for the tasks of auto-
matic speech recognition (ASR), machine transla-
tion (MT), and ST. We make the translation guide-
lines and full corpus available, as well as the exper-
iments’ scripts and data splits.2

The paper is organized as follows. In Section 2,
we provide an overview of previous work done for
code-switched ASR, MT, and ST tasks as well as
corpora collection. In Section 3, we provide an
overview of the ArzEn speech corpus. In Section 4,
we elaborate on the translation guidelines used to
create the three-way parallel ST corpus. Finally, in
Section 5, we report the performance of the ASR,
MT, and ST baseline systems.

2 Related Work

2.1 CSW Automatic Speech Recognition

CSW ASR has gained a considerable amount of re-
search (Vu et al., 2012; Li and Vu, 2019; Ali et al.,
2021; Hamed et al., 2022a; Hussein et al., 2022),
where several CSW speech corpora have been col-
lected, covering multiple language pairs, including
Chinese-English (Lyu et al., 2015), Hindi-English
(Ramanarayanan and Suendermann-Oeft, 2017),
Spanish-English (Solorio and Liu, 2008), Arabic-

2http://arzen.camel-lab.com/
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Language Citations
Translating CSW → monolingual

Hindi-English → English (Dhar et al., 2018; Srivastava and Singh, 2020;
Tarunesh et al., 2021; Chen et al., 2022)

Sinhala-English → Sinhala (Kugathasan and Sumathipala, 2021)
English-Spanish → English (Chen et al., 2022)
MSA-Egyptian Arabic → English (Chen et al., 2022)
English-Bengali → both (Mahata et al., 2019)
Egyptian Arabic -English → both ArzEn-ST (the corpus presented in this paper)

Translating monolingual → CSW
Hindi → Hindi-English (Tarunesh et al., 2021; Banerjee et al., 2018)
English → Bengali-English (Banerjee et al., 2018)
English → Gujarati-English (Banerjee et al., 2018)
English → Tamil-English (Banerjee et al., 2018)
English, Hindi → Hindi-English (Srivastava and Singh, 2021)

Table 1: Overview on available human-annotated CSW-focused parallel corpora.

English (Ismail, 2015; Hamed et al., 2018, 2020;
Chowdhury et al., 2021), Arabic-French (Djegdjiga
et al., 2018), Frisian-Dutch (Yilmaz et al., 2016),
Mandarin-Taiwanese (Lyu et al., 2006), Turkish-
German (Çetinoğlu, 2017), English-Malay (Ahmed
and Tan, 2012), English-isiZulu (van der West-
huizen and Niesler, 2016) and Sepedi-English
(Modipa et al., 2013). In this work, we build on
our ArzEn speech corpus (Hamed et al., 2020), and
enrich it with multiple translations.

2.2 CSW Machine Translation
While research in CSW MT has been gaining atten-
tion over the past years (Sinha and Thakur, 2005;
Dhar et al., 2018; Mahata et al., 2019; Menacer
et al., 2019; Song et al., 2019; Tarunesh et al., 2021;
Xu and Yvon, 2021; Chen et al., 2022; Hamed et al.,
2022b; Gaser et al., 2022), the collected CSW par-
allel corpora are limited. By looking into the re-
ported corpora, we identify a number of dimensions
in which they vary. First is synthetic or human-
annotated data. Second, for human-annotated data,
it can be either collected, or especially commis-
sioned for MT/NLP. Third, for collected data, it
can be obtained from textual or speech sources.
And finally, the data set may include translations to
one or more languages.

To circumvent the data scarcity issue, re-
searchers investigated the use of synthetically gen-
erated CSW parallel data for training and testing
(Gupta et al., 2020; Yang et al., 2020; Xu and Yvon,
2021). While this is acceptable for training pur-
poses, synthetic data should not be used for testing,

as it does not reflect real-world CSW distributions.

For collecting human-annotated parallel corpora,
researchers have tried either asking bilingual speak-
ers to translate naturally occurring CSW sentences
into monolingual sentences, or as another solu-
tion to data scarcity, have commissioned annotators
to translate monolingual sentences into CSW sen-
tences. In Table 1, we present a summary of avail-
able human-annotated parallel corpora that are fo-
cused on CSW. For the latter approach, we note that
generating CSW data in a human-commissioned
fashion could differ from naturally-occurring CSW
sentences. Such data could be biased to the gram-
matical structure of the monolingual sentences, and
could be dominated by single noun switches, being
the easiest CSW type to generate.

The former approach of translating naturally-
occurring CSW sentences into monolingual sen-
tences is the most optimal way to collect a CSW
parallel corpus; however, most of the collected cor-
pora rely on CSW sentences obtained from textual
sources (mostly from social media platforms). The
main concern here is that CSW phenomena occur-
ring in text are more restricted than those occurring
in natural speech. In text, people are usually dis-
suaded from changing scripts, and therefore either
avoid switching languages, or switch languages
without switching scripts. The latter issue was
tackled by Shazal et al. (2020), where the authors
used a sequence-to-sequence deep learning model
to transliterate SMS/chat text collected by Chen
et al. (2017) from Arabizi (where Arabic words
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are written in Roman script) to Arabic orthogra-
phy. While this corpus is not focused on CSW, it
contains CSW sentences.

Finally, we categorize the collected corpora in
terms of the translation direction. As shown in Ta-
ble 1, most of the corpora include translations for
CSW sentences to the secondary language, which
is most commonly English. A smaller number of
researchers investigated translating CSW sentences
into the primary language. And even fewer re-
searchers included translations to both directions.

The work of Menacer et al. (2019) is also rele-
vant to our work. The authors extracted Modern
Standard Arabic (MSA)-English CSW sentences
from the UN documents, to which English transla-
tions are available (Eisele et al., 2010). The Arabic
translations were generated by translating the En-
glish segments using the Google Translate API.
While this can be used for training purposes, these
translations should not be used as gold reference.
Moreover, given the nature of the corpus, it con-
tained limited types of CSW, as opposed to the
types that occur in conversational speech.

2.3 CSW Speech Translation

Work on CSW ST is still in its early stages, with
little prior work (Nakayama et al., 2019; Weller
et al., 2022; Huber et al., 2022). For CSW ST cor-
pora, two corpora are available for Spanglish: Ban-
gor Miami (Cieri et al., 2004) and Fisher (Deuchar
et al., 2014). While the Fisher dataset is not a CSW-
focused corpus, it contains a considerable amount
of CSW (Weller et al., 2022). Similarly, for CSW
Egyptian Arabic-English, the Callhome dataset
also contains some amount of CSW (Gadalla et al.,
1997; Kumar et al., 2014). A Japanese-English
ST corpus (Nakayama et al., 2019) was also col-
lected, however it includes read-speech and not
spontaneous speech. Huber et al. (2022) collected
a one-hour German-English code-switching speech
translation corpus containing read-speech.

Our new corpus, ArzEn-ST, fills an important
resource gap, providing an ST corpus for code-
switched Egyptian Arabic-English. The corpus
is human-annotated where the source sentences
are collected through interviews with bilingual
speakers, and contain naturally-generated CSW
sentences; they are then translated in both direc-
tions: monolingual Egyptian Arabic and monolin-
gual English.

3 Overview of the ArzEn Corpus

ArzEn is a conversational speech corpus that is col-
lected through informal interviews. The interviews
were held at the German University in Cairo, which
is a private university where English is the instruc-
tion language. The topics discussed were general
topics such as education, work and life experiences,
career, technology, personal life, hobbies, and trav-
elling experiences. No instructions were given to
participants regarding code-switching; they were
not asked to produce nor avoid code-switching.
Interviews were held with 38 Egyptian Arabic-
English bilingual speakers (61.5% males, 38.5%
females), in the age range of 18-35, who are stu-
dents (55%) and employees (45%) at the university.
The speech corpus comprises of 12 hours of speech,
containing 6,216 sentences.

3.1 Code-switching Types in ArzEn
The four main CSW types mentioned in the litera-
ture are present in ArzEn (Poplack, 1980; Stefanich
et al., 2019). We present a corpus example for each
of the types in Table 2.

Inter-sentential CSW This type of CSW is de-
fined as switching languages from one sentence to
another.

Extra-sentential CSW This type of CSW, also
called tag-switching, is where tag elements from
one language are inserted into a monolingual sen-
tence in another language, without the need for
grammatical considerations. It mostly involves the
use of fillers, interjections, tags, and idiomatic ex-
pressions. This type of CSW requires only minimal
knowledge of the grammar of the secondary lan-
guage.

Intra-sentential CSW This type, also referred
to as code-mixing, is defined as using multiple lan-
guages within the same sentence, where the CSW
segments must conform to the underlying syntactic
rules of both languages. This type of CSW requires
a better understanding of the grammar of both lan-
guages, compared to extra-sentential CSW.

Intra-word CSW This type, also called mor-
phological CSW, is where switching occurs at
the level of morphemes. Given that Egyptian Ara-
bic is a morphologically rich language (Habash
et al., 2012b), morphological code-switching oc-
curs where Egyptians attach Arabic clitics and af-
fixes to English words.
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CSW Type Example
Inter-sentential CSW It’s very difficult making friends at work. .É 	ª ��Ë@ ú 	̄ ��Ó ��. H. Am�� �IÊÔ«

I made friends, but not at work. It’s very difficult making friends at work.

Extra-sentential CSW �èQëA�®Ë @ ú 	̄ Qå�Ó ú 	̄ XñËñÓ A 	K


@ Okay

Okay I was born in Egypt, in Cairo.
Intra-sentential CSW related to research Z 	Qk. actually ú 	̄ 	àA¿

There was actually a part related to research
Intra-word CSW ? project+ÉË ½«A�JK. expectation+È@ éK
 @

What is your expectation for the project?

Explicatory CSW ?½�JJ.j. «ð H. A�J» ú 	̄ AîD
�KQ�̄ �éËñ�®Ó ð


@ quote C�JÓ ú 	̄ I. J
£ Okay

Okay okay is there a quote or a quote that you read in a book and liked?
Elaboratory CSW ú
G. Q« author 	áÓ . . 	áÓ è@ Aë@Q�®ê 	̄ �éJ
�̄Qå�� ù
 ë ð@ oriental ùë ú


	æªK
 ø
 X novel È@ ñË
If this novel is like oriental or it is [originally written] in Arabic then I will
read it ah from .. from an Arab author [in its Arabic version].

Table 2: Examples of different CSW types in ArzEn followed by their English translation. The originally Arabic
phrases are italicized in the English translation. For Explicatory and Elaboratory CSW, the underlining marks the
repeated phrases.

In addition to the above, and motivated by our
interest in translation from CSW texts, we identify
two types of repetitive CSW phenomena in terms
of their communicative purposes.

Explicatory CSW This type of CSW is where
the speaker simply repeats the same word in an-
other language.

Elaboratory CSW This type of CSW is where
the speaker code-switches to further elaborate on
the meaning.

Both types are challenging in terms of handling
the CSW repetitions when translating into a single
language. We address these issues in Section 4.

3.2 Code-switching Statistics in ArzEn

ArzEn contains a considerable amount of CSW.
On the sentence level, 33.2% of the sentences are
monolingual Arabic, 3.1% are monolingual En-
glish, and 63.7% code-mixed. Among the code-
mixed sentences, 46.0% have morphological CSW.

On the word level, in the code-mixed sentences,
81.3% of the words are Arabic, 15.2% are English,
and 3.4% are morphologically CSW words. Mor-
phological CSW in ArzEn involves the use of both
Arabic clitics and affixes. A list of the clitics and
affixes occurring in morphological code-switched
words present in the ArzEn corpus and their fre-
quencies are provided in Hamed et al. (2022a).

3.3 Input Transcription

The ArzEn collected interviews were manually
transcribed by Egyptian Arabic-English bilingual
speakers. The transcribers were requested to use
Arabic script for Arabic words and Roman script
for English words. For morphological CSW words,
Arabic clitics and affixes are written in Arabic
script and English words are written in Roman
script, as follows: Arabic prefixes/proclitics +
English words # Arabic suffixes/enclitics, for ex-
ample �H@#TASK+È@ Al+TASK#At3 ‘the+task#s’.
While the transcribers generally followed the rules
in a strict manner, we observe script confusion
in the case of borrowed words that have become
strongly embedded in Egyptian Arabic. In such
cases, transcriptions can contain occurrences of the
same words in both scripts, such as mobile and
ÉK
AK. ñÓ mwbAyl, film and ÕÎJ


	̄
fylm, and camera and

@Q�
ÓA¿ kAmyrA.

Given the spontaneous nature of the corpus, dis-
fluencies were found due to repetitions, corrections,
and changing course/structure mid-sentence. Such
disfluencies were marked with ‘..’, which occurs in
more than 26% of the corpus sentences. The follow-
ing tags were also used for non-speech parts: [HES]
for hesitation, [HUM] for humming, [COUGH],
[LAUGHTER], and [NOISE].

3Transliteration in the HSB scheme (Habash et al., 2007).

122



4 ArzEnST Translation Guidelines

The transcriptions are translated to monolingual En-
glish and monolingual Egyptian Arabic sentences
by human translators.4 In this section, we discuss
the translation guidelines. In general, our decisions
are mainly guided by giving a higher priority to
fluency over accuracy. We opt for producing as nat-
ural as possible outputs that reflect the style of the
original sentence. Even though we acknowledge
that some of our decisions can make the translation
task harder for MT systems, our goal is to produce
natural translations. The guidelines cover three cat-
egories, general translation rules (denoted by GR),
conversational speech translation rules (denoted
by SR), and code-switching translation rules (de-
noted by CSWR). In Table 3, we present translation
examples covering some of the rules.

4.1 General Translation Rules (GR)

[GRintended] Translators are requested to pro-
vide natural translations with the intended meaning
rather than literal translations. This also covers the
case of idiomatic expressions. See Table 3 (a).

[GRdifficult] Similar to the LDC Arabic-to-
English Translation Guidelines (LDC, 2013), seg-
ments that are difficult to translate should be in-
dicated using ((text)). Such cases usually contain
highly dialectal Arabic words or Arabic idioms.
See Table 3 (b).

[GRabbrev] For all abbreviations, we made the
decision to provide transliteration as pronounced
instead of translation,5 for example NLP is translit-
erated as ú
G. È@

	à@ An Al by, and AIESEC is translit-

erated as ½K
 	QK

�
@ Āyzyk.

[GRpropn] Non-abbreviated proper nouns should
be transliterated, unless they have meaning. In that
case, they should be translated as long as the mean-
ing of the sentence remains coherent, otherwise,
should be transliterated.6 See Table 3 (c).

4English translations are performed by one translator, and
the dev and test sets are revised by one of the authors. Egyptian
Arabic translations are performed by one translator and revised
by another.

5We plan to annotate these cases with full translations
in the future, to assist in tasks interested in removing En-
glish/Arabic text.

6The translators were advised to refer to Wikipedia Arabic
for the translations of titles of books and films.

4.2 Conversational Speech Translation Rules
(SR)

[SRstyle] Translations should capture the same
fluency and style of the original text. This means
that disfluencies such as repetitions should also be
included in translations. See Table 3 (d).

[SRpunc+] Punctuation, non-speech tags, and dis-
fluency marks ‘..’ present in the source text should
be kept the same and in the same relative position
in the sentence in the target translation.

[SRpartial] Due to disfluencies, it is common to
have partial Arabic words. We transliterate such
partial words, and similar to LDC (2013), we mark
them with a preceding ‘%’ sign. See Table 3 (e).

4.3 Code-switching Translation Rules (CSWR)

[CSWRborrowed] For English words that are com-
monly used in Arabic, an attempt should first be
made to identify a commonly used reasonable trans-
lation, otherwise, translators are allowed to translit-
erate. Examples of the latter case, included loan-
words such as mobile and laptop that have become
strongly integrated in Arabic, as opposed to on-
line and presentation which can be translated to
�I	KQ�� 	K



B@ Q�.« and ù
 Öß
Y

�®�K 	�Q«, respectively.

[CSWRrewrites] We allow modifications to CSW
segments when translating into English for the pur-
pose of achieving better fluency. Similarly, when
translating into Arabic, we also allow slight modifi-
cations to the original Arabic words. We elaborate
on such cases for both directions below.

CSW→En: We allow modification to the origi-
nal English words. This is mainly needed to han-
dle difference in grammatical structures across lan-
guages as well as morphological CSW. For exam-
ple, ASK+ú
G. by+ASK is translated as ‘he asks’.

See Table 3 (f-g).

CSW→Ar: It is allowed to slightly modify the
original Arabic words for better fluency. The fol-
lowing are common cases where this is needed.

• Since Arabic makes heavy use of the definite
article +È@ Al+ to mark different constructions
such as adjectival modification and idafa (pos-
sessive construct), translators are given per-
mission to drop/reassign the placement of defi-
nite articles for the purpose of maximizing flu-
ency. For example, the adjectival construction
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(a) [GRintended] Provide intended meaning rather than literal translation

CSW: لأنھ ال+team ممكن أخش مع حد مابیشتغلش فأشیل أنا اللیلة كلھا
Egy: لأنھ الفریق ممكن أخش مع حد مابیشتغلش فأشیل أنا اللیلة كلھا
Eng: Because in the team, I can be with someone that doesn't work and ((I will be responsible for everything)).

(b) [GRdifficult] Indicate segments that are hard to translate
CSW: ففكست علي ال+internship و روحت ال+camp معاھم
Egy: ففكست علي التدریب و روحت المعسكر معاھم
Eng: ((So, I declined)) the internship and I went to the camp with them.

(c) [GRpropn] Translate or transliterate proper nouns
CSW: أكتر فیلم بحبھ The Dark Knight, Batman's Dark Knight عشان بحس إن یعني الفیلم ده فیھ كمیة أفكار عبقریة مش طبیعیة
Egy: أكتر فیلم بحبھ فارس الظلام , باتمان فارس الظلام عشان بحس إن یعني الفیلم ده فیھ كمیة أفكار عبقریة مش طبیعیة

Eng: The movie I like the most is The Dark Knight, Batman's Dark Knight because I feel that this movie has a lot of 
creative ideas.
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(d) [SRstyle] Capture the same meaning,  fluency, and naturalness
CSW: سافرت برا مصر قبل كده غیر ال .. ال+bachelor project؟
Egy: سافرت برا مصر قبل كده غیر ال .. مشروع التخرج؟
Eng: Have you ever travelled abroad apart from the .. the bachelor project?

(e) [SRpartial] Transliterate and annotate partial words
CSW: طیب و إزاي بت ..بت+overcome الموضوع ده؟ إزاي بتعدي ال .. ال+stress ده؟
Egy: طیب و إزاي بت ..بتتخطى الموضوع ده؟ إزاي بتعدي ال .. الضغط ده؟
Eng: Well, how do you %bt .. #overcome this issue?how do you overpass this .. this #stress?

C
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(f) [CSWRrewrites] Modify English words in translation
CSW: city و قعدت فى كذا [HUM]
Egy: [HUM] و قعدت فى كذا مدینة
Eng: [HUM] and I have stayed in multiple cities

(g) [CSWRrewrites] Modify English words in translation
CSW: فانا لو عندك كذا robot و كذا task المفروض یتعملوا, فأنا بكتب ال+code لل+robots إن ھي تروح لل+task#ات دي، بس
Egy: فانا لو عندك كذا روبوت و كذا مھمة المفروض یتعملوا, فأنا بكتب الكود للروبوتات إن ھي تروح للمھام دي، بس

Eng: So, if you have multiple robots and multiple tasks you should be working on, so I just write the code for the robots so 
that they should handle these tasks, that's it.

(h) [CSWRrewrites] Modify Arabic words in translation
CSW: big city+بتاع ال environment+مختلف عن ال environment یعنى بیبقى
Egy: یعنى بتبقى بیئة مختلفة عن البیئة بتاعة المدن الكبیرة
Eng: I mean the environment differs from the environment of the big city.

(i) [CSWRrewrites] Modify Arabic words in translation
CSW: optical field+لل somehow related بتاعى ھو یعني bachelor project+ھو ال [HES]
Egy: [HES] ھو مشروع التخرج بتاعى ھو یعني بشكل ما مرتبط بالمجال البصري
Eng: [HES] my bachelor project is actually somehow related to the optical field

(j) [CSRWreorder] Modify the order between Arabic and English words

CSW:
لكن لو عندنا stereo camera في طرق معینة نقدر نستخدمھا إن إحنا نقدر نحدد المسافة بین الكامیرا أو بین ال+two objects معینین بالطریقة دي 

تمام؟
Egy: لكن لو عندنا كامیرا ستیریو في طرق معینة نقدر نستخدمھا إن إحنا نقدر نحدد المسافة بین الكامیرا أو بین جسمین معینین بالطریقة دي تمام؟

Eng:
But if we have a stereo camera and in certain ways we can use it to estimate the distance between the camera and 
the specific two objects this way, okay?

(k) [CSRWstyle] Handle repetitions in segments with syntactic divergence
CSW: ماشي okay طیب ممكن تحكیلنا عن ال .. ال+bachelor project بتاعك؟
Egy: ماشي تمام طیب ممكن تحكیلنا عن ال .. مشروع التخرج بتاعك؟
Eng: Ok,well,can you tell us about your..your bachelor project?
CSW: animal .. animal farm یعني my favorite books .. أكتر .. من أكتر ال [HES] اه
Egy: اه [HES] أكتر .. من أكتر ال .. كتبي المفضلة یعني مزرعة .. مزرعة الحیوان
Eng: Yes [HES] the most .. one of the most .. my favourite books I mean .. animal animal farm.

Table 3: Translation examples following different guideline rules.
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working life +È@ gets translated to �éJ
 	JêÖÏ @ �èAJ
mÌ'@
(with two definite article instances).

• Given that Arabic is a gender-marking lan-
guage, gender reinflection is sometimes
needed to guarantee fluent translation into
Arabic. See Table 3 (h).

• Modifying Arabic prepositions following En-
glish words. See Table 3 (i).

[CSWRreorder] We allow changing the order be-
tween the original Arabic and English words to
handle syntactic divergences between the two lan-
guages and achieve better fluency. See Table 3 (j).

[CSWRstyle] The SRstyle rule gets further com-
pounded in the case of CSW when repetition occurs
at a location where there is syntactic divergence be-
tween both languages, such as adjectival phrases
in our language pair. In this case, since the or-
der of words changes during translation, the word
to be repeated at that position could also change.
Following our fluency preference, we prefer the
translation that gives higher fluency over providing
an accurate literal translation. See Table 3 (k).

[CSWRdisfluency] Another interesting transla-
tion challenge arises in the context of CSW when
speakers repeat words using different languages.
In the case of explicatory CSW, where the English
and Arabic words have the exact same meaning, we
allow translating the English word into the same
present Arabic word, treating it as a case of rep-
etition due to disfluency. In the case of elabora-
tory CSW, where CSW is used to further elaborate
on meaning, we ask the translator to find another
translation of the word that would better capture
the subtle difference between both words. If that is
not possible, we allow the repetition of the word.

5 Benchmarking Baseline Systems

In this section, we discuss the ASR, MT, and ST
baseline systems. We describe the experimental
setup for each and present the results in Table 4.

5.1 Experimental Setup
We follow the same train, dev, and test splits de-
fined in Hamed et al. (2020). For all the experi-
ments, we use ArzEn-ST dev set (1,402 sentences)
for tuning and ArzEn-ST test set (1,470 sentences)
for testing. For training, we use ArzEn-ST train set
(3,344 sentences), in addition to other monolingual
data which we mention below.

Automatic Speech Recognition We train a joint
CTC/attention based E2E ASR system using ES-
Pnet (Watanabe et al., 2018). The encoder and
decoder consist of 12 and 6 Transformer blocks
with 4 heads, feed-forward inner dimension 2048
and attention dimension 256. The CTC/attention
weight (λ1) is set to 0.3. SpecAugment (Park et al.,
2019) is applied for data augmentation. For the
Language Model (LM), the RNNLM consists of
1 LSTM layer with 1000 hidden units and is trained
for 20 epochs. For decoding, the beam size is 20
and the CTC weight is 0.2.

In addition to using ArzEn-ST for training, we
also train the ASR system and LM using Callhome
(Gadalla et al., 1997), MGB-3 (Ali et al., 2017), a
5-hours subset from Librispeech (Panayotov et al.,
2015), and a 5-hours subset from MGB-2 (Ali et al.,
2016).7 We perform Alif/Ya normalization (Ara-
bic), remove punctuation and corpus-specific anno-
tations, and lower-case English words.8

Machine Translation We train Transformer
models using Fairseq (Ott et al., 2019) on a single
GeForce RTX 3090 GPU. We use the hyperparame-
ters from the FLORES benchmark for low-resource
machine translation (Guzmán et al., 2019). The hy-
perparameters are given in Appendix A. For each
MT model, we use a BPE model trained jointly on
source and target sides. The BPE model is trained
using Fairseq with character_coverage set to 1.0.
We tune the vocabulary size for each experiment
for the values of 1k, 3k, 5k, 8k, and 16k.

In addition to ArzEn-ST, we also train the
MT system using 324k extra Egyptian Arabic-
English parallel sentences obtained from the
following parallel corpora: Callhome Egyptian
Arabic-English Speech Translation Corpus (Ku-
mar et al., 2014), LDC2012T09 (Zbib et al., 2012),
LDC2017T07 (Chen et al., 2017), LDC2019T01
(Chen et al., 2019), LDC2020T05 (Li et al., 2020),
and MADAR (Bouamor et al., 2018).9 These ex-
tra corpora include 15k sentences with CSW in-
stances. When translating into En, we use all these
extra corpora as Arabic-English training. However,
when translating into Egy, we use these extra cor-
pora as English-Arabic training, but we exclude
the 15k sentences producing CSW Arabic as our
reference does not have CSW sentences. Data pre-

7We followed the setup used in (Hamed et al., 2022a).
8For the Callhome corpus, we removed partial words.
9For corpora with no defined data splits, we follow the

guidelines provided in Diab et al. (2013).
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ASR MT ST
CSW→En CSW→Egy CSW→En CSW→Egy

Training Set WER CER BLEU BLEU BLEU BLEU
ArzEn-ST 57.9 36.2 8.6 48.0 4.5 13.0
ArzEn-ST + Extra 34.7 20.0 34.3 79.8 16.5 31.1

Table 4: Summary of results for baseline systems evaluated on ArzEn-ST test set. We present baseline systems for
both settings: (1) training using ArzEn-ST data only and (2) training using ArzEn-ST data with Extra monolingual
speech corpora for the ASR system and Extra monolingual Egyptian Arabic-English parallel sentences for the MT
systems. We report Word Error Rate (WER) and Character Error Rate (CER) for ASR systems, and BLEU score
(Papineni et al., 2002) using SacrebleuBLEU (Post, 2018) for MT and ST systems.

processing involved removing all corpus-specific
annotations, URLs and emoticons, lowercasing,
running Moses’ (Koehn et al., 2007) tokenizer,
MADAMIRA (Pasha et al., 2014) simple tokeniza-
tion (D0) and Alif/Ya normalization (Arabic).

Speech Translation We build a cascaded speech
translation system, where we train an ASR sys-
tem and use an MT system to translate the ASR
system’s outputs. We opt for a cascaded system
over an end-to-end system due to the limitation of
available resources to build an end-to-end system,
in addition to the fact that cascaded systems have
been shown to outperform end-to-end systems in
low-resource settings (Denisov et al., 2021).

5.2 Results

Table 4 presents the results for the MT and ST base-
line systems. We also report results for the ASR
system used to build the cascaded ST system.10 We
report results for both settings: (1) when training
only using ArzEn-ST corpus and (2) when train-
ing using ArzEn-ST corpus in addition to the extra
monolingual data specified for each task (Extra).
As expected, adding extra monolingual data greatly
improves results. We observe that translating into
Arabic achieves higher BLEU scores than translat-
ing into English. This is expected, as in the case of
translating from CSW text, Arabic words (around
85% of words) remain mostly the same with possi-
ble slight modifications required. We also observe
that for the ST models, the performance is nearly
reduced by half compared to the MT results. This
highlights the difficulty of the task. Given that
CSW ST has only been slightly tackled by other
researchers, we hope that this corpus will motivate
further research on this task.

10ASR results are different than those reported in Hamed
et al. (2022a) as we limit the data to publicly-available corpora,
use different preprocessing, and different data splits.

6 Conclusion and Future Work

Code-switching has become a worldwide preva-
lent phenomenon. This created a need for NLP
systems to be able to handle such mixed input.
Code-switched data is typically scarce, which is
evident in the limited number of available cor-
pora for machine translation and speech transla-
tion tasks. In this paper, we extend the previously
collected ArzEn speech corpus with translations to
both its primary and secondary languages, provid-
ing a three-way code-switched Egyptian Arabic-
English speech translation corpus. We have dis-
cussed the translation guidelines, particularly with
regards to issues arising due to the spontaneous
nature of the corpus as well as code switching. We
reported benchmark results for baseline ASR, MT,
and ST systems. We make this corpus available to
motivate and facilitate further research in this area.

For future work, we plan on improving the cor-
pus and using it for code-switching linguistic in-
vestigations as well as NLP tasks. With regards to
corpus improvements, we plan on adding additional
translation references and CODAfying (Habash
et al., 2012a; Eskander et al., 2013) the corpus.
From a linguistic perspective, having signals from
the monolingual Arabic and English translations,
we plan to further understand why code-switching
occurs at the given points. Finally, we plan to use
this corpus for NLP tasks, working on data aug-
mentation for the purpose of improving machine
translation and speech translation.
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A MT Hyperparameters

The following is the train command:
python3 fairseq_cli/train.py $DATA_DIR –source-
lang src –target-lang tgt –arch transformer –share-
all-embeddings –encoder-layers 5 –decoder-layers
5 –encoder-embed-dim 512 –decoder-embed-dim
512 –encoder-ffn-embed-dim 2048 –decoder-ffn-
embed-dim 2048 –encoder-attention-heads 2 –
decoder-attention-heads 2 –encoder-normalize-
before –decoder-normalize-before –dropout 0.4 –
attention-dropout 0.2 –relu-dropout 0.2 –weight-
decay 0.0001 –label-smoothing 0.2 –criterion la-
bel_smoothed_cross_entropy –optimizer adam –
adam-betas ’(0.9, 0.98)’ –clip-norm 0 –lr-scheduler
inverse_sqrt –warmup-updates 4000 –warmup-
init-lr 1e-7 –lr 1e-3 –stop-min-lr 1e-9 –max-
tokens 4000 –update-freq 4 –max-epoch 100 –save-
interval 10 –ddp-backend=no_c10d
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Abstract
We present Maknuune �é 	Kñ 	JºÓ, a large open lex-
icon for the Palestinian Arabic dialect. Maknu-
une has over 36K entries from 17K lemmas,
and 3.7K roots. All entries include diacritized
Arabic orthography, phonological transcription
and English glosses. Some entries are enriched
with additional information such as broken
plurals and templatic feminine forms, associ-
ated phrases and collocations, Standard Arabic
glosses, and examples or notes on grammar,
usage, or location of collected entry.

1 Introduction

Arabic is a collective of historically related vari-
ants that co-exist in a diglossic (Ferguson, 1959)
relationship between a Standard variant and geo-
graphically specific dialectal variants. Standard
Arabic (SA, új� 	®Ë@ �éJ
K. QªË@) is typically used to
refer to the older Classical Arabic (CA) used in
Quranic texts and pre-islamic poetry, all the way to
Modern SA (MSA), the official language of news
and culture in the Arab World. Dialectal Arabic
(DA) is classified geographically into regions such
as Egyptian, Levantine, Maghrebi, and Gulf. The
dialects, which differ among themselves and SA,
are the primary mode of spoken communication, al-
though increasingly they are dominating in written
form on social media. That said, DA has no official
prescriptive grammars or orthographic standards,
unlike the highly standardized and regulated MSA.
In the realm of natural language processing (NLP),
MSA has relatively more annotated and parallel re-
sources than DA; although there are many notable
efforts to fill gaps in all Arabic variants (Alyafeai
et al., 2022).

In this paper, we focus on Palestinian Arabic
(PAL), which is part of the South Levantine Ara-
bic dialect subgroup. PAL consists of several sub-
dialects in the region of Historic Palestine that vary
in terms of their phonology and lexical choice (Jar-
rar et al., 2016). PAL, like all other DA, has been

historically influenced by many languages, specifi-
cally, in its case, Syriac, Turkish, Persian, English
and most recently Modern Hebrew (Halloun, 2019),
as well as other Arabic dialects that came in interac-
tion with PAL after the Nakba. While this research
effort was originally motivated by the need to docu-
ment and preserve the cultural heritage and unique
identities of the various PAL sub-dialects, it has
expanded to cover PAL’s ever-evolving nature as a
living language, and provides a resource to support
research and development in Arabic dialect NLP.

Concretely, we present Maknuune �é 	Kñ 	JºÓ,1 a
large open lexicon for PAL, with over 36K entries
from 17K lemmas, and 3.7K roots.2 All entries
include diacritized Arabic orthography and phono-
logical transcription following Habash et al. (2018),
as well as English glosses. Important inflectional
variants are included for some lemmas, such as bro-
ken plural and templatic feminine. About 10% of
the entries are phrases (multiword expressions) in-
dexed by their primary lemmas. And about 67% of
the entries include MSA glosses, examples, and/or
notes on grammar, usage, or location of collected
entry. To our knowledge, Maknuune is the largest
open machine-readable dictionary for PAL. Maknu-
une is publicly viewable and downloadable.3

We discuss some related work in Section 2, and
highlight some PAL linguistic facts that motivated
many of our design choices in Section 3. Section 4
presents our data collection process and annotation
guidelines. We present statistics for our lexicon
and evaluate its coverage in Section 5.

1 �é 	Kñ 	JºÓ /maknūne/ is a PAL farming term that refers to an
egg intentionally left behind in a specific location to encourage
the chicken to lay more eggs in that location. We hope that the
lexicon will encourage other researchers and citizen linguists
to contribute to it.

2In this initial phase of Maknuune, we focus on the PAL
sub-dialects spoken in the West Bank, an area with dialectal
diversity across many dimensions such as lifestyle (urban,
rural, bedouin), religion, gender, and social class.

3www.palestine-lexicon.org
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2 Related Work

Linguistic Descriptions There are several lin-
guistic references describing various aspects of
PAL (Rice and Sa’id, 1979; Herzallah, 1990; Hop-
kins, 1995; Elihai, 2004; Talmon, 2004; Bassal,
2012; Cotter and Horesh, 2015). These are mostly
targeting academics and language learners. We
consulted many of these resources as part of devel-
oping our annotation guidelines.

Dialectal Corpora We can group DA corpora
based on the degree of richness in their annota-
tions. Some noteworthy examples of unannotated
or lightly annotated corpora of relevance include
the MADAR Corpus (Bouamor et al., 2018), com-
prising 2K parallel sentences spread across 25 di-
alects of Arabic, including PAL (Jerusalem variety)
and the NADI corpus for nuanced dialect identi-
fication (Abdul-Mageed et al., 2021). The Shami
Corpus (Abu Kwaik et al., 2018) includes 21K
PAL sentences, and the Parallel Arabic Dialect
Corpus (PADIC) contains 6.4K PAL sentences
(Meftouh et al., 2015). In the spirit of genre di-
versification and wider coverage across dialects, El-
Haj (2020) introduced the Habibi Corpus for song
lyrics, which comprises songs from many Arab
countries including all Levantine Arab countries.

Public and freely available morphologically an-
notated corpora are scarce for DA and often do not
agree on annotation guidelines. A notable anno-
tated dataset for PAL is the Curras corpus (Jarrar
et al., 2016), a 56K-token morphologically anno-
tated corpus. Other annotated Levantine dialect ef-
forts include the Jordan Comprehensive Contempo-
rary Arabic Corpus (JCCA) (Sawalha et al., 2019),
the Jordanian and Syrian corpora by Alshargi et al.
(2019), and the Baladi corpus of Lebanese Arabic
(Al-Haff et al., 2022).

We consulted some of the public corpora as part
of the development of Maknuune. However, most
of the above datasets are based on web scrapes,
which limits the amount of actual lemma coverage
that they could attain.

Dialectal Lexicons Examples of machine-
readable DA lexicons include the 36K-lemma
lexicon used for the CALIMA EGY fully inflected
morphological analyzer (Habash et al., 2012),
based on the CALLHOME Egypt lexicon (Gadalla
et al., 1997), and the 51K-lemma Egyptian Arabic
Tharwa lexicon (Diab et al., 2014), which provides
some morphological annotations.

The Palestinian Colloquial Arabic Vocabulary
comprises 4.5K entries including expressions (You-
nis and Aldrich, 2021), and the MADAR Lexicon
contains 2.7K entries dedicated to the Jerusalem
variety of PAL, including lemmas, phonological
transcriptions, and glosses in MSA, English and
French (Bouamor et al., 2018).

In addition to the above there are a number of
dictionaries for Levantine Arabic variants, e.g., Eli-
hai (2004) (9K entries and 17K phrases for PAL),
Halloun (2019) (for PAL), Freiha (1973) (ca. 5K
entries for Lebanese Arabic), and Stowasser and
Ani (2004) (15K entries for Syrian Arabic). These
resources include base lemma forms, occasional
plural forms, verb aspect inflections, and expres-
sions; however, none of them are available in a
machine-readable format, to the best of our knowl-
edge.

The lexicon presented in this work strives to be a
large-scale and open resource with rich entries cov-
ering phonology, morphology, and lexical expres-
sions, and with a wide-ranging coverage of PAL
sub-dialects. The lexicon may never be complete,
but by making it open to sharing and contribution,
we hope it will become central and useful to NLP
researchers and developers, as well as to linguists
working on Arabic and its dialects.

3 Linguistic Facts

In this section we present some general linguistic
facts about PAL and highlight specific challenging
phenomena that motivated many of our annotation
decisions.

3.1 Phonology and Orthography
Like all other DA, and unlike MSA, PAL has no
standard orthography rules (Jarrar et al., 2016;
Habash et al., 2018). In practice, PAL is primarily
written in Arabic script, and to a lesser extent in
Arabizi style romanization (Darwish, 2014). Some
of the variations in the written form reflect the
words’ phonology, morphology, and/or etymologi-
cal connections to MSA. Orthogonal and detrimen-
tal to the orthography challenge, PAL has a high
degree of variability within it sub-dialects in phono-
logical terms. We highlight some below, noting that
some also exist in other DA.

Consonantal Variables A number of PAL conso-
nants vary widely within sub-dialects. For example,
the voiceless velar stop /k/ is affricated to the palatal
/tsh/ in many PAL rural varieties (Herzallah, 1990),
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e.g., 	­J

�
» kayf ‘how’ appears as /k ee f/ (urban)

or /tsh ee f/ (rural).4 Similarly, the MSA voice-
less uvular stop /q/ in the word I.

�
Ê��̄ qal.b ‘heart’

is realized either as glottal stop /2 a l b/ in urban
dialects, as a voiceless velar stop /k a l b/ in rural
dialects, or a voiced velar stop /g a l b/ in Bedouin
dialects (Herzallah, 1990). It should be noted that
there are some exceptions that do not conform to
the above generalizations. For example, in Beit
Fajjar,5 the word �è �ñ�ê��̄ qah.waℏ ‘coffee’ typically
varying elsewhere as /{2,q,g,k} a h w e/ is realized
as /tsh h ee w a/. Moreover, some words do not
have varying pronunciations such as ÈA ��® �« ς .qaAl
/3 g aa l/ ‘Egal headband’.

Monophthongization Some PAL diphthongs
shift to different monophthongs in different loca-
tions. For example the /a y/ diphthong in qJ


��� šayx
/sh a y kh/ ‘Sheikh’ shifts often to /ee/ (/sh ee kh/),
but also to /ii/ (/sh ii kh/).6 Following the CODA*
guidelines for diacritizing DA (Habash et al., 2018),
we spell the /oo/ and /ee/ sounds using ñ�K aw and

ù

�K ay (without a sukun on the ð w or ø
 y), respec-

tively, e.g., Ðñ
�
» kawm /k oo m/ ‘pile’ and �I�
�K. bayt

/b ee t/ ‘house’.

Metathesis In some rural dialects in villages near
Tulkarem, Jenin and Ramallah, there are words
with consonant pairs within a syllable that appear
in a different order than is the norm in PAL, e.g., a
word like A�K. �Q�ê

�
» kah.rabaA /k a h r a b a/ ‘electricity’

realizes as /k a r h a b a/.

Epenthesis PAL exhibits systematic epenthesis
of the /i/ or /u/ sounds producing paired word al-
ternations such as /b a 3 d/ and /b a 3 i d/ for
YªK. ‘still;after’ or /kh u b z/ and /kh u b u z/ or

/kh u b i z/ (in different sub-dialects) for 	Q�. 	g ‘bread’.
We opted to use the fully epenthesized forms in the
lexicon, i.e., Yª� �K. baςid, 	Q��.

�	g xubuz, and 	Q�.�
�	g xubiz,

for the above mentioned examples.

4Arabic orthographic transliteration is presented in the
HSB Scheme (italics) (Habash et al., 2007). Arabic script
orthography is presented in the CODA* scheme, and Arabic
phonology is presented in the CAPHI scheme (between /../)
(Habash et al., 2018).

5A Palestinian town located 8 kilometers south of Bethle-
hem in the West Bank.

6In the Palestinian village of Ramadin, near Hebron in the
West Bank.

3.2 Morphology

Like other DA, PAL has a complex morphology em-
ploying templatic and concatenative morphemes,
and including a rich set of morphological features:
gender, number, person, state, aspect, in addition to
numerous clitics. We highlight some specific mor-
phological phenomena that we needed to handle.

Ta Marbuta The so-called feminine singular suf-
fix morpheme, or Ta Marbuta ( �è ℏ), is a morpheme
that can be used to mark feminine singular nomi-
nals, but that also appears with masculine singular
and plural nominals. Morphophonemically, it has
a number of forms in PAL that vary contextually.
First, in some PAL sub-dialects, the Ta Marbuta is
pronounced as /a/ when preceded by an emphatic
consonant, velars, and pharyngeal fricatives, e.g.,�é ��¢��. baT∼aℏ /b a t. t. a/ ‘duck’; otherwise it re-

alizes as /e/, e.g., �é ����.� bis∼iℏ /b i s s e/. In some
northern PAL dialects, the /e/ variant appears as /i/;
and in some southern PAL dialects, the distinction
is gone and all Ta Marbutas are pronounced /a/.
Second, the Ta Marbuta turns into its allomorph
/i t/ in Idafa constructions, e.g., /b i s s i t/ ‘the/a
cat of’. Finally, for some active participle deverbal
nouns, the Ta Marbuta realizes as /aa/ or /ii t/ when
followed by a pronominal object clitic, e.g., èA�J.

��KA
�
¿

kaAt.baAh /k aa t b aa (h)/ or é��J��
J.�
��KA
�
¿ kaAt.biy.tuh or

/k a t b ii t u (h)/ ‘she wrote it’.

Complex Plural Forms Besides the common
use of broken plural (templatic plural) in DA, we
encountered cases of blocked plurals where a typi-
cal sound plural or templatic plural is not generated
because another word form is used in its place
(Aronoff, 1976). One example from Ramadin, is
the plural form of the word É��J
 �« ςay∼il /3 a y y i l/
‘child [lit. dependent]’, which is blocked by the
word form

	¬ñ �ª �	� D.ςuwf /dh. 3 uu f/ ‘children [lit.
weaklings]’.

3.3 Syntax

Previous research on Arabic dialects reveals that
the syntactic differences between these dialects are
considered to be minor compared to the morpho-
logical ones (Brustad, 2000). One particular chal-
lenging phenomenon we encountered is a class
of nouns used in adjectival constructions, but vi-
olating noun-adjective agreement rules, which in-
volve gender, number and rationality (Alkuhlani
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and Habash, 2011). For instance, the word �é �	jJ
 	k�
xiyxaℏ /kh ii kh a/ ‘weak/lame’ does not typically
agree with the nouns it modifies unlike a normal ad-
jective such Q�
J.�

�
» k.biyr /k b ii r/ ‘old [human]/large

[nonhuman]’. So, the words �è �PA��J
�� siy∼aAraℏ ‘car

[f.s.]’, ��Q �« ςurus ‘wedding [m.s.]’, and �A�	K naAs

‘people [m.p]’ can all be modified by �é �	jJ
 	k� xiyxaℏ;

however, they need three different forms of Q�
J.�
�
»

k.biyr: �èQ��
J.�
�
» k.biyriℏ, Q�
J.�

�
» k.biyr, and PA�J.

�
» k.baAr,

respectively. We mark the POS of such nominals
as ADJ/NOUN in our lexicon, as it is a class that
deserves further study.

3.4 Figures of Speech and Multiword
Expressions

PAL has a rich culture of figures of speech and mul-
tiword expressions (compounds, collocations, etc.)
that has not been well documented. We highlight
some phenomena that we cover in Maknuune.

Collocations As part of working on Maknuune,
we encountered numeorus collocations (words that
tend to co-occur with certain words more often
than they do with others). For example, the verbs
used for trimming off the tough ends of some veg-
etables vary based on the vegetable: AJ
�

�ÓA�K. ©
��Ò ��®�K


/y Q a m m i 3 # b aa m y e/ ‘trim off the
tough ends of okra’, A�J


�
Ëñ ��A�	̄ Ð ��Q ��®�K
 /y q a r r i m

# f aa s. uu l y a/ ‘trim off the tough ends of green

beans’, H. ñ
��
º �« I.

��
º �ª�K
 /y 3 a k k i b # 3 a k k uu b/

‘remove the thorns from artichoke (Gundelia)’, and�è �P �	X 	­£� �Q �¢��
 /y t. a r t. i f # D u r a/ ‘cut the blossom
ends of the maize stalks’.

Compounds We encountered many composi-
tional and non-compositional compounds. Exam-
ples include Q �	® �� 	P@ �ñ �k. jawaAz safar /J a w aa z
# s a f a r/ ‘[lit. permission-of-travel, passport]’,
which is also used in MSA. Some words appear in
many compounds with a wide range of meaning,
e.g., the word �I�
�K. bayt ‘[lit. house]’ appears in
compounds referring to celebrations, funerals, bath-
rooms, and whether or not a family has children
(see the examples in Table 3).

Synecdoches It has been widely observed that
PAL speakers use synecdoches7 in their dialects

7A figure of speech in which a term for a part of something
is used to refer to the whole, or vice versa.

(Seto, 1999). Examples include the use of Ñm�
�Ì Ðñ

�
»

/k oo m # l a 7 i m/ ‘[lit. a pile of meat]’, and
���
K.� A

�J.
�
» /k a b aa b ii sh/ ‘[lit. plural of hair]’ to

mean ‘children’.

Euphemisms PAL speakers use many eu-
phemistic expressions. For example, in some vil-
lages in Nablus, the expression ú

��	æ�î��E Ðñ�K
 /y oo m #
t h a n n a/ ‘[lit. the day he felt happy]’ to mean
‘the day he passed away’. In other areas in the West
Bank, the phrase �éÖ�ß
Q�

�
» é�	JJ
 �« /3 ee n o # k a r ii m e/

‘[lit. his eye is generous]’ to mean ‘one-eyed’; and
the phrase ú


�æ�
�
Ë A �	g �I�
�K. /b ee t # kh aa l t i/ ‘[lit. my

aunt’s house]’ means ’prison’.

4 Methodology

In this section, we discuss the methodology we
adopted in data collection for Maknuune, as well as
the guidelines we followed for creating the lexicon
entries.

4.1 Data Sources

The current work spans over five years of effort,
and a large number of volunteering informants, lin-
guistics students, and citizen linguists (over 130
people). The data was collected from many differ-
ent sources.

First are interviews with (mostly but not en-
tirely) elderly people who live in rural areas such as
villages and towns or in refugee camps in the West
Bank. The researchers went to the field and met
with several people. They attended several social
gatherings and participated in different events, e.g.
weddings, funerals, field harvests, traditional cook-
ing sessions, sewing, etc. They asked the language
users several questions pertaining to the following
themes: weddings, funerals, occupations, illnesses,
cooking traditional dishes, plants, animals, myths,
games, weather terms, tools and utensils, etc. They
were particularly interested in documenting terms
and expressions that are used mainly by the old
generation.

Secondly, to achieve the needed balance in the
lexicon, the researchers consulted an in-house bal-
anced corpus, that contains ∼40,000 words. The
corpus comprises data that was transcribed from
several recorded conversations that revolve around
the same themes as above, written chats and texts,
and some internet material (both written and spo-
ken). Common words including verbs, adjectives,
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adverbs, and function words (e.g., prepositions,
conjunctions, particles) were taken from the bal-
anced corpus. At a later stage in the development
of Maknuune, we consulted with the Curras Corpus
(Jarrar et al., 2016) to identify additional missing
lemmas, with limited yield. We compare to Curras
in terms of coverage in Section 5. All of the above
was also supplemented by methodical rounds of
well-formedness checking to improve consistency
across all fields, i.e., diacritization, transcription,
root validity, etc.

Finally, in addition to the previous two methods,
the researchers employed their linguistic intuition
skills, knowledge of Palestinian Arabic (as native
speakers) and the knowledge of the language users
to provide additional word classes and multiword
expressions that are associated with the existing
lemmas.

It should be noted that whether an MSA lemma
cognate of a PAL lemma (with similar or exact pro-
nunciation, or meaning) exists was not considered
a factor in including the PAL lemma in the lexicon.
We focused on creating a representative sample of
PAL including all its sub-dialects.

4.2 Lexical Entries

Each entry in the Maknuune lexicon consists of six
required and three optional fields. The six required
fields are the Root, Lemma, Form, Transcription,
POS & Features, and English Gloss. The optional
fields are the MSA Gloss, Example and Notes.
Figure 1 presents an example of a number of entries
coming from the same root.

4.2.1 Root, Lemma, and Form
The Root, Lemma and Form represent three de-
grees of morphological abstraction. The root in
Arabic in general is a templatic morpheme that in-
terdigitates with a pattern or template to form a
word stem that can then be inflected further. Roots
are very abstract representations that broadly de-
fine the morphological family a word belongs to at
the derivational and inflectional level. Lemmas on
the other hand are abstractions of the inflectional
space that is limited by variations in the morpho-
logical features of person, gender, number, aspect,
etc. Lemmas are the central entries of the lexi-
con. Forms are base words (i.e., without clitics)
that are inflected in a specific way. We follow the
same general guidelines of determining lemmas
as used in large Arabic morphological analyzers
(Graff et al., 2009; Habash et al., 2012; Khalifa

et al., 2017). There are of course some construc-
tions that have grammaticalized into new lemmas,
e.g., 	àA ��� �« ςašaAn can be treated as the noun 	àA ���
šaAn ‘situation;status’ with a proclitic, or the sub-
ordinating conjunction meaning ‘because’.

For nouns and adjectives, we provide the lemma
in the masculine singular form, unless it is a fem-
inine form that does not vary in gender, in which
case it is provided in the feminine singular. Very in-
frequently, some nouns only appear in plural form,

which become their lemma, e.g. ú
«� @
�ð
�

@ ÂawaAςiy

/2 a w aa 3 i/ ‘clothes’. We do not list the sound
plural and sound feminine inflections of nouns and
adjectives. However, broken plurals and templatic
feminine forms are provided and linked through
the same lemma as the singular form.

For verbs, we provide the lemmas in the third
masculine singular perfective form as is normally
done in Arabic lexicography. We provide three
forms linked to the lemma: the third masculine
singular perfective, the third masculine singular
imperfective, and the second person masculine im-
perative (command) forms. These are provided
for completeness to identify the basic verbal inflec-
tional paradigm (albeit, not completely).

These three representations are provided in Ara-
bic script. Since PAL does not have an official
standard orthography, we intentionally decided to
follow the Conventional Orthography for Dialectal
Arabic (CODA*) (Habash et al., 2018). In addition
to being used in developing Curras (Jarrar et al.,
2016), CODA* has been adopted by a website for
teaching PAL to non-native speakers.8

4.2.2 Transcription with CAPHI++
One of CODA*’s limitations is that it abstracts over
some of the phonological variations. As such, we
follow the suggestions by Habash et al. (2018) to
use a phonological representation, CAPHI, to indi-
cate the specific phonology of the entries. CAPHI,
which stands for Camel Phonetic Inventory is in-
spired by the International Phonetic Alphabet (IPA)
and Arpabet (Shoup, 1980), and is designed to only
use characters directly accessible on the common
keyboard to ease the job of annotators.

Owing to the phonological variations that are
found in PAL, we extended CAPHI’s symbol set
with cover phonemes that represent a number of
possible interchangeable phones. We call our ex-
tended set CAPHI++. Table 2 presents the new 9

8https://www.palestinianarabic.com/
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ت�ف�ح �ح ��ُّ� �ح ��ُّ� �ح ��ُّ� �ح أ�� �� رح �����  ���� ��ُّ� ����

ت�ف�ح �َ�� ��ُّ� �َ�� ��ُّ� �َ�� ��ُّ� �� �َ�� ��ن ا���� ��ا�� ����وَ�ِ� �ُّ��
���� ��ودة

ت�ف�ح �َ�� ��ُّ� ��ِ��َ�َ�

ت�ف�ح �َ�� ��ُّ� �ِ�� آدمَ ��ُّ� �ِ�� آدم ��ي؟ ��ي ���� إ�� ��ُّ� ����
أر�� ��� و�� �� ����� ا��������

ت�ف�ح �ِ ��َّ��ْ �ِ ��َّ��ْ �ُ��َ� و��ِّ� و���� ْ��َّ�ِ� و������ ���� ا�� ا���

ت�ف�ح � ��َّ� � ��َّ� ���� �ُ��َ� و��ِّ� � و���� ��� ا�����ة� ������ا؟ ��َّ�

ت�ف�ح � ��َّ� �ِِ�َّ��

ت�ف�ح � ��َّ� �ِ�َّ�

Root Lemma Form Transcription POS:Features English MSA Example Notes         

(a) t u f f aa 7 NOUN:MS apples Collective Noun

(b) t u f f aa 7 a NOUN:FS apple Unit Noun

(c) t a f a f ii 7 NOUN:P apple

(d) t u f f aa 7 i t #
2 aa d a m NOUN:PHRASE Adam's apple

(e) m t a f f i 7 ADJ:MS reddish and healthy

(f) t a f f a 7 VERB:P turn reddish and healthy

(g) y t a f f i 7 VERB:I turn reddish and healthy

(h) t a f f i 7 VERB:C turn reddish and healthy

8

Table 1: Eight entries from Maknuune that share the same root, and are paired with four distinct lemmas.

�َ�ل

ذِ��

�ل رِ�ّ�

ذَ�ْ�

ّ ��ِ

�َ�رْةَ

�ّ�ُ أ�

��َ�

���ِ

CAPHI++ CAPHI
CAPHI

Transcription CODA
CAPHI++

Transcription

Q k q 2 g k aa l / q aa l /
2 aa l / g aa l Q aa l

D d dh d ii b # dh ii b D ii b

J j dj r i j j aa l # r i dj dj aa l r i J J aa l

Z z dh z a n b / dh a n b Z a n b

T t th t i m m / th i m m T i m m

S s th th a w r a / s a w r a S a w r a

Z. z. dh. 2 a z. u n n / 2 a dh. u n n 2 a Z u n

D. d. dh. b ee d. / b ee dh. b ee D.

K k tsh k ee f / tsh ee f K ee f

Table 2: The CAPHI++ symbols set and its expanded
CAPHI symbols, with examples.

symbols we introduced. All of these symbols are to
be presented in upper case, while normal CAPHI
symbols are in lower case. The new CAPHI++ sym-
bols represent specific sets of mostly two variants
in common use in different PAL sub-dialects. For
example, instead of including four entries for the
word Õ

�
Î
��̄

qalam (/q a l a m/, /k a l a m/, /2 a l a m/,
/g a l a m/), we only provide one form (/Q a l a m/).
Exceptional usages that do not conform to the spe-
cific generalizations of the CAPHI++ cover sym-
bols are listed independently, e.g., a second entry
for the above example is provided for the Beit Faj-
jar pronunciation of /tsh a l a m/.

We acknowledge that the transcriptions provided
may not represent the full breadth of PAL sub-
dialects. We make our resource open so that addi-
tional forms and variants can be added in the future,
as needed.

4.2.3 POS and Features
The analysis cell in every entry indicates the POS
and features of the word form. We use 35 POS tags
based on a combination of previously used POS
tagsets in Arabic NLP (Graff et al., 2009; Pasha
et al., 2014; Khalifa et al., 2018). Our closest rel-
ative is the tagset used by (Khalifa et al., 2018)
for work on Emirtai Arabic annotation. See the
full list of POS tags in Table 6 in Appendix A.
However, we extend their POS list with three tags:
ADJ/NOUN (for adjectives with exceptional agree-
ment), NOUN_ACT (active participle deverbal
noun), and NOUN_PASS (passive participle de-
verbal noun).

For features, we use MS (masculine singular),
FS (feminine singular), and P (plural) for nom-
inals, and P (perfective), I (imperfective) and C
(command) for third masculine singular verb forms
only.

4.2.4 Phrases
In addition to basic word forms, we overload the
use of the form cells to list phrases (multiword
expressions, collocations, and figures of speech)
that are paired with the lemma. In such cases, the
POS:Features cell is given the POS of the lemma,
with the extension PHRASE, e.g., line (d) in Ta-
ble 1, and Table 3.

4.2.5 Glosses, Examples and Notes
We provided the English gloss equivalents of all
the PAL words. The MSA gloss was provided
for about a third of the entries at the time of writ-
ing. In cases where no single word in MSA or En-
glish can encode a culturally specific concept, the
annotators translated the whole situation/concept.
For example, in Ramadin, there are two words for

136



ب�ي�ت ��َ� �َ�� �َْ��يِ

ب�ي�ت ��َ� �َ�� �َ�ْ�َ�ن

ب�ي�ت ��َ� �ن �َ�� رُ�ّ�

ب�ي�ت ��َ� �ِّ�َ��ْ ��َ�

ب�ي�ت ��َ� �َ�� �َ�اَب ��ك ��دي ����� �َ��ُ� �َ�اَب، ا��� �� أ�
���� و��د

ب�ي�ت ��َ� �ِ��َ� ��َ�

ب�ي�ت ��َ� �َ�� �َ�ْ�اَن

ب�ي�ت ��َ� ��ِ �َ�� أ� َ��َ�زةَ ������ �َ�� أِ�� �����؟

ب�ي�ت ��َ� ��َ� �َ��ِْ� ��ا ا��ا�� �� ���� �� ��ِ��� �َ�� �������م

ب�ي�ت ��َ� ��َ� �ّ�ِ ّ�� ���لِ � ر ��ِ ���� ���� أ���ز و��ة ������ ��ي إ
��َ�

ب�ي�ت ��َ� �َ�� ا�َ��رجِ �م �ّ �� ّ�� ��وح ��� ا��� �َ�� ا���رج �� ��� �� ��
�����ت زي ���

ب�ي�ت ��َ� �َ�� ا��َّ� �م �ّ �� وديِّ ا���� ��َ�� ا���

ب�ي�ت ��َ� �ِ�ْ��َ� ��َ� �ِ��ِ ��ن ���ي ���ار ��� ��َ�� �َ��ْ�ِ�
������

ب�ي�ت ��َ� �َ�� ا��ُ��ِ� ���ن ���م ������ ����� ز�� ����ة �� �َ�� ا��ُ��ِ�

Root Lemma Form Transcription POS:Features English MSA Example

b ee t # m a D. w i NOUN:PHRASE the parents have many children,
especially males

b ee t # m a l y aa n NOUN:PHRASE the parents have many children

b ee t # r u m m aa n NOUN:PHRASE the parents have many children

b ee t # m 3 a t t i m NOUN:PHRASE
there are no children at all in the
house # the parents did not give
birth to any children

b ee t # kh a r aa b NOUN:PHRASE
all of the children are females #
there are no male children in the
house

b ee t # 3 aa m i r NOUN:PHRASE a house that is full of gatherings and
happy celebrations

b ee t # 3 a m r aa n NOUN:PHRASE a house that is full of gatherings and
happy celebrations

b ee t # 2 a J i r NOUN:PHRASE funeral

y i f t a 7 # b ee t NOUN:PHRASE pay for the necessaties and needs of
a family

s i t t # b ee t NOUN:PHRASE housewife # the wife who can cook
and clean the house very well

b ee t # 2 i l kh aa r i J NOUN:PHRASE bathroom

b ee t # 2 i l m a. y y NOUN:PHRASE bathroom

b ee t # kh aa l t i NOUN:PHRASE prison

b ee t # i l m oo n e NOUN:PHRASE pantry

Table 3: Examples of NC compounds in Maknuune for the lemma �I�
�K. ‘house’.

‘baby camel’ depending on its age: Èñ
�
Ë �	X ðaluwl

/dh a l uu l/, ‘barely a few days old’ and Q��K
 �ñ �k
H.way∼ir /7 w a y y i r/ ‘around 14-15 months
old’. Another complex example is the word Õæ
j.�

�
Ê��K

tal.jiym /t a l J ii m/ ‘[lit. harnessing or bridling]’
which can refer also to ‘reciting some verses from
the Quran (Surat Al-Takweer, Ayat Al-Kursi or
Surat Al-Hashr) on a razor or a thread and closing
the razor or tying the thread and leaving them aside
until a lost or missing riding animal has returned
home.’

Finally, we provide usage examples for some
entries, as well as grammatical or collection notes.
Notes vary in type from Collective Noun and Col-
lected near Nablus, to Vulgar.

5 Coverage Evaluation

We approximate the coverage of our lexicon by
comparing it with the Curras corpus (Jarrar et al.,
2016), the largest resource available for PAL.9

Since Curras is a corpus and our resource is a lex-
icon, the analysis is carried out in such a way to
account for that difference. We present next some

9Al-Haff et al. (2022) describe a revised version of that
corpus, but it was not made available at the time of writing.

POS Type
Unique
lemma:POS Entries Forms Phrases

Nominals
Verbs
Other
Proper & Foreign
Total 17,369 36,302 32,759 3,543

10,871 16,258 13,449 2,809
6,179 19,622 18,982 640
254 324 263 61
65 98 65 33

Table 4: POS type and entry statistics in Maknuune.

high-level corpus statistics and then a detailed com-
parison between Maknuune and Curras. Then, we
provide some comparison between Maknuune and
the lexicons of two morphological analyzers for
MSA and EGY.

5.1 Maknuune & Curras Statistics
Maknuune POS Types Table 4 shows some
basic statistics about Maknuune, dividing entries
across four basic POS types (see Table 6). Maknu-
une has about three times more verb entries than
verb lemmas, reflecting the fact that almost each
verb appears in all three aspects (perfective, imper-
fective, and command) in third person masculine
singular form. Similarly for nominals (nouns, ad-
jectives, etc.), the ratio of 1.2 forms per lemma
reflects the inclusion of plural entries for many
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Statistics Maknuune
Curras
Lexicon

All
Entries

Inflected
Forms

Phrases

All entries 36,302 16,067
Unique lemma:POS 17,369 8,448
Unique lemma:POSType 17,083 8,161
Unique lemmas 16,821 7,925
Unique POS 35 33
Unique roots 3,703
Entries per root 9.6
Unique lemma:POS per root 4.5

All inflected forms 32,759 16,067
Unique POS:features 76 224

All phrase entries 3,543
Unique POS 25

Table 5: Side-by-side view of the statistics of both
Maknuune and the lexicon extracted from Curras.

nominals. Phrasal entries account for 10% of all
Maknuune entries, and close to three quarters of
them are associated with nominals (63% of all lem-
mas).

The Curras Lexicon In order to compare
Maknuune with Curras, we extract a lexicon, hence-
forth Curras Lexicon, out of the Curras corpus by
uniquing its entries based on lemma, inflected form,
POS, and grammatical features (for Curras, aspect,
person, gender, and number). We compare the Cur-
ras Lexicon to Maknuune in Table 5.

Firstly, Curras does not include roots; and al-
though it is a corpus, it does not identify phrases
in the way Maknuune does. As such, we do not
compare them in those terms in Table 5.

Secondly, by virtue of being a lexicon, Maknu-
une possesses more unique lemmas, weighing
in at 17,369 lemmas taking POS into account
(lemma:POS), while the total number of inflected
forms is at 32,759, both of which are about 50%
more than in the Curras Lexicon. This clearly show-
cases Maknuune’s richness in terms that go beyond
the day-to-day language that one sees frequently
in corpora like Curras. In contrast, Curras being a
corpus, its extracted lexicon showcases a greater in-
flectional coverage with 224 unique word analyses
as opposed to 76 for Maknuune.

Finally, as inferable from the difference between
the number of unique lemmas and lemma:POS,
548 lemmas are associated to more than one POS
in Maknuune.

5.2 Corpus Coverage Analysis

In the interest of estimating how well our lexicon
would fare with real-world data, we perform an
analysis between the Curras and Maknuune lem-
mas, to see how many of the Curras lemmas Maknu-
une actually covers. From an initial investigation,
we note that there are numerous minor differences
that need to be normalized to ensure a more mean-
ingful evaluation. As such, we first pre-process all
lemmas (in both lexicons) by stripping the 	àñº�
sukun diacritic, stripping all the �éj�J 	̄ diacritics that

appear before a @ A, converting the É�ð �è 	QÒë
�
@ Ä to

@ A, and stripping the �èQå�» (i) and �éj�J 	̄ (a) diacrit-

ics if they appear before �è ℏ. We then compare all
the annotated lemma:POSType in Curras (56,004
tokens and 8,315 normalized types) to the lemmas
in Maknuune.

We exclude 12,673 (23%) of the tokens pertain-
ing to punctuation, digits and proper noun POS,
none of which were especially targeted by Maknu-
une. Of the remaining 43,331 entries, 49% have
exact match in Maknuune. We sample 10% of the
unique entries with no exact match (433 types and
1,965 tokens), and manually annotate them for their
mismatch class. We found that 74% of all the sam-
pled types (80% in tokens) are actually present in
Maknuune, but with slight differences in orthogra-
phy mainly in the presence or absence of diacritics
but also some spelling conventions. For about 20%
of sampled types (17% in tokens), the lemma type
is not one that we targeted such as foreign words
and proper nouns that are differently labeled in
Curras, or MSA words. Finally, 6% of sampled
types (3% in tokens) are entries that are admittedly
missing in Maknuune and can be added.

This suggests that we have very good cover-
age although the annotation errors and differences
make it less obvious to see. A simple projected
estimate assuming that our 10% sample is repre-
sentative would suggest that Maknuune’s coverage
of Curras’ lexical terms (other than proper nouns
and punctuation) is close to 94% (97% in token
space); however a full detailed classification would
be needed to confirm this projection.

5.3 Overlap with MSA and EGY

In this section we conduct an evaluation similar to
the one carried out in Section 5.2 but with an MSA
lexicon (CalimaMSA), and an Egyptian Arabic lex-

138



icon (CalimaEGY ).10 The analysis reveals that
44% of Maknuune overlaps with CalimaMSA at the
lemma:POSType level (63% if all entries are dedia-
critized),11 and that 49% of Maknuune overlaps
similarly with CalimaEGY (75% dediacritized).
Taking into account that Maknuune spelling fol-
lows the CODA* guidelines, the analysis sug-
gests that the 37% of Maknuune lemma:POSTypes,
which do not exist in the MSA lexicon we used,
are heavily dialectal. The overlap with EGY is
predictably higher, and the 25% of Maknuune
lemma:POSTypes (dediacritized) not existing in
EGY highlights the differences between the two
dialects despite their many similarities.

5.4 Observations on Lexical Richness and
Diversity

The quantitative analyses we presented above allow
us to see the big picture in terms of lexical richness
and diversity in Maknuune and its complementarity
to existing resources. However, we acknowledge
that such an approach misses a lot of details that are
collapsed or lost when ignoring subtle differences
in semantics, phonology and morphology.

We first point at homonyms showing semantic
changes and spread, such as ø �ð

�
@ /2 aa w a/ which

is ‘thread a needle’ in PAL and ‘shelter sb’ in both
MSA and PAL, �¡��. /b a t. t./ which means ‘very
small olives that people find hard to pick’ in some
villages in Palestine and ‘ducks’ in both MSA and
PAL, and �èQ 	k

�
@ /2 aa kh r e/ which means ‘desserts’

in Nablus and ‘the Day of the Judgment’ in both
MSA and PAL, albeit with a different pronuncia-
tion. Clearly, additional entries are needed to mark
these difference.

Furthermore, the majority of the entries in
Maknuune are actually pronounced differently
from MSA even if spelled the same without di-
acritics and thus warrant entries of their own, with
clear phonological specifications.

Finally, if we consider morphology (which is
not modeled here per se), many PAL lemmas that
have MSA lemma cognates are actually inflected
differently, e.g.,

�Y�Ó mad∼ ‘extend;stretch’ (in PAL

10For MSA, we compared with the
calima-msa-s31_0.4.2.utf8.db version
(Taji et al., 2018) based on SAMA (Graff et al.,
2009) and for EGY we only compared to the
calima-egy-c044_0.2.0.utf8.db based on
Habash et al. (2012). For EGY, only CALIMA analyses entries
are selected.

11The shadda (∼) is not included in dediacritization.

and MSA), has different inflections for some parts
of the paradigm: the 2nd person masculine plural is
@ñ�JK


��Y�Ó mad∼aytuwA in PAL and Õç��' �X �Y�Ó madad.tum
in MSA. Hence, each lemma in our lexicon heads
a morphological paradigm which differs from its
MSA counterpart.

6 Conclusion and Future Work

We presented Maknuune, a large open lexicon for
the Palestinian Arabic dialect. Maknuune has over
36K entries from 17K lemmas, and 3.7K roots.
All entries include Arabic diacritized orthogra-
phy, phonological transcription and English glosses.
Some entries are enriched with additional infor-
mation such as broken plural and templatic fem-
inine forms, associated phrases and collocations,
Standard Arabic glosses, and examples or notes on
grammar, usage, or location of collected entry.

In the future, we plan to continue to expand
Maknuune to cover more PAL sub-dialects, more
entries, and richer annotations, in particular for lo-
cations of usage, and morpholexical features such
as rationality. We hope that by making it public,
more researchers and citizen linguists will help en-
rich it and correct anything missing in it.

We also plan to make use of Maknuune as part
of the development of larger resources and tools for
Arabic NLP. The phonological transcriptions can
be helpful for work in speech recognition and the
morphological information for developing morpho-
logical analyzers and POS taggers. Furthermore,
we plan to utilize Maknuune to develop pedagogi-
cal applications to help teach PAL to non-Arabic
speakers and to children of Palestinians in the dias-
pora.

Acknowledgments

We would like to thank Prof. Jihad Hamdan,
Muhammed Abu Odeh, Adnan Abu Shamma, Issra
Ghazzawi and Kazem Abu-Khalaf for the helpful
discussions.

References

Muhammad Abdul-Mageed, Chiyu Zhang, AbdelRahim
Elmadany, Houda Bouamor, and Nizar Habash. 2021.
NADI 2021: The second nuanced Arabic dialect iden-
tification shared task. In Proceedings of the Sixth Ara-
bic Natural Language Processing Workshop, pages
244–259, Kyiv, Ukraine (Virtual). Association for
Computational Linguistics.

139

https://aclanthology.org/2021.wanlp-1.28
https://aclanthology.org/2021.wanlp-1.28


Kathrein Abu Kwaik, Motaz Saad, Stergios Chatzikyr-
iakidis, and Simon Dobnik. 2018. Shami: A cor-
pus of Levantine Arabic dialects. In Proceedings of
the Eleventh International Conference on Language
Resources and Evaluation (LREC 2018), Miyazaki,
Japan. European Language Resources Association
(ELRA).

Karim Al-Haff, Mustafa Jarrar, Tymaa Hammouda, and
Fadi Zaraket. 2022. Curras + Baladi: Towards a Lev-
antine Corpus. In Proceedings of the Language Re-
sources and Evaluation Conference, pages 769–778,
Marseille, France. European Language Resources
Association.

Sarah Alkuhlani and Nizar Habash. 2011. A Corpus for
Modeling Morpho-Syntactic Agreement in Arabic:
Gender, Number and Rationality. In Proceedings of
the Conference of the Association for Computational
Linguistics (ACL), Portland, Oregon, USA.

Faisal Alshargi, Shahd Dibas, Sakhar Alkhereyf, Reem
Faraj, Basmah Abdulkareem, Sane Yagi, Ouafaa
Kacha, Nizar Habash, and Owen Rambow. 2019.
Morphologically annotated corpora for seven Arabic
dialects: Taizi, sanaani, najdi, jordanian, syrian, iraqi
and Moroccan. In Proceedings of the Fourth Arabic
Natural Language Processing Workshop, pages 137–
147, Florence, Italy. Association for Computational
Linguistics.

Zaid Alyafeai, Maraim Masoud, Mustafa Ghaleb, and
Maged S. Al-shaibani. 2022. Masader: Metadata
sourcing for Arabic text and speech data resources.
In Proceedings of the Language Resources and Eval-
uation Conference, Marseille, France.

Mark Aronoff. 1976. Word formation in generative
grammar. Linguistic Inquiry, Monograph one, The
MIT press.

Ibrahim Bassal. 2012. Hebrew and Aramaic Substrata
in Spoken Palestinian Arabic. Mediterranean Lan-
guage Review, 19:85–104.

Houda Bouamor, Nizar Habash, Mohammad Salameh,
Wajdi Zaghouani, Owen Rambow, Dana Abdul-
rahim, Ossama Obeid, Salam Khalifa, Fadhl Eryani,
Alexander Erdmann, and Kemal Oflazer. 2018. The
MADAR Arabic Dialect Corpus and Lexicon. In Pro-
ceedings of the Language Resources and Evaluation
Conference (LREC), Miyazaki, Japan.

Kristen Brustad. 2000. The Syntax of Spoken Arabic: A
Comparative Study of Moroccan, Egyptian, Syrian,
and Kuwaiti Dialects. Georgetown University Press.

William Cotter and Uri Horesh. 2015. Sociolinguis-
tics of Palestinian Arabic. Encyclopedia of Arabic
Language & Linguistics.

Kareem Darwish. 2014. Arabizi Detection and Con-
version to Arabic. In Proceedings of the Workshop
for Arabic Natural Language Processing (WANLP),
pages 217–224, Doha, Qatar.

Mona T Diab, Mohamed Al-Badrashiny, Maryam
Aminian, Mohammed Attia, Heba Elfardy, Nizar
Habash, Abdelati Hawwari, Wael Salloum, Pradeep
Dasigi, and Ramy Eskander. 2014. Tharwa: A Large

Scale Dialectal Arabic-Standard Arabic-English Lex-
icon. In Proceedings of the Language Resources and
Evaluation Conference (LREC), pages 3782–3789,
Reykjavik, Iceland.

Mahmoud El-Haj. 2020. Habibi - a multi dialect multi
national Arabic song lyrics corpus. In Proceedings of
the 12th Language Resources and Evaluation Confer-
ence, pages 1318–1326, Marseille, France. European
Language Resources Association.

Yohanan Elihai. 2004. The olive tree dictionary: A
transliterated dictionary of conversational Eastern
Arabic (Palestinian). Minerva Jerusalem.

Charles F Ferguson. 1959. Diglossia. Word, 15(2):325–
340.

Anis Freiha. 1973. Dictionary of Non-Classical Voca-
bles in the Spoken Arabic of Lebanon. Librairie du
Liban.

Hassan Gadalla, Hanaa Kilany, Howaida Arram, Ashraf
Yacoub, Alaa El-Habashi, Amr Shalaby, Krisjanis
Karins, Everett Rowson, Robert MacIntyre, Paul
Kingsbury, David Graff, and Cynthia McLemore.
1997. CALLHOME Egyptian Arabic transcripts
LDC97T19. Web Download. Philadelphia: Linguis-
tic Data Consortium.

David Graff, Mohamed Maamouri, Basma Bouziri,
Sondos Krouna, Seth Kulick, and Tim Buckwal-
ter. 2009. Standard Arabic Morphological Analyzer
(SAMA) Version 3.1. Linguistic Data Consortium
LDC2009E73.

Nizar Habash, Fadhl Eryani, Salam Khalifa, Owen
Rambow, Dana Abdulrahim, Alexander Erdmann,
Reem Faraj, Wajdi Zaghouani, Houda Bouamor,
Nasser Zalmout, Sara Hassan, Faisal Al shargi,
Sakhar Alkhereyf, Basma Abdulkareem, Ramy Es-
kander, Mohammad Salameh, and Hind Saddiki.
2018. Unified guidelines and resources for Ara-
bic dialect orthography. In Proceedings of the Lan-
guage Resources and Evaluation Conference (LREC),
Miyazaki, Japan.

Nizar Habash, Ramy Eskander, and Abdelati Hawwari.
2012. A Morphological Analyzer for Egyptian Ara-
bic. In Proceedings of the Workshop of the Special
Interest Group on Computational Morphology and
Phonology (SIGMORPHON), pages 1–9, Montréal,
Canada.

Nizar Habash, Abdelhadi Soudi, and Tim Buckwalter.
2007. On Arabic Transliteration. In A. van den
Bosch and A. Soudi, editors, Arabic Computational
Morphology: Knowledge-based and Empirical Meth-
ods, pages 15–22. Springer, Netherlands.

Moïn Halloun. 2019. An etymological lexicon of for-
eign words in Palestinian Arabic : Arabic-Arabic-
English : the influence of Greek, Pahlavi, Latin,
Persian Syriac, Ottoman language and modern lan-
guages in the Palestinian dialect. Bethlehem: Beth-
lehem University, The Institute of Oral Cultural Her-
itage of the Palestinians.

Rukayyah S Herzallah. 1990. Aspects of Palestinian
Arabic phonology: A nonlinear approach. Cornell
University.

140

https://aclanthology.org/L18-1576
https://aclanthology.org/L18-1576
https://aclanthology.org/2022.lrec-1.82
https://aclanthology.org/2022.lrec-1.82
https://doi.org/10.18653/v1/W19-4615
https://doi.org/10.18653/v1/W19-4615
https://doi.org/10.18653/v1/W19-4615
https://arbml.github.io/masader/
https://arbml.github.io/masader/
https://aclanthology.org/2020.lrec-1.165
https://aclanthology.org/2020.lrec-1.165


Simon Hopkins. 1995. sarār "pebbles" — A Canaanite
Substrate Word in Palestinian Arabic. Zeitschrift für
arabische Linguistik, (30):37–49.

Mustafa Jarrar, Nizar Habash, Faeq Alrimawi, Diyam
Akra, and Nasser Zalmout. 2016. Curras: an anno-
tated corpus for the Palestinian Arabic dialect. Lan-
guage Resources and Evaluation, pages 1–31.

Salam Khalifa, Nizar Habash, Fadhl Eryani, Ossama
Obeid, Dana Abdulrahim, and Meera Al Kaabi. 2018.
A morphologically annotated corpus of Emirati Ara-
bic. In Proceedings of the Language Resources and
Evaluation Conference (LREC), Miyazaki, Japan.

Salam Khalifa, Sara Hassan, and Nizar Habash. 2017.
A morphological analyzer for Gulf Arabic verbs. In
Proceedings of the Workshop for Arabic Natural Lan-
guage Processing (WANLP), Valencia, Spain.

Karima Meftouh, Salima Harrat, Salma Jamoussi,
Mourad Abbas, and Kamel Smaili. 2015. Machine
translation experiments on PADIC: A parallel Arabic
dialect corpus. In Proceedings of the Pacific Asia
Conference on Language, Information and Computa-
tion.

Arfath Pasha, Mohamed Al-Badrashiny, Mona Diab,
Ahmed El Kholy, Ramy Eskander, Nizar Habash,
Manoj Pooleery, Owen Rambow, and Ryan Roth.
2014. MADAMIRA: A fast, comprehensive tool for
morphological analysis and disambiguation of Ara-
bic. In Proceedings of the Language Resources and
Evaluation Conference (LREC), pages 1094–1101,
Reykjavik, Iceland.

Frank Rice and Majed Sa’id. 1979. Eastern Arabic.
Georgetown University Press.

Majdi Sawalha, Faisal Alshargi, Abdallah AlShdaifat,
Sane Yagi, and Mohammad A. Qudah. 2019. Con-
struction and annotation of the Jordan comprehensive
contemporary Arabic corpus (JCCA). In Proceed-
ings of the Fourth Arabic Natural Language Pro-
cessing Workshop, pages 148–157, Florence, Italy.
Association for Computational Linguistics.

Ken-ichi Seto. 1999. Distinguishing metonymy from
synecdoche. Metonymy in language and thought,
4:91–120.

June E Shoup. 1980. Phonological aspects of speech
recognition. Trends in Speech Recognition, pages
125–138.

K. Stowasser and M. Ani. 2004. A Dictionary of Syrian
Arabic: English-Arabic. G - Reference, Information
and Interdisciplinary Subjects Series. Georgetown
University Press.

Dima Taji, Salam Khalifa, Ossama Obeid, Fadhl Eryani,
and Nizar Habash. 2018. An Arabic Morphologi-
cal Analyzer and Generator with Copious Features.
In Proceedings of the Fifteenth Workshop on Com-
putational Research in Phonetics, Phonology, and
Morphology (SIGMORPHON), pages 140–150.

Raphael Talmon. 2004. 19th century Palestinian Ara-
bic: the testimony of Western travellers. Jerusalem
studies in Arabic and Islam, (29):210–280.

A. Younis and M. Aldrich. 2021. Palestinian Colloquial
Arabic Vocabulary. Arabic Vocabulary. Lingualism.

A POS Type Mapping and Examples

ْ��دَ، ُ��داَ، ُ��د أ�

�َ��ْ ْ��َ�، أ� أ�

ِ��َ�، �ُْ�ُ�ّ�ِ�، �ُ�ْ�ةَ، ِ���َ� �

َ�ِ�، زْ�َ�م، �ِ��ةَ وَ�َ�، وْ�َ�د، زَ�

�ِ��َ�

�َْ��ُ�ب

�َ�ْ� �َ�ْ�، �ُّ�، �ُّ�، أ�

�ِ�ِ�، �ِ�ْ�َ�، اِ�ْ�َ�

�ُ�ر، �َ��ِ�َ�

�َ� إ�

ل، �َ��ِ�، �َ��ِ�، راَ�ِ�� وّ� أ�

� �ّ �َ�ن، �َ��، �ْ�َ�ك، �َ�

ْ��َ��َ�؟

وَ�� 

 � �ّ ��َ 

 � �ّ �َ� 

ولَّ، �َ�َ�، �َ�

واَ�َ�، اِ�ْ�َ��، �َ�َ��ِ�

 �ّ�َ

ال

� �ّ� أ�

رحَ، راَِ��

 �ِ�؟

�ُ� ،�ِ�

 �َ�

� �ّ�  إ�

�ِ�، �َ�، لَ، �ِ�

�ِ�ْ� ْ��َ�، إ� �َ�، إ� أ�

�َ�

�ٰ�اَ، �َ�وَ�َ�ك، �َ�ْ�ُ�، �َ�ْ�ِ��ُ�، �َ�ْ�َ��َ�

ِ���، �َ�َ�، وَ��، �َ��، اَ��

�َ� ا��ِّ�، أ�

اِْ���، اوُ�َ�
نّ أِ��، رَ��، �َ��

���� ��������ت  ��� ����ة

�� ��  ������ب ����؟

�� ��وح ������ �����

و��د�� ا����ر ���� ����� ���� ا����ة

و��� ا��ار ���� ����

���� � أ�� ��َ� �� �ّ��

 ����ص ���� ���، ����� ����زم ����

أ�� �����

������ ���� أ��� أ�� �� 

���� ���ح ا������ة

 ا�����!

�َ� و�� !

POS Type POS Examples

Nominals

Verbs

Proper

Other

ADJ

ADJ_COMP

ADJ/NOUN

NOUN

NOUN_ACT

NOUN_PASS

NOUN_QUANT

VERB

NOUN_PROP

ABBREV

ADJ_NUM

ADV

ADV_INTERROG

ADV_REL

CONJ

CONJ_SUB

INTERJ

NOUN_NUM

PART

PART_DET

PART_FOCUS

PART_FUT

PART_INTERROG

PART_NEG

PART_PROG

PART_RESTRICT

PART_VOC

PREP

PRON

PRON_EXCLAM

PRON_DEM

PRON_INTERROG

PRON_REL

VERB_NOM
VERB_PSEUDO

Table 6: Mapping of part-of-speech (POS) types to POS
tags used to annotate base words in Maknuune, and
associated examples.
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Abstract 

This paper sheds light on an in-progress work 

for building a morphological analyzer for 

Egyptian Arabic (EGY). To build such a tool, a 

tag-set schema is developed depending on a 

corpus of 527,000 EGY words covering 

different sources and genres. This tag-set 

schema is used in annotating about 318,940 

words, morphologically, according to their 

contexts. Each annotated word is associated 

with its suitable prefix(s), original stem, tag, 

suffix(s), glossary, number, gender, 

definiteness, and conventional lemma and stem. 

These morphologically annotated words, in 

turns, are used in developing the proposed 

morphological analyzer where the 

morphological lexicons and the compatibility 

tables are extracted and tested. The system is 

compared with one of best EGY morphological 

analyzers; CALIMA. 

1 Introduction 

After the emergence of social media networks, and 

specially, after the Arab Spring revolutions, the 

data has become available everywhere. This led to 

have an increased attention in the field of Natural 

Language Processing (NLP) for Colloquial Arabic 

Dialects (CADs) where the adopted NLP tools for 

Modern Standard Arabic (MSA) are not suitable to 

process and understand them (Harrat, Meftouh, & 

Smaïli, 2017).  

An important challenge for working on these 

dialects is to create morphological analyzers or 

tools that provide all possible analyses for a 

particular written word out of its context (Salloum 

& Habash, 2014) since it is an essential step in most 

NLP applications such as machine translation, 

information retrieval, text to speech, text 

categorization …etc. (Habash, Eskander, & 

Hawwari, 2012). 

Morphological segmentation is the process of 

converting the surface form of a given word to its 

lexical form with additional grammatical 

information such as parts of speech, gender, and 

number (Joseph & Chang, 2012). In Morphological 

Analyzer (MA) tool, the morphemes along with 

their morphological information of a given word 

are provided for all its possible analyses out of its 

context.  

This paper presents an in-progress work for 

building a morphological analyzer for Egyptian 

Arabic. To build such a tool, a Part-of-Speech 

(POS) tag-set schema is developed depending on 

different criteria to be used in annotating our corpus 

morphologically. The annotated data is used in 

detecting the different analysis solutions of each 

word, extracting the morphological lexicons and 

the compatibility tables to allow only valid 

morphological analysis solutions to be generated 

by the proposed morphological analyzer.  

The rest of this paper is organized as follows. In 

Section 2, the related works are reviewed, then the 

used corpus and the process of developing the tag-

set schema are discussed in Section 3. In Section 4, 

the proposed morphological analyzer and the 

prosses of the automatic extraction of the used 

morphological tables and the compatibility tables 

are discussed. The discussion of the system current 

status, coverage and evaluation are reviewed in 

Section 5. Finally, the discussion of conclusion and 

future work are listed in Section 6. 

2 Related Works 

Whereas there are many trials for defining tag-set 

schemas for MSA, for example,  Khoja’s Arabic 

Tag-set (Khoja, Garside, & Knowles, 2001; Khoja 

S. , 2003), ARBTAGS Tag-set (Alqrainy, 2008), 

and Penn Arabic Treebank (PATB) Part-of-Speech 

Tag-set (Maamouri & Bies, 2004), only few trials 

interested in EGY; (Maamouri, Krouna, Tabessi, 

Hamrouni, & Habash, 2012) who present a tag-set 

schema (ARZATB tag-set) that is based on the 

PATB guidelines (Maamouri M. , Bies, Krouna, 

Gaddeche, & Bouziri, 2009). They compare tags 

for Egyptian (ARZ) with those used in MSA. The 
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tags specify the forms of the morphemes used in 

constructing a word, but do not address 

discrepancies between morpheme form and 

functions. For example, the broken plural nouns in 

this tag set are treated the same as singular nouns: 

 riggɑːl+æh/ ‘men’ is tagged as/ ’رجالة ‘

NOUN+NSUFF_FEM_SG. A new POS tag-set 

(CAMEL POS) is opted to be used in (Khalifa, et 

al., 2018). It is inspired by the ARZATB tag-set and 

guidelines. It is designed as single tag-set for both 

MSA and the dialects to facilitate research on 

adaptation between MSA and the dialects, support 

backward compatibility with previously annotated 

resources and enforce a functional morphology 

analysis that is deeper and more compatible with 

Arabic morphosyntactic rules than form-based 

analysis.  

The lexicon and rules are the core knowledge 

base of any morphological analysis/generation 

system (Habash, 2010). The trials for modeling 

dialectal Arabic (DA) morphology have followed 

one of two directions. The first direction interested 

in extending MSA tools to cover dialectal 

phenomena.  Some trials built their Egyptian 

colloquial lexicon for morphological analyzer on 

the top of Buckwalter Arabic Morphological 

Analyzer (BAMA) Version 2.0 (Buckwalter, 

2004); (Shaalan, Bakr, & Ziedan, 2007), (Abo 

Bakr, Shaalan, & Ziedan, 2008), (Salloum & 

Habash, 2011), (Habash, Roth, Rambow, Eskander, 

& Tomeh, 2013), (Habash & Rambow, 2005), (Al-

Sabbagh & Girju, 2010), (Diab, et al., 2014), 

(Maamouri M. , et al., 2006) and (Al Ameri & 

Shoufan, 2021). The second direction interested in 

modeling DA morphology directly; (Kilany, et al., 

2002), (Habash & Rambow, 2006), (Habash, 

Eskander, & Hawwari, 2012), (Habash, Diab, & 

Rambow, 2012), (Mohamed, Mohit, & Oflazer, 

2012), (Eskander, Habash, & Rambow, 2013), 

(Maamouri M. , et al., 2014), (Samih & Kallmeyer, 

2017), (Zalmout, Erdmann, & Habash, 2018) and 

(Habash, Marzouk, Khairallah, & Khalifa, 2022). 

Handling the problem of lacking standard 

orthography for colloquial Arabic dialects is very 

important for building the morphological 

analyzers. There are few works proposed the EGY 

to offer a set of orthographic rules, standards, and 

conventions for dialectal Arabic varieties; 

(Darwish, et al., 2018) is an attempt to 

conventionalize the orthography close to the 

dialectal pronunciation as much as possible 

regardless of the way a word is typically written.  

(Habash, Diab, & Rambow, 2012) provides 

detailed description of Conventional Orthography 

for Dialectal Arabic (CODA) as applied to EGY. A 

unified common set of guidelines and meta-

guidelines that help in creating dialect specific 

conventions is presented in (Habash, et al., 2018) 

applied to 28 Arab city dialects including Cairo, 

Alexandria, and Aswan. 

Lacking annotated resources considered as the 

bottleneck for processing and building robust tools 

and applications. However, low-resource 

languages still lack datasets, such as the Arabic 

language and its dialects. EGY has received a 

growing attention for building corpora that may be 

useful for many purposes such as dialect 

identification or sentiment analysis, for example, 

but only (Abo Bakr, Shaalan, & Ziedan, 2008), 

(Maamouri M. , et al., 2014), (Al-Sabbagh & Girju, 

2012), (Bouamor, et al., 2018), and (Darwish, et al., 

2018) are interested in building multi-dialect, 

multi-genre, morphologically annotated corpora 

that include EGY.  

However, these annotated corpora have few 

shortcomings: none of them are freely available for   

use; they also do not represent enough variety of 

resource. Moreover, some of them normalize the 

orthography to MSA-like standards which fail to 

grasp the dialectal orthography differences, e.g., 

 kaɵiːr/. Since/ ’كثير ‘ kitiːr / normalized as/  ’كتير ‘

MSA and the colloquials share a large proportion 

of their lexicon, the MSA tags are considered as 

much as possible as in (Maamouri, Krouna, 

Tabessi, Hamrouni, & Habash, 2012) and (Khalifa, 

et al., 2018). Nevertheless, we prefer to develop our 

own tag-set schema since we differ from   

(Maamouri, Krouna, Tabessi, Hamrouni, & 

Habash, 2012) in that we detect the tag according 

to its paradigmatic forms alongside its syntagmatic 

functions, as in (Khalifa, et al., 2018), as much as 

possible  rather than depending on the morpheme 

form only. In addition, we opted to add more 

detailed tags in order to be more suitable to 

describe EGY, such as adverb of time, adverbs of 

place and adverbs of manner, and combine or split 

other tags that are described in the previously 

related-work tag-set schemas. Moreover, we feel 

the need to build a larger and more robust corpus, 

adding more various resources and genres. 

Consequently, this motivates us for building a new 

morphologically annotated resource for EGY to 

help in building the proposed morphological 

analyzer. It provides the conventional orthography 
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guidelines and develops a more suitable POS tag 

set for the EGY. For accessing our corpus, follow 

the link in1. 

3 The Corpus 

The corpus used in developing the tag-set schema 

and the morphological analyzer consists of about 

527,000 words representing about 82,700 tokens. 

The texts were selected from different sources such 

as social media, books and other web articles 

written in EGY (From Jan 2011- June 2019). In 

addition, these selected texts cover more than one 

genre. Lack of the standard orthography form in 

dialectal Arabic is handled by assigning for each 

word the conventional EGY Lemma and the 

conventional stem to be close to the EGY 

pronunciation as much as possible regardless the 

way a word is typically written. To improve the 

speed and accuracy of the manual morphological 

annotation, an interface is developed that allows 

the annotators to concentrate on the task of 

providing the best morphological analysis of each 

word according to its context. Six skilled linguistic 

annotators are trained to morphologically annotate 

the corpus. The conventional orthography 

guidelines, the annotation process and the inter-

annotation agreement are reviewed in (Fashwan & 

Alansary, 2021). 

3.1 The Morphological Features 

The morphological annotation process includes 

adding features to a word in context, including its 

morphology, semantics, and other aspects. In the 

current used corpus, each document is saved in a 

database where there are several features that are 

added to each word. These features are: Raw Word, 

Edited Word, EGY Conventional Lemma, MSA 

Lemma, Person, Gender, Number, Definiteness, 

Gloss, POS tags and Conventional Stem. 

The EGY Conventional Lemma is detected 

depending on the conventional orthography 

guidelines discussed in (Fashwan & Alansary, 

2021). It is undiacritized, in this stage, due to the 

difference in the pronunciation among EGY sub-

dialects, which is reflected in how a word may be 

diacritized, but, in the next stage, it is planned to be 

diacritized depending on one variety. 

Not all EGY Lemmas have a corresponding 

MSA Lemma. For example, the origin of the word 

/mæʢæliʃ/ ‘ معلش’ ‘sorry/excuse’ is /mɑː ʢælæjhi 

 
1 https://forms.gle/3cpu1orvy4ohrosB9    

ʃæjʡ/ ‘ ما عليه شيء’. In this case, the MSA Lemma is 

assigned as combined ‘CMB’. It is worth 

mentioning that not all combined words are 

handled in the same manner; some words are split 

into more than one word assigned with their 

suitable POS tags according to the conventional 

orthography guidelines. Another case is the 

loanwords that are adopted in EGY and do not have 

MSA Lemma, for example, the word /niʃæjjær/ 

 we share’. In this case, the MSA Lemma is‘ ’نشير ‘

assigned as ‘LNW’. In addition, there are some 

words that are used in EGY, but its linguistic source 

is unknow. These words may have a counterpart 

meaning in MSA, consequently, the MSA Lemma 

is assigned. For example, the counterpart MSA 

lemma of the word /ʡiddæː/ ‘ إدى’ ‘give;provide’ is 

/ʡæʢṭæː/ ‘ أ ع ط ى        ’. 

The Gender takes two values: 1) “M” for 

Masculine, or 2) “F” for Feminine. The number 

takes one of four values: 1) “S” for Singular, 2) 

“D” for Dual, 3) “P” for Plural, or 3) “B” for 

Broken Plural /jæmʢ ɑt-tæksiːr/ ‘ التكسير  The .’جمع 

Definiteness takes one of three values: 1) “D” for 

Definite, 2) “I” for Indefinite, or 3) “E” added 

through being the governor of an EDAFAH 

possessive construction /ʡid    ɑːfæh/ ‘ إضافة’. 

The following sub-section defines the tag-set 

design schema used in assigning the suitable pos 

tag for all prefixes, suffixes, and stems in the 

compiled corpus. 

3.2 The Tag-Set  

The used POS tag-schema, in this work, specifies 

the suitable tags and sub-tags for prefixes, suffixes 

and stem. The current representation treats affixes 

and stems as separate tokens. It resembles the 

BAMA’s representation (Buckwalter, 2004; 

Habash, Eskander; Hawwari, 2012). Depending on 

the linguistic characteristics of EGY and general 

POS tag-set design criteria in (Atwell, 2008) such 

as mnemonic tag names, the underlying linguistic 

theory, classification by form or function, 

categorization problems, tokenization issues, 

…etc., there are several decisions are considered 

while defining the current POS tag-set design 

criteria: 

• Since MSA and the Colloquials share a large 

proportion of their lexicon (Parkinson, 
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1981), the MSA tags are considered as much 

as possible. 

• The tag is intended to remain readable by 

linguists. 

• The tag is detected according to its 

paradigmatic forms alongside its 

syntagmatic functions as much as possible. 

• No ‘combined tags’ are used. Consequently, 
some words are needed to be split into their 

component morphemes where each 

morpheme is tagged separately. 

• Since not all tags in MSA are suitable for the 

linguistic characteristics in EGY, more 

detailed compatible tags are needed. 

In what follows, the POS of stem, prefixes and 

suffixes of the word are detailed in addition to its 

attributes: 

1. Stem:  
Nouns: The three main classified tags of MSA, 

namely: Noun, Verb, and Particle are applied in the 

current POS tag design schema. In (Al-Dahah, 

1989), nouns are classified into 21 sub-classes, and 

other classifications overlap. In the current design 

schema, the noun is classified into 16 sub-classes. 

Appendix A provides a description of noun types as 

classified in the current proposed schema with their 

examples. In noun POS tags, the only tag that does 

not follow the Traditional Arabic Grammar is the 

adverb of degree. 

Verbs: The verbs in Arabic are of two types:  

inflected and non-inflected. The inflected verb is 

classified, depending on its voice, into two types: 

active and passive. While active verb is classified, 

depending on the tense and the morphological 

forms, into three groups: Perfect Verb (PV), 

Imperfect Verb (IV) and Imperative Verb (RV), the 

passive verb is classified into two groups only: 

Perfect Verbs (PV) and Imperfect Verbs (IV). The 

non-inflected verbs, also known as non-conjugated 

verbs, appear in perfect, imperfect, or imperative 

form. In the current design schema, the verbs are 

classified into four sub-classes as Appendix B 

shows. Three types are defined depending on the 

classical Arabic classification and only the Pseudo 

Verb tag is defined depending on the linguistic 

nature of EGY texts. 

Particles: They are words that do not belong to 

nouns or verbs, but they add specific meaning to 

them in a sentence or connect two or more 

sentences. In traditional Arabic, the particles may 

also be classified into two groups according to their 

effect on nouns or verbs. The governing particles 

/ɑl-ħuruːf ɑl-ʢɑːmilæh/ ‘ العاملة  that affect ’الحروف 

the form of the following noun or verb; and the 

non-governing particles /ɑl-ħuruːf ɤæjr ɑl-

ʢɑːmilæh/ ‘ الحروف غير العاملة’ which do not affect the 

form of the following noun or verb (Al-Dahah, 

1989). Appendix C indicates how particles are 

defined and classified in EGY. 

Others (Residual): Others (residuals) include 

foreign words, non-Arabic words, punctuation 

marks, Emojis, abbreviations, numbers, in addition 

to words that express the speaker’s reaction to a 

particular suggestion or sentence. E.g., /hhhh/ 

 as Appendix D ’يوه               ‘ /and /jʊ h ’تيت ‘ /tiːt/ ,’هههههه ‘

shows. 

2. Prefixes: 

In the current design schema, the prefixes are 

defined depending on the previously described 

stems particles in addition to newly defined tags, as 

Appendix E indicates. As concerning to imperfect 

and imperative particles, information about verb 

person, gender, and number (PGN) of the verb 

subject are added since these particles are 

represented in prefixes for imperfect and 

imperative verbs only. 

3. Suffixes: 

Two types of suffixes tags are defined depending 

on the previously described tags of stem. In 

addition, the noun’s suffix inflections are defined 

where the nouns may be inflected for suffixes of 

person, gender, definiteness, number such as ‘ ين’ 

/iːn/, ‘ ات’ /ɑːt/, ‘ ة’ /t/, etc. They are given the tag 

‘NSUF’ alongside their gender, number, and 

definiteness (GND). It is worth mentioning that the 

same suffix may be attached with different gender, 

number, or definiteness since we detect the tag 

according to its functions rather than its form. For 

example, the ‘ ة’  /t/ ‘taa marbouta’ may be assigned 

‘NSUF_FS’ as in ‘ مدرسة’ /mædræsæ/ ‘school’, 

‘NSUF_MS’ as in ‘ أسامة’ /ʡusɑːmæ/ ‘Osama’, 

‘NSUF_MB’ ‘ رجالة’ /riggɑːlæ/ ‘men;people’, etc.   

In case the noun is not inflected for suffix as in ‘ ولد’ 

/wælæd/, a word is given ‘null/NSUF’ in POS 

annotation alongside its stem’s (GND).  

The verb inflections are represented in suffixes 

for all verb tenses and information about verb 

person, gender, and number (PGN) of the verb 

subject are added. 

Since the case endings are dropped out in EGY 

writing except the case morpheme ‘ ا’ /ʡælif ɑt-
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tænwiːn/ ‘ التنوين  Alif for nunnation’ that may‘ ’ألف 

be written in some words, for example, /ʃukræn/ 

 very much’, and‘ ’جدا ‘ /thanks’, /giddæn‘ ’شكرا ‘

/mæsælæn/ ‘ مثل’ ‘for example’, there is a need to 

add a tag that represents this information, although 

it is a syntactic rather than morphological. 

Consequently, the tag ‘CASE’ is added to the 

previous enclitic tags. For more details about used 

suffixes in the current POS tag-set schema, check 

as Appendix F. 

3.3 Corpus Annotation Current State 

As a first step, about 318,940 words are annotated 

morphologically. These annotated words are the 

milestone for the automatic extraction of the 

morphological lexicons and the compatibility 

tables used for developing the proposed 

morphological analyzer. They are also planned to 

be used to extend the annotation to the remaining 

words of the EGY corpus, automatically. Table 1 

shows the frequencies of POS tags in the currently 

annotated corpus. After the residuals that are 

annotated in the whole corpus data, the most 

frequent tags in the corpus are the nominals (NOU, 

NOU_NUM, NOU_SUP, and NOU_PRP). 

The annotated data contains about 12,100 

unique conventional EGY lemmas representing 

about 18,400 MSA lemmas. Each EGY lemma is 

associated with different stems and each stem is 

associated with their different tags and 

conventional stems according to their contexts.  

4 The Morphological Analyzer 

EGY Arabic words are rarely written with diacritic 

marks; consequently, they may have many 

morphological analyses, and the number of these 

analyses differs from one word to another. Since 

the morphological analyzer deals with words out of 

their contexts, it should be able to produce all 

possible analyses of each form, identify the part-of-

speech of each analysis solution of the word (i.e., 

noun, verb, and particle) and identify the 

morphological features (i.e., gender, number, time, 

and person). It is not an easy task to capture all 

analysis solutions of each word, but the annotated 

corpora one of the most important resources that 

can be helpful in detecting these solutions 

depending on the different contexts of the same 

word. 

We follow a concatenative lexicon-driven 

approach for the annotation of our morphological 

corpus. The concatenation can be defined as a 

sequence of prefix(es), stem and suffix(es) or as a 

sequence of proclitic(s), word form and enclitic(s), 

where the morphological segments are recognized 

and processed as part of the annotation process. We 

adopt the former scheme, where the plan is to allow 

for the conversion between the two in our 

morphological analyzer.  

The focus in this paper is on the prefix(es), stem 

and suffix(es) representation. Our approach 

resembles the adopted one in Buckwalter Version 

2.0 (Buckwalter, 2004) who uses a simple prefix-

stem-suffix representation where the stem is used 

as the base form and morphotactics and 

orthographic rules are built directly into the lexicon 

itself instead of being specified in terms of general 

rules that interact to realize the output. It has three 

components: the lexicon, the compatibility tables, 

and the analysis engine. 

4.1 Extracting the Morphological Lexicons 

and Compatibility Tables 

These lexicons need to meet certain specifications 

such as high coverage, high level of quality, 

directly reusable in NLP tools, and freely available 

to potential users (Sawalha, 2011). The 

morphological lexicons are essential for generating 

all possible combinations of morphemes. The 

wrong combinations of morphemes of lexicons are 

Tag Frequency 

Others (Residuals) 72,330 

Nouns (NOU, NOU_NUM, 

NOU_SUP and NOU_PRP) 
81,981 

Prepositions (PRP) 33,345 

Pronouns (PRN, PRN_DEM and 

PRN_REL) 
29,880 

Verbs (VER_ACT, VER_PSV, 

VER_DFC and VER_SUD) 
24,658 

Other Particles (PRT_NEG, 

PRT_FUT, PRT_VER, PRT_INT, 

PRT_VOC, PRT_AUG, PRT_EXC 

and PRT_EMP) 

18,629 

Adverbs (ADV_PLC, ADV_TIM, 

ADV_TPL and ADV_DGR) 
15,453 

Adjectives (ADJ, ADJ_SUP and 

ADJ_NOM) 
13,790 

Conjunctions (CNJ and CNJ_SUB) 9,659 

Interrogative Pronouns (PRN_INT) 4,847 

Table 1:  POS Tag Frequencies. 
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the major problem of generation. Consequently, the 

compatibility tables are needed for filtering out 

these wrong combinations. 

The unique solutions of the morphologically 

annotated words in our corpus are used to 

automatically generate the morphological lexicons: 

the prefixes lexicon (dictPrefixes), the stems 

lexicon (dictStems), the suffixes lexicon 

(dictSuffixes) and the out of vocabulary (OOV) 

lexicon (dictOOV). In addition, the compatibility 

tables combAC, combAC and combBC are 

extracted to help in obtaining the valid 

concatenations among the different morphological 

categories of Prefixes, Stem and Suffixes lexicons. 

For extracting these lexicons and the 

compatibility tables, we start with the unique 

annotated solutions in our corpus as a combination 

of (EGY lemma, MSA Lemma, conventional stem, 

[prefix+stem+suffix] and features). Figure 1 shows 

the process for extracting the features needed for 

building the lexicons from these solutions. 

The extracted information in each Lexicon are as 

follows: 

1. Stems Lexicon (dictStem) 

In this lexicon, one of three keys appears at the 

beginning of each line to represent a specific 

morphological feature while parsing the stems 

lexicon. These keys are as follows:  

• ‘;; ’: what follows this key represents the 

conventional EGY lemma for the subsequent 

lines till the next ‘;; ’ key.   

• ‘;;- ’: what follows this key represents the 

MSA diacritized lemma for the subsequent 

lines till the next ‘;;- ’ key.  The same EGY 

lemma may have a different MSA lemma due 

to the different diacritization of the MSA 

lemma.  

• ‘;;-- ’: it is the default key for representing 

the stem entry and its conventional 

orthography. If it is the only written key, then 

the stem entry, the output stem, and the 

conventional stem are the same. If there are 

other keys found within the line after it, this 

means that there are more details while 

handling the stem and its conventional 

orthography. This helps in handling many 

processes such as transformation, omission, 

and assimilation that occur for the analyzed 

words. For Example, the ‘^’ key may appear 

within the line after ‘;;-- ’ key, then the word 

before it may represent different  

morphological information. For example, it 

could represent a stem’s morpho-

phonological changes due to the assimilation 

when the word is attached to an enclitic: (;;- 

 ʢæl^ʢælæː/ ‘on;above’) as in the/ عل^على

word ‘علي’ /ʢælæj+jæ/ ‘on me’ where the 

stem ends with /æː/ ‘ ى’ and the enclitic 

begins with /j/ ‘ي’, which leads to an 

assimilation process where the two 

conceding /æːj/ ‘ىي’ are transformed to /jj/ 

  .’   ي  ‘

• When none of the previous keys appear at the 

beginning of the input line, a line is parsed as 

it consists of three tab-delimited fields: 1) the 

morphological category that controls the 

compatibility of prefixes-stem-suffixes, 2) 

the English gloss(es) of stem in addition to 

information about the number, gender, and 

definiteness (in case the stem is a noun, 

adjective or adverb), or the person of the 

stem (in case of verbs only and pronouns) 

and 3) the selective POS tags that appear in 

the analysis output. The morphological 

category of each stem is extracted 

automatically depending on the suffixes that 

are attached to each solution. For example, 

the “N-ap-I” category refers to the indefinite 

nouns that are attached to “ة/NSUF_(GN)I” 

as in “مدرسة” /mædræsæ/ ‘school’ and the 

“IV-y-0” category refers to the 

 IVSUF_2F” suffix that is not attached to/ي“

another suffix as in “تبتسمي” /ti-btisim+iː/ 

‘you + smile’. 

2. Prefixes and Suffixes Lexicons 

(dictPrefixes) and (dictSuffixes) 

In these lexicons, all used prefixes and suffixes 

of the annotated words are listed. They consist of 

four tab-delimited fields: 1) the prefix/suffix entry 

 

Figure 1: Lexicons and Compatibility Tables 

Extraction Process. 

147



 
 

in Arabic orthography without any diacritics, 2) the 

morphological category that controls the 

compatibility of prefixes-stems-suffixes, 3) the 

English gloss(es) of each prefix/suffix part in the 

prefix/suffix entry, and 4) the selective POS tags 

that appear in the analysis output. The 

morphological category of each prefix in the 

corpus is detected automatically depending on the 

prefixes’ parts in addition to the tag of the stem that 

is attached to them. For example, the ‘IVPrf-wa-bi-

n’ category represents the ‘ و/CNJ’ prefix in 

addition to progressive particle ‘ ب/PRT_PRG’ and 

1st person plural prefix that are attached to 

Imperfect Verbs ‘ ن/IVPRF_1P’ as in ‘ وبنرسم’ 

/wibni-rsim/ ‘and + we + draw;trace;sketch’. The 

morphological category of each suffix in the corpus 

is detected automatically depending on the 

suffixes’ parts in addition to the tag of the stem that 

is attached to them. For example, the ‘ADSuf-nl-h’ 

category represents the 3rd person pronouns that 

may be attached to the adverbs as in ‘ بينه’  /beɪn+uh/ 

‘between;among + him’. 

3. Out of Vocabulary Lexicon (dictOOV): 

This lexicon is created to be used in predicting 

the OOV words. It consists of three tab-delimited 

fields: 1) the unique stem patterns, 2) the 

morphological category that controls the 

compatibility of prefixes-stems-suffixes and 3) the 

selective POS tags that appear in the analysis 

output. For detecting the stem patten of each stem, 

the consonants are represented by the placeholder 

"-", while weak letters ‘ حروف العلة’ /ħuruːf ɑl-ʢillæh/ 

and hamazat (‘ ء ‘ ,’ئ ‘ ,’ؤ ‘ ,’إ ‘ ,’أ’) are kept as they 

are. For example, the stem  pattern of ‘ عمل ا  ’ /iʢmil/ 

‘do;act;make’, ‘ اهرب’ /ihrab/ ‘run away’ and ‘ اكتب’ 

/iktib/ ‘’ is ‘ ---ا  ’. 

4. The Compatibility Tables 

The compatibility table (combAB) lists the two 

compatible morphological categories of Prefixes 

and Stems. It consists of two tab-delimited fields: 

1) Prefix Morphological Category and 2) Stem 

Morphological Category that appear together in the 

annotated data. The compatibility table (combAC) 

lists the two compatible morphological categories 

of Prefixes and Suffixes. It consists of two tab-

delimited fields: 1) Prefix Morphological Category 

and 2) Suffix Morphological Category that appear 

together in the annotated data. The compatibility 

table (combBC) lists the two compatible 

morphological categories of Stems and Suffixes. It 

consists of two tab-delimited fields: 1) Stem 

Morphological Category and 2) Suffix 

Morphological Category that appear together in the 

annotated data. The morphological categories that 

are not listed in the compatibility tables are simply 

incompatible. 

4.2 The Analyzer 

The current morphological analyzer goes through 

four main steps to get all possible morphological 

analyses of the input words: 

1) Text Preprocessing and Lexicons Parsing: 

in this step, it is important to detect the word 

boundaries of the input text since it is essential step 

for the word segmentation process. In addition, the 

‘dictPrefixes’ and ‘dictSuffixes’ lexicons are 

parsed to get the four tab-delimited fields in 

dictionaries where the prefix/suffix entry is the 

default key for these dictionaries. Each line in 

‘dictStems’ lexicon is parsed in different manner 

depending on the key used at the beginning of each 

line as mentioned above (section 4.1).  The 

conventional stem in this lexicon is handled to get 

all possible stem variations of the input word. For 

example, the stem variations (‘ إلى ‘ ,’إلي ‘ ,’إلي’, ‘ لى آ  ’, 

 etc.) are generated automatically from… ,’ألى ‘ ,’ألي ‘

the conventional stem ‘ إلى’ /ʡilæː/ ‘to;towards’ to 

avoid writing all these expected stem variations in 

the lexicon. The stem variations that cannot be 

predicted automatically are added to the 

‘dictStems’ lexicon with their suitable 

morphological category. 

2) Word Segmentations and Compatibility 

Check: For suggesting different segmentations of 

the same word, the dictionaries of the parsed 

lexicons are used. The three morphological 

categories of the three components are checked in 

the compatibly tables as figure 2 shows. If they are 

found together, then they are compatible, and this 

is a valid solution.  Else, they are incompatible, and 

this is not valid solution.  

3) Dealing with OOV Words: For handling the 

OOV words, the analyzer tries, first, to split the 

input word depending on its beginning and end. For 

Example, it splits OOV word that begin with /jɑː/ 

 since attaching it to another word is a common ’يا ‘

spelling mistake in EGY writings as in ‘ يارب’ /jɑː 

ræbb/ ‘Oh, Lord’ and ‘ياسلم’ /jɑː sælɑːm/ ‘really’. 

To keep the original word and the split words in 

output analysis, another feature is added; 

normalized word ‘norm_word’. All possible 

solutions for each part are detected regardless of 

the solutions of the two parts are compatible 

according to their context or not. In case there is no 
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rule for splitting the OOV word or it is split but 

only one of its parts has analysis solution, the 

analyzer tries to detect the prefix and the suffix of 

the input word. If they are predicted, the stem is 

converted to its corresponding pattern as 

mentioned above. If the stem pattern is found in the 

‘dictOOV’, the morphological categories of prefix, 

suffix, and the suggested stem pattern are checked 

in the compatibly tables. If they are found together, 

then they are compatible, and this is a valid 

solution, but no lemma or gloss are detected. 

4) Output Solutions: After getting all possible 

solutions of the input text for all words and 

handling the OOV words, the output valid solutions 

are saved in XML format. 

5 The Current Status 

The extracted morphological stem lexicon contains 

39K stems corresponding to about 12,100 EGY 

Lemmas and about 18,400 MSA lemmas. The 

extracted prefixes and suffixes lexicons contain 

324 complex prefixes and 661 complex suffixes 

(unique undiacritized form and POS tag 

combinations). Since the annotation process of our 

corpus is still in progress, the covered stems, 

prefixes, suffixes and lemmas are still limited 

compared to CALIMA analyzer (Habash, 

Eskander, & Hawwari, 2012) that has 100K stems 

corresponding to 36K lemmas in addition to 2,421 

complex prefixes and 1,179 complex suffixes 

(unique diacritized form and POS tag 

combinations). 

5.1 Coverage Evaluation 

We tested our analyzer against a sample of our 

manually annotated EGY corpus of 5,000 words 

which was not used as part of its development, i.e., 

a completely blind test. This evaluation is a POS 

recall evaluation. It is not about selecting the 

correct POS answer in context. We do not consider 

whether the EGY lemma or the MSA Lemma 

choice are correct or not. We compare our system 

results with CALIMA coverage. The results are 

reported in Table 2. The ‘Correct Answer’ column 

indicates the percentage of the test words whose 

correct analysis in context appears among the 

analyses returned by the analyzer. The ‘No Correct 

Answer’ column presents the percentage of time 

one or more analyses are returned, but none 

matching the correct answer. The ‘No Analysis’ 

column indicates the percentage of words returning 

no analyses. 

6 Conclusion and Future Work 

The POS tag-set schema is developed and about 

318,940 words are morphologically annotated, and 

the morphological lexicons and the compatibility 

tables are automatically extracted. The analyzer 

output is compared to CALIMA output. We plan to 

make this tool public so it can be used by other 

people working on EGY NLP tasks, from 

annotating corpora to building morphological 

disambiguation tools. To enhance our results, we 

plan to continue improving the coverage of our 

 
Figure 2: Workflow for Suggesting Words’ 

Segmentations and Get Valid Solutions. 

 

 Correct 

Answer 

No 

Correct 

Answer 

OOV 

Our 

System 

66.9% 10.3% 22.8% 

CLIMA 82.1% 9.6% 8.3% 

Table 2:  Comparing Results with CALIMA. 
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analyzer using a variety of methods. First, we are 

investigating techniques to automatically fill in the 

tag categories gaps using information from 

multiple entries in our annotated corpus belonging 

to different lemmas that share similar 

characteristics, e.g., hollow verbs. Another 

direction is to increase the stems entries by 

checking stems, in BAMA’s stems lexicon, for 

those words that are common between EGY and 

MSA and adapting their morphological category to 

be more suitable for EGY. Furthermore, we plan to 

add additional features such as the diacritized EGY 

lemmas and the diacritized stems.  
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A Nouns 

Noun Sub Classes Description and Example 

Noun ‘ سمالا ’ /ɑl-ism/ 

(NOU) 

It is the common noun that refers to entities and concepts that have a more 

general reference than sub-tags.  

 رحبوا بيه. ينمدرسال كلو يومفي أول  هتماممع  هتمدرسراح  ولدوال

wil-wælæd rɑːħ mædræstu mæʢæ mɑːmtu fiː ʡæwwil jʊ   m wi-kull ɑl-

mudarrisiːn ræħæbuː biːh 

Proper Noun ‘اسم العلم’ /ism 

ɑl-ʢælæm/ 

(NOU_PRP) 

It is a noun that has a unique referential meaning in a context that is mutually 

exclusive with other entities. It refers to names of people, geographical 

entities, months, and acronyms. 

 .ةإسكندريكدة وكنا وقتها في  مارسهو اللي قالي الكلم ده أول شهر  محمد

mæħæmmæd huwwæ illiː ʡɑːlliː ɑl-kælɑːm dæh fiː ʡæwwil ʃæhr mɑːris kidæ 

wi-kunnɑː wæʡtæhæ fiː ʡiskindirijjæ 

Numeral Noun ‘اسم العدد’ /ism 

ɑl-ʢædæd/ 

(NOU_NUM) 

It is a noun that indicates the quantity and order of countable nouns by 

transferring the numbers into the correct form of Arabic words. 

 .صفر/واحدالأهلي غلب الزمالك 

ɑl-ʡæhliː ɤælæb ɑz-zæmɑːlik wɑːħid/ʂifr 

Adjective ‘الصفة’ /ɑʂ-ʂifæ/ 

(ADJ) 

It is a noun that describes or clarifies the meaning of the immediately 

preceding noun. 

 تسمع كلم مامتها. ةشاطرالالبنت 

ɑl-bint ɑʃ-ʃɑːṭræ tismæʢ kælɑːm mɑːmithɑː 

Numeral Adjective ‘  الصفة

 /ɑʂ-ʂifæ ɑl-ʢædæd/ ’العدد

(ADJ_NUM) 

It is an adjective that indicates the quantity and order of countable nouns by 

transferring the numbers into the correct form of Arabic words. 

 .عشر ةالحادي الحكاية

ɑl-ħikɑːjæh ɑl-ħɑːdijætæ ʢæʃær 

Nominal Adjective ‘ الصفة

 /ɑʂ-ʂifæ ɑl-ismijjæ/ ’الاسمية

(ADJ_NOM) 

It is a noun that describes or clarifies the meaning of a noun, but it appears as 

the main predicate of a nominal phrase in the sentence. 

 نت في أخلقها أبدا.وعمري ما شفت ب ةجميلكانت حقيقي 

kɑːnit ħæʡiːʡiː gæmiːlæ wi-ʢumriː mɑː ʃuft bint fiː ʡæxlɑːʡhɑː 

Superlative Adjective ‘ صفة

 /ʂifæt tæfd   iːl/ ’تفضيل

(ADJ_SUP) 

It is a noun that is used for the comparative and superlative when comparing 

persons or things. It describes the immediately preceding noun. 

 لها إنك تسمع الكلم وإنت ساكت.اللي تعم حلىالأالحاجة 

ɑl-ħɑːgæ ɑl-ʡæħlæː illiː tiʢmilhɑː ʡinnak tismæʢ ɑl-kælɑːm wi-ʡintæ sɑːkit 

Superlative Noun ‘اسم تفضيل’ 

/ism tæfd   iːl/ 

(NOU_SUP) 

It is a noun that is used for the comparative and superlative when comparing 

persons or things, but it appears as the main predicate of a nominal phrase in 

the sentence. 

 حاجة حصلتلي في حياتي. أجملوالله دي كانت 

wɑl-læhiː diː kɑːnt ʡægmæl ħɑːgæ ħæʂælitliː fiː ħæjɑːtiː 

Adverb of Place ‘اسم المكان’ 

/ism ɑl-mækɑːn/ 

(ADV_PLC) 

It is a noun that indicates where the action of a verb is or was carried out. 

 البيت طول اليوم. ةجوقعد 

ʡæʢæd juwwæ ɑl-beɪt ṭuːl ɑl-jʊ   m 
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B Verbs  

Noun Sub Classes Description and Example 

Adverb of Time ‘ م الزماناس ’ 

/ism ɑz-zæmɑːn/ 

(ADV_TIM) 

It is a noun that indicates when the action of a verb happened. It expresses a 

point in time, and it can also indicates how long something lasted or lasts. 

 ولا لأ.ة بكرتاني  ومش عارف حقدر أشوفه إمبارحوالله لسه شايفه 

wɑl-læhiː lissæ ʃɑːjfuh ʡimbɑːriħ wi-miʃ ʢɑːrif ħæ-ʡdær ʡæʃuːfuh tɑːniː bukræ 

wællæ læʡ 

Adverb of both Time and 

Place ‘اسم زمان ومكان’ /ism 

mækɑːn wɑ-zæmɑːn/ 

(ADV_TPL) 

It is a noun that could be used as an adverb of time or place according to its 

context. 

 ماركت يجيب حاجات للبيت. السوبر دعنكان رايح 

kɑːn rɑːjiħ ʢænd ɑs-suːbær mɑːrkit jigiːb ħɑːgɑːt lil-beɪt 

 اللحظة دي الوضع اتقلب خالص. عندو

wi-ʢænd ɑl-læħzˤæ diː ɑl-wæd   ʢ itʡælæb xɑːliʂ 

Adverb of Manner ‘حال’ 

/ħɑːl/ 

(ADV_MNN) 

It is a noun that describes the circumstances under which an action takes place.  

 .ةسرحانقوي ومن كتر التعب قعدت  ةعبانتكنت جاية 

kunt gɑːjjæ tæʢbɑːnæ ʡæwiː wi-min kutr ɑt-tæʢæb ʡæʢædt sarħɑːnæ 

Adverb of Degree ‘ ظرف

حال أو درجة الحالال ’ /zˤærf ɑl-

ħɑːl ʡæw dærægæt ɑl-ħɑːl/ 

(ADV_DGR) 

It is a noun that indicates the intensity of a verb, adjective, or another adverb. 

It is not found in MSA, but it is added to EGY in the current tag-set schema. 

 .اجدأنا حقيقي بحبك 

ʡænɑː ħæʡiːʡiː bæħibbæk jiddæn 

 بسكلمة واحدة كان نفسي أسمع منك 

kɑːn nifsiː ʡæsmæʢ minnæk kilmæ wɑːħæ bæs 

Pronoun ‘الضمير’ /ɑd   -

d   æmiːr/ 

(PRN) 

 

It is a word that acts as the subject of a sentence instead of a noun. The 

pronouns in this category are the disconnected pronouns.  

The pronouns in this category are: 

 ,hummɑː هما  ,hijjæ هي ,huwwæ هو ,ʡintiː إنتي ,ʡintæ إنت ,ʡiħnɑː إحنا ,ʡænɑː أنا

and إنتو ʡintuː 

Relative Pronoun ‘ لاسم ا

 ɑl-ism ɑl-mæwʂ/ ’الموصول

uːl/ 

(PRN_DEM) 

It is a noun that introduces relative clauses. It connects two sentences to give 

a full meaning. 

 قولناه كان صح. الليالكلم 

ɑl-kælɑːm illiː ʡulnɑːh kɑːn ʂæħħ 

Demonstrative Pronoun ‘ اسم

 /ism ɑl- ʡiʃɑːræ/ ’الإشارة

(PRN_REL) 

It is a noun that is used for proximal or distal reference. It is indicated by a 

tangible sign a person, an animal, a thing, or a place. 

 تنساهم خالص. دولمش عايزة أسمعه تاني والناس  دهاللي قولته 

illiː ʡultuː dæh miʃ ʢæjzæ ʡæsmæʢuː tɑːniː win-nɑːs dʊ   l tinsɑːhum xɑːliʂ 

Interrogative Pronouns ‘ اسم

 /ism ɑl- istifhɑːm/ ’الاستفهام

(PRN_INT) 

It is a noun that introduces a question about something or an action. 

 أنا مش عارفة ده حصل إزاي وإمتى ومين الناس دول أصل؟

ʡænɑː miʃ ʢɑːrfæ dæh ħæʂæl ʡizzɑːj wi-ʡimtæː wi-miːn ɑn-nɑːs dʊ   l ʡæʂlæn 
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C Particles  

Verb Sub Classes Description and Example 

Active Verb ‘ الفعل المبني

-ɑl-fiʢl ɑl-mæbniː lil/ ’للمعلوم

mæʢluːm/ 

(VER_ACT:<tense>) 

It indicates the subject of the verb is doing the action.   

 VER_ACT:PV الكلم ده من حد قريب تسمعأنا 

ʡænɑː sæmæʢt ɑl-kælɑːm dæh min ħædd ʡuræjjib  

 VER_ACT:IV كدة دايما عمليبحسن هو اللي 

ħæsæn huwwæ illiː bi-jiʢmil kidæ dɑːjmæn  

 :RVVER_ACT الحق قولبالله عليك 

bil-læh ʢæliːk ʡuːl ɑl-ħæʡ 

Passive Verb ‘ الفعل المبني

 ’للمجهول

/ɑl-fiʢl ɑl-mæbniː lil-

mæghuːl/ 

(VER_PSV:<tense>) 

It indicates the subject of the verb undergoes the action rather than doing it. It 

is rarely used in EGY where the pattern /ʡinfæʢæl/ ‘انفعل’ or /ʡitfæʢʢæl/ ‘اتفعل’ 

is used instead.  

 _V:IPSVVER وكليالبلدي 

ɑl-bælædiː juːkæl 

 _PV:PSVVER قسم حاجة كدة على ما

ħɑːgæ kidæ ʢælæː mɑː ʡusim 

Nevertheless, some passive verbs from MSA are used in some levels of EGY, 

for example, the passive /qiːlæ/ ‘قيل’ ‘be said’. 

Non-Conjugated Verb ‘ الفعل

 ’غير المتصرف

/ɑl-fiʢl ɤæjr ɑl-mutaʂærrif/, 

also known as frozen verb 

(VER_FRZ:<tense>) 

It indicates the non-inflected verbs, also known as frozen verbs, that are 

restricted to one tense only. Whereas non-conjugated verbs in MSA may be 

restricted to perfect, imperfect or imperative tenses, they may be restricted, in 

EGY, to the perfect or imperative tenses only: 

 _PV:FRZVER يعمل  حاجة عسىووالله أنا قولتله الكلم ده قبل كدة لعل 

wɑl-læhiː ʡænɑː ʡultilu ɑl-kælɑːm dæh ʡæbl kidæh læʢæl wi-ʢæsæː jiʢmil 

ħægæh 

 _RV:FRZVER اللي معاك ده هات

hɑːt illiː mæʢɑːk dæh 

Pseudo Verb ‘شبيه الفعل’ 

/ʃæbiːh ɑl-fiʢl/ 

(VER_SUD) 

It is a word that has the same syntactic behavior as verbs in that they take a 

subject and a predicate, or a sentential complement. 

 بقى كدة حرام عليك  بس

bæs bæʡæː kidæh ħærɑːm ʢæleɪk  

 يا حبيبي حصل خير معلش

mæʢæliʃʃ jɑː ħæbiːbiː ħæʂæl xeɪr 

 

Particle Sub Classes Description and Example 

Conjunction ‘حرف عطف’ 

/ħærf ʢæṭf/ 

(CNJ) 

A group of particles used to connect elements of 

equal status in pronunciation or in meaning.  

 أحمد يامحمد  يامش متأكدة مين قال كدة 

miʃ mutæʡækkidæ miːn ʡɑːl kidæh jɑː mæħæmmæd jɑː ʡæħmæd 

 مش مريحة حاجة صعبة قوي أوالدخول في علقة متبعة 

ɑd-duxuːl fiː ʢælɑːqæ mutʢibæh ʡæw miʃ muriːħæh ħɑːgæ ʂæʢbæ ʡæwiː 

Subordinating Conjunction 

 /ħærf ræbṭ/ ’حرف ربط‘

(CNJ_SUB) 

A group of particles is used to link two clauses in the sentence or two 

sentences. Some of these articles are still used in EGY: 

 في منتهى العقل هالكنشكلها مجنونة 

ʃæklæhɑː mægnuːnæh lækinnæhɑː fiː muntæhæː ɑl-ʢæʡl  

Others are found but are never used as subordinating conjunction: 

 للأسف محصلش بسكان أمله ينجح 

kɑːn ʡæmælu jingæħ bæs lil-ʡæsæf mæħæʂæʃ Others are not found in 

traditional Arabic: 

 تخليني ذكرى في دفترك عشان

ʢæʃɑːn tixælliːniː zikræː fiː dæftærik 
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Particle Sub Classes Description and Example 

Vocative Particle ‘حرف نداء’ 

/ħærf nidɑːʡ/ 

(PRT_VOC) 

A group of particles is used to call or alert a person 

addressed. A noun preceded by a vocative article is called a vocative noun. 

 يبتي متعمليش في نفسك كدة بالراحة شويةحب يا

jɑː ħæbiːbtiː mætiʢmiliːʃ fiː næfsik kidæh bir-rɑːħæ ʃiwæjjæh 

Preposition ‘حرف جر’ /ħærf 

gærr/ 

(PRP) 

A group of particles that is used with a noun, pronoun, or noun phrase to show 

direction, location, or time or introduce an object.  

 بدري منحتلقيني هناك 

ħætlɑːʡiːniː hinɑːk min badriː 

 الدرج فيالمكتب أو  علىموجود 

mæwguːd ʢælæː ɑl-mæktæb ʡæw fiː ɑd-durg 

Augment Particle ‘حرف زائد’ 

/ħærf zɑːʡid/ 

(PRT_AUG) 

A group of particles that do not affect the meaning if removed from the 

sentence, but it is added to denote affirmation. 

 لك لك .. مش جبتها أنا جبتها ما

mɑː ʡænɑː gibtæhɑː læ-k miʃ gibtæhɑː læk 

Exceptive Particle ‘ حرف

 /ħærf istiɵnɑːʡ/ ’استثناء

(PRT_EXC) 

A group of particles used to exclude the following 

noun from the scope of the words before it. 

 كدة والله حرام إلاكله 

kulluh ʡillɑː kidæh wɑl-læhiː ħærɑːm 

 نورين غيروفي الآخر محدش جه 

wi-fiː ɑl-ʡɑːxir mæħæddiʃ jæh ɤeɪr nuːriːn 

 المطاريد سوىلقيتك أرض متضمش 

læʡeɪtik ʡærd    mætd   ummiʃ siwæː ɑl-mæṭɑːriːd 

Emphatic Particle ‘ حرف

 /ħærf tæwkiːd/ ’توكيد

(PRT_EMP) 

A group of particles that used to put emphasis on intention. 

 سيدنا النبي ربه كافيه أما

ʡæmmɑː siːdnɑː ɑn-nabiː ræbbuh kɑːfiːh 

Futurity Particle ‘ حرف

 /ħærf istiqbɑːl/ ’استقبال

(PRT_FUT) 

It is a particle that modifies the verb tense from the present tense to the future. 

It is not usually used in EGY. 

 أسقط الدستور الحالي سوفقبل أي شيء 

ʡæbl ʡæjj ʃeɪʡ sæwfæ ʡusqiṭ ɑd-dustuːr ɑl-ħɑːliː 

Negative Particle ‘حرف نفي’ 

/ħærf næfj/ 

(PRT_NEG) 

A group of particles is used to negate the proposition 

expressed after them, or to deny its affirmation. 

 حلو خالص كدة مشوالموضوع بوخ 

ɑl-mæwd   uːʢ kidæ bæwwæx wi-miʃ ħilw xɑːliʂ 

 ش حلو خالصكن ماالفلم 

ɑl-film mɑː kænʃ ħilw xɑːliʂ 

 صح مش لأ

læʡ miʃ ʂæħħ 

 أسمع صوتك ولاعايزة أشوفك  لاأنا 

ʡænɑː lɑː ʢɑːjzæ ʡæʃuːfæk wælɑː ʡæsmæʢ ʂʊ   tæk 

Explanation Particle ‘ حرف

 /ħærf tæfsiːr/ ’تفسير

(PRT_XPL) 

A group of particles used to ask to explain the preceding word, phrase or 

sentence. It is not commonly used in EGY. 

 بعد عيد الفطر أي في يوم عشرة من شوال

fiː jʊ   m ʢæʃæræ min ʃæwwɑːl ʡæj bæʢd ʢiːd ɑl-fiṭr 

Interrogative Particle ‘ حرف

 /ħærf istifhɑːm/ ’استفهام

(PRT_INT) 

A group of particles is used to elicit understanding, conception, or approval. 

The noun that follows an interrogative particle is called an interrogative noun. 

 ممكن حد فيكم يقولي إحنا وصلنا لهنا إزاي؟ هل

hæl mumkin ħædd fiːkum jiʡulliː ʡiħnɑː wæʂælnɑː li-hinɑː ʡizzɑːj 
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D Residuals 

E Prefixes 

Residuals Description and Example 

Abbreviation 

(ABR) 

It is a shortened form used in place of the whole word or phrase to save space and time, 

avoid repetition of long words and phrases, or simply to conform to conventional usage.  

For example, /d/ ‘د’ express the word /duktʊ   r/ ‘دكتور’ ‘doctor’. 

Emojis (EMO) Any of various small images, symbols, or icons used in texts to express the emotional 

attitude of the writer, convey information concisely, convey a message playfully, without 

using words, etc.  

Examples: 😊 ☹ 👌 👍  

Latin Words 

 (LTN) 

All non-Arabic words are written in other alphabets. ‘good’, ‘responsibility’, and 

‘s’Joe’. 

Foreign Words  

(FRN) 

Non-Arabic words that are written in Arabic alphabets as spoken in another language 

with no morpholohical changes or adoptations.   

For example, /weɪr ʡær juː gʊ   / ‘ ر يو جوأوير  ’. 

Numbers (NUM) 

 

All alphanumeric numbers.  

Punctuation 

Marks (PNC) 

They include full stop, comma, colon, semicolon, parentheses, square brackets, 

quotation mark, dash, question mark … etc. 

Interjections  

(INJ) 

Words that express the speaker’s reaction to a particular suggestion or sentence. 

For example, /hhhh/ ‘هههههه’, /tiːt/ ‘تيت’ and /jʊ   h/ ‘يوه’. 

 

Prefix Description and Example 

Conjunction ‘ حرف

 /ħærf ʢæṭf/ ’عطف

(CNJ) 

A group of Prefixes that is attached to the beginning of another word to connect 

elements of equal status in pronunciation or meaning. 

 يقولي أي حاجة رفضفإيه اللي حصل  سألتهورحت لحد عنده 

ruħt liħædd ʢænduh wi-sæʡltuh ʡeɪh illiː ħæʂæl fæ-ræfæd    jiʡuːlliː ʡæjj ħɑːgæh 

Definiteness 

Particle ‘أداة تعريف’ 

/ʡædɑːt tæʢriːf’ 

(DET) 

It is a definite article that is attached to the beginning of another noun or adjective and 

makes them definite, rather than indefinite. 

 بيحبها شارعالدي كانت جميلة جدا وكل  بنتالوما فيها إن  حكايةال

ɑl-ħikɑːjæh wi-mɑː fiːhɑː ʡinn ɑl-bint diː kɑːnit gæmiːlæh giddæn wi-kull ɑʃ-ʃɑːriʢ 

bijħibbæhɑː 

Causative Particle 

 ħærf/ ’حرف تعليل‘

tæʢliːl/ 

A group of particles that is attached to the beginning of an imperfect verb to express 

and confirm the logic of an argument. It is worth mentioning that it is not used in all 

levels of Arabic in Egypt. 

(PRT_CST)  يقهرنال لا يحميناللازم نتفق إنه جاء 

lɑːzim nittifiʡ ʡinnuh jɑːʡ li-jæħmiːnɑː lɑː li-jæqhærnɑː 

 

Particle Sub Classes Description and Example 

Verb Particle ‘حرف فعل’ 

/ħærf fiʢl/ 

(PRT_VER) 

A group of non-governing particles that precede the perfect or imperfect verbs 

and do not affect their mood. 

 ثبت الإرهاب فشلهأ قدو

wæ- qæd ʡæɵbætæ ɑl-ʡirhɑːb fæʃæluh 

 يكون الموضوع غريب حبتين قد

qæd jikuːn ɑl-mæwd   uːʢ ɤæriːb ħæbbiteɪn 
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Prefix Description and Example 

Preposition ‘ حرف

 /ħærf gærr/ ’جر

(PRP) 

A group of particles that is attached to the beginning of another noun, or pronoun to 

show direction, location, or time, or to introduce an object. In traditional Arabic, there 

are three prepositions that are still used in EGY: /kɑːf/ ‘ك’, /bɑːʡ/ ‘ب’ and /lɑːm/ ‘ل’. 

 .التفصيلبكل حاجة  هلا وكانت دايما تحكي مقرب ليه صديقككان 

kɑːn kæ-ʂædiːq muqærræb liːhɑː wi-kɑːnt dɑːjmæn tiħkiː lu-h kull ħɑːgæh biɑt-tæfʂiːl 

In EGY, the prepositions /biː/ ‘  :are attached to pronouns ’  لي‘ /and /liː ’ ي ب

           رموش طويلة    ها  لي     كانت    هي

hijjæ kɑːnit liː-hɑː rumuːʃ ṭæwiːlæh 

                  من مرة بس ما ردتش     أكتر     ها  بي          حاول يتصل 

ħɑːwil yittiʂil biː-hɑː ʡæktær min mærræh 

The prepositions /fi/ ‘ف ’, /ʢæ/ ‘ع ’ that are variations of /fiː/ ‘في  ’ and /ʢælæː/ ‘على   ’, 

respectively, are now used, in EGY, as prefixes.  

 مش فاكر كنت سايبه عالمكتب هنا ولا فالعربية

miʃ fɑːkir kunt sɑːjbuh ʢɑl-mæktæb hinɑː wællɑː fil-ʢæræbijjæh 

Emphatic Particle 

 ’حرف توكيد‘

/ħærf tæwkiːd/ 

(PRT_EMP) 

A group of particles that is attached to the beginning of a perfect or imperfect verb to 

put emphasis on intention. 

 يا ولدي مصر مين ينسوكلأوعى 

ʡiwʢæː læ-jnæssuːk jɑː wælædiː mæʂr miːn 

 ليبيا جديدة كناللولا تدخل الجيش لحماية الثورة والله 

wɑl-læhiː lʊ   lɑː tædæxxul ɑl-geɪʃ li-ħimɑːjit ɑs-sæwræh la-kunnɑː liːbjɑː gidiːdæh 

Futurity Particle 

 ħærf/ ’حرف استقبال‘

istiqbɑːl/ 

(PRT_FUT) 

It is a particle that is attached to the beginning of an imperfect verb to represent the 

future tense.  

The traditional future particle /sæ/ ‘س’ is rarely used in EGY and the /ħæ/ ‘ح’, /ʢæ/ ‘ع’ 

and /hæ/ ‘ه’ are used instead. 

 أكتر من اللي حصل يكونحمش 

miʃ ħæ-jkuːn ʡæktær min illiː ħæʂæl 

 تندميهوقاللي صدقيني مش 

wi-ʡɑːlliː ʂæddæʡiːniː miʃ hæ-tindæmiː 

 ليه بلملم ف الخلـج تسألينيع

ʢæ-tisʡæliːniː leɪh bælæmlim fiː ɑl-xælæg (Example from Upper Egypt) 

Progressive Particle 

‘ للمضارع حرف 

-ħærf lil/ ’المستمر

mud   ɑːriʢ ɑl-

mustamirr/ 

(PRT_PRG) 

A group of particles that is not used in traditional Arabic and is attached to the 

beginning of an imperfect verb to express the incomplete action or state in progress at 

a specific time. 

 كان بيعيد ويزيد في الكلم كل شوية

kɑːn bi-jʢiːd wi-jziːd fiː ɑl-kælɑːm kull ʃiwæjjæh 

Jussive-governing 

Particle ‘حرف جزم’ 

/ħærf gæzm/ 

(PRT_JSV) 

A group of particles that is attached to the beginning of an imperfect verb only to 

express a required action to do. It is rarely used in EGY. 

 بكل حرص الأحداث الجارية نتابعلو

wæl-nutɑːbiʢ ɑl-ʡæħdɑːs ɑl-gɑːrijjæh bikull ħirʂ 
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F Suffixes 

Prefix Description and Example 

Negative Particle 

 ħærf/ ’حرف نفي‘

næfj/ 

(PRT_NEG) 

A group of particles that is attached to the beginning of another word to negate it or 

deny its affirmation. This is newly added in EGY. It is not used in traditional Arabic.  

 لوشييستهمحد الواحد يضحي بنفسه عشانه  فيشموفي الدنيا يستاهل  حدشم

mæ-ħæddiʃ fiː ɑd-dunjɑː jistɑːhil wimæ-fiːʃ ħædd ɑl-wɑːħid jid   æħħiː binæfsuh 

ʢæʃɑːnuh mæ-jistæhluːʃiː 

Vocative Particle 

 ’حرف نداء وتنبيه‘

/ħærf nidɑːʡ 

witænbiːh/ 

(PRT_VOC) 

A group of particles that is attached to the beginning of a noun to call or alert a person 

addressed.  

 أحبيبتي – أصاحبي – أزميلي - آهو

ʡæ-ħæbiːbtiː - ʡæ-ʂɑːħbiː - ʡæ-zmiːliː - ʡæ-huː 

Imperative Verb 

Particles  

‘ الأمرحروف  ’ 

/ħuruːf ɑl-ʡæmr/ 

RVPRF_(PGN) 

A group of particles (أ، ن، ي، ت) that are attached to the beginning of the infinitive verb 

and change it to the present tense without changing its basic form. They are represented 

in word-form in proclitic-word-form-enclitic representation. 

 RVPRF_2MS عملا

 IVPRF_2FS يلعما

 IVPRF_2MP لواعما

Imperfect Verb 

Particles  

 ’حروف المضارعة‘

/ħuruːf ɑl-

mud   ɑːriʢæh/ 

IVPRF_(PGN) 

A group of particles (أ، ن، ي، ت) that are attached to the beginning of the infinitive verb 

and change it to the present tense without changing its basic form. They are represented 

in word-form in proclitic-word-form-enclitic representation. 

 IVPRF_1S قولأ

 IVPRF_3MS قولي

 IVPRF_3MP قولواي

   IVPRF_3FP(rarely used in EGY) يقلن

 IVPRF_1P قولن

 IVPRF_2MS or IVPRF_3FS قولت

 IVPRF_2FS  قوليت

 IVPRF_2MP قولوات

 IVPRF_2FP (rarely used in EGY) تقلن

 

Suffix Description and Example 

Negative Particle 

 ħærf/ ’حرف نفي‘

næfj/ 

(PRT_NEG) 

A group of particles that is attached to the end of another word to negate it or deny its 

affirmation. This is newly added in EGY; it is not used in traditional Arabic. It is 

always accompanied with the prefix negative particle /mæ/ ‘م’ or the negative particle 

/mɑː/ ‘ما’. 

 شيميستهلوحد الواحد يضحي بنفسه عشانه  شومفيفي الدنيا يستاهل  شمحد

mæ-ħæddiʃ fiː ɑd-dunjɑː jistɑːhil wimæ-fiːʃ ħædd ɑl-wɑːħid jid   æħħiː binæfsuh 

ʢæʃɑːnuh mæ-jistæhluːʃiː 

Pronoun ‘  الضمير

 ɑd   -d   æmiːr/ ’المتصل

ɑl-muttæʂil/ 

(PRN) 

A group of pronouns that is attached to the end 

of a verb and represents its subject or object. It may also be attached to a noun or a 

preposition (stem or prefix preposition).  

 إن هافي طريق والحكاية دي هالمقفول ومحدش عارف  هاموبايلمن إمبارح للموضوع ده أهو  كمنبهتأنا مش 

ʡænɑː miʃ næbbihtu-kum min ʡimbɑːriħ lil-mæwd   uːʢ dæh ʡæhuː mubɑːjil-hɑː mæʡfuːl 

wi mæ-ħæddiʃ ʢɑːrif læ-hɑː ṭæriːʡ wil-ħikɑːjæ diː fiː-hɑː ʡinnæ 
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Suffix Description and Example 

Noun Suffixes 

NSUF_(GND) 

A letter or a group of letters (morphemes) that are added to the end of a stem and 

change the noun gender or number. They are represented in word-form in proclitic-

word-form-enclitic representation. 

‘ هاتأم ’ /ʡummæhɑːt/ ‘هات/NSUF_FP’, هاتأب  /ʡæbbæhɑːt/ ‘هات/NSUF_MP’ 

‘ اتعلم ’ /ʢælɑːmɑːt/ ‘ات/NSUF_FP’, ‘ اتكتب ’ /kutubɑːt/ ‘ات/NSUF_MB’ 

‘ ةرحم ’ /ræħmæh/ ‘ة/NSUF_FS’, ‘ ةخواج ’ /xæwɑːgæh/ ‘ة/NSUF_MS’ 

‘ ينكتاب ’ /kitɑːbeɪn/ ‘ين/NSUF_MD’, ‘ممثلين’ /mumæssiliːn/ ‘ين/NSUF_MP’ 

 .ʡærd   / ‘null/NSUF_FS’, etc/ ’أرض‘ ,’mæʃɑːkil/ ‘null/NSUF_FB/ ’مشاكل‘

Perfect Verb 

Suffixes 

PVSUF_(PGN) 

A letter or a group of letters (morphemes) that are added to the end of a stem and 

change the perfect verb gender, number or person. They are represented in word-form 

in proclitic-word-form-enclitic representation. 

‘ تشف ’ /ʃuft/ ‘ت/PVSUF_2MS’ or ‘ت/PVSUF_1S’, ‘ تشاف ’ /ʃɑːfit/ ‘ت/PVSUF_3FS’ 

‘ واقال ’ /ʡɑːluː/ ‘وا/PVSUF_3MP’, ‘عمل’ /ʢæmæl/ ‘null/PVSUF_2MS’, etc. 

Imperfect Verb 

Suffixes 

IVSUF_(PGN) 

A letter or a group of letters (morphemes) that are added to the end of a stem and 

change the imperfect verb gender, number or person. They are represented in word-

form in proclitic-word-form-enclitic representation. 

‘ وايكون ’ /jikuːnuː/ ‘وا/PVSUF_3MP’, ‘ وتكتب ’ /tiktibuː/ ‘و/PVSUF_2MP’ 

 .jihuːn/ ‘null/PVSUF_3MS’, etc/ ’يهون‘

Imperative Verb 

Suffixes 

RVPRF_(PGN) 

A letter or a group of letters (morphemes) that are added to the end of a stem and 

change the imperative verb gender, number or person. They are represented in word-

form in proclitic-word-form-enclitic representation. 

‘ يقول ’ /ʡuːliː/ ‘ي/RVSUF_2FS’, ‘ارسم’ /irsim/ ‘null/RVSUF_2MS’, 

‘ واروح ’ /ruːħuː/ ‘وا/ RVSUF_2MP’, etc. 
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Abstract

Developing a system for sentiment analysis is
very challenging for the Arabic language due to
the limitations in the available Arabic datasets.
Many Arabic dialects are still not studied by
researchers in Arabic sentiment analysis due to
the complexity of annotators’ recruitment pro-
cess during dataset creation. This paper covers
the research gap in sentiment analysis for the
Kuwaiti dialect by proposing a weak supervised
approach to develop a large labeled dataset.
Our dataset consists of over 16.6k tweets with
7,905 negatives, 7,902 positives, and 860 neu-
trals that spans several themes and time frames
to remove any bias that might affect its con-
tent. The annotation agreement between our
proposed system’s labels and human-annotated
labels reports 93% for the pairwise percent
agreement and 0.87 for Cohen’s kappa coeffi-
cient. Furthermore, we evaluate our dataset us-
ing multiple traditional machine learning clas-
sifiers and advanced deep learning language
models to test its performance. The results re-
port 89% accuracy when applied to the testing
dataset using the ARBERT model.

1 Introduction

Datasets are the foundation of the most significant
innovation in the field of Natural Language Process-
ing (NLP). The development of NLP algorithms
and tools is dependent on the availability and qual-
ity of the datasets that serve their goals. While
there are plenty of English language datasets, for
some other natural languages, there are still mini-
mal resources, such as the Arabic language (Husain
and Uzuner, 2021). The Arabic language is consid-
ered among the low-resource languages for NLP,

however, the number of people who speaks Arabic
exceeds 353.6 million 1.

The Arabic language has multiple forms. The
Classical Arabic Language (CAL) is the oldest
form of Arabic and is often used in Islamic
manuscripts (e.g., the Quran) (Habash, 2010; Hu-
sain and Uzuner, 2022). Modern Standard Arabic
(MSA) is the official language for Arabic coun-
tries and it is used in official media resources, writ-
ing books, etc(Habash, 2010; Husain and Uzuner,
2021). The last and most dominant form of Arabic
is the Arabic dialects, which are the native lan-
guage form of daily communication. The Arabic
dialects differ based on geographical and social
classes(Habash, 2010). Moreover, Arabic dialects
are often used in online user-generated content such
as on Twitter, Facebook, and Instagram. This varia-
tion among Arabic dialects makes it very challeng-
ing to develop tools that can process Arabic social
media content accurately.

In this study, we develop a dataset based on an
innovative method to reduce the number of hu-
man annotators and propose a text classification
model for sentiment analysis specifically for the
Kuwaiti dialect. The Kuwaiti dialect has not been
comprehensively covered and studied in previous
computational linguistic research. According to
our knowledge, only(Salamah and Elkhlifi, 2014)
investigates some linguistic tools for the Kuwaiti di-
alect to develop an approach for unsupervised senti-
ment analysis, however, their dataset is not publicly
available for researchers. This gap in research in-
spires us to further study the Kuwaiti dialect and

1https://www.worlddata.info/languages/arabic.
php
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to create linguistic resources to support research in
this area. This initial step in studying the Kuwaiti
dialect could also support the study of other under-
represented Arabian Gulf dialects that might share
some vocabularies with the Kuwaiti dialect, for ex-
ample, it can help researchers in Bahraini or Qatari
dialects.

The key contributions of this study are three-
fold:

1. Introducing the first public Kuwaiti dataset
for sentiment analysis with over 16.6K tweets
covering various topics.

2. Implementing a unique data labeling system
inspired by (Smith et al., 2022) for the lan-
guage model in a loop by incorporating
prompting into weak supervision, which
combines the benefits of using weak super-
vised learning and zero-shot pre-trained trans-
fer learning models.

3. Comparing the performance of multiple clas-
sical machine learning classifiers and several
BERT models for sentiment analysis covering
the Kuwaiti dialect.

This paper starts with some background informa-
tion after the introduction that covers the Kuwaiti
dialect, sentiment analysis resources, the latest ap-
proaches and software frameworks in labeling large
datasets, the weak supervised techniques, and the
zero-shot models applied in the experiments. The
methodology is discussed in detail in the third sec-
tion, including dataset construction, dataset label-
ing, classification model, and performance evalu-
ation. In the third section, we present the results,
error analysis, and discuss them thoroughly. The
paper concludes with a conclusion and proposes di-
rections for future works. The paper also includes
an ethics statement at the end and appenedices.

2 Background

2.1 The State of Kuwait and the Kuwaiti
Dialect

The state of Kuwait is a small country with a to-
tal area of 17,820 square kilometers located in
the northwestern corner of the Persian Gulf (i.e.
Arabian Gulf). Geographically, Kuwait was di-
vided into four main areas; Sharq (East), Qibla
(West), Hay al−Wasat (Middle Neighbourhood),
and al−Mirqab (South)(Al-Qenaie et al., 2011).

Kuwaitis have been exposed to continuous con-
tact with several cultures, Arabic dialects, and lan-
guages; such as Cairene Arabic (i.e. Egyptian),
dialects of Saudi Arabia, Turkish, Hindi, and Per-
sian(Al-Qenaie et al., 2011). Furthermore, Kuwait
was a protectorate of the British Empire for 62
years, which also create an effect on the Kuwaiti
dialect(Hayat and AlBader, 2022). This complex
structure of the Kuwaiti dialect makes it very diffi-
cult to create a linguistic system that can automati-
cally process Kuwaiti text accurately.

2.2 Sentiment Analysis Datasets
The available research in sentiment analysis for
the Kuwaiti dialect is very limited. Salamah
and Elkhlifi(Salamah and Elkhlifi, 2014) create
a dataset of 340,000 tweets related to the inter-
rogation of ministers by the National Assembly
of Kuwait. Other Arabian gulf dialects have also
been recently targeted to develop sentiment analy-
sis datasets. A parallel balanced dataset of English,
MSA, and Bahrani dialect consisting of 5,000 prod-
uct reviews and a dataset of 500 movie comments in
Bahraini dialect were created for a sentiment anal-
ysis system(Omran et al., 2022). In (A. Al Shamsi
and Abdallah, 2022), the authors introduced the
first Emirati sentiment analysis dataset, which con-
sists of 70,000 Instagram comments. Multiple sen-
timent analysis resources were developed for the
Saudi dialect, such as: (1) (Rizkallah et al., 2018)
develop 2010 tweets dataset for sentiment analysis;
(2) (Alahmary et al., 2019) collect 32,063 Saudi
tweets; (3) (Alruily and Shahin, 2020) construct a
dataset of 11,764 tweets about Saudi universities;
(4) in (Alharbi et al., 2022), the authors create a
dataset of 22,433 reviews of tourist places.

2.3 Labeling Large Training Dataset
Data labeling is one of the most challenging tasks
in creating datasets for text classification. The fol-
lowing points summarize the main challenges in
NLP related to data labeling:

• Advanced deep learning and transfer learn-
ing algorithms require very large size labeled
datasets.

• Subject Matter Experts (SMEs) have limitted
time, thus its difficult to obtain labels for a
large dataset from SMEs.

• In the case of crowd-sourcing, the labeling
task will be very costly and raise some quality
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Figure 1: Summary of data labeling approaches

issues (e.g., proficiency in the subject, per-
sonal bias, background knowledge effects,
and agreement among annotators).

• Privacy might be required in some projects,
which might impact the annotation process
and the recruitment of annotators.

Knowing the complexity behind the labeling pro-
cess, researchers proposed many solutions to la-
bel data without human annotators. Fig.1 illus-
trates a summary of different approaches to label-
ing/annotating data, including both with and with-
out help from SMEs.

Active learning is one of the advances in the tra-
ditional labeling by SMEs for supervised learning.
It attempts to overcome the labeling bottleneck by
asking queries in the form of unlabeled instances to
be labeled by an oracle (e.g., a human annotator).
In this way, the active learner aims to achieve high
accuracy using as few labeled instances as possible,
thereby minimizing the cost of obtaining labeled
data(Settles, 2009).

The second approach of data labeling is semi-
supervised learning, based on (Ratner et al.; En-
gelen and Hoos, 2020) in this approach a small
dataset is labeled using an unsupervised algorithm,
then the small dataset is used to label a much larger
unlabeled dataset.

The third approach is transfer learning, based
on (Pan and Yang, 2010); this approach aims to
extract the knowledge from one or more source
tasks (model pre-trained on a different dataset) and
apply the knowledge to a target task (to label the
dataset).

The above three approaches reduce the need
for SMEs to annotate additional training datasets.
However, using these approaches will not avoid the
need to label some data; this will not be the case
when using weak supervised learning or Zero-
Shot (ZS) learning, where the first approach avoid

human labeling by using labeling functions created
with the help of the SMEs who provides supervi-
sion at a higher level than case-by-case labeling,
and the ZS learning make use of pre-trained model
to label the dataset without any additional fine-
tuning on the new corpus (Tunstall et al., 2022).

2.3.1 Weak supervised learning
Weak supervised learning is defined by (Tok et al.,
2021) as a collection of techniques in machine
learning in which models are trained using sources
of information that are easier to provide than hand-
labeled data, where this information is incomplete,
inexact, or otherwise less accurate.

The noisy, weak labels are combined using a
generative model trained based on the accuracies
of the labeling functions; the accuracies are derived
from agreement and disagreement of the labeling
functions and used to form the training data.

Weak supervision has received much attention
in recent years, and several open-source software
frameworks for weak supervision have been re-
leased to be used by data scientists in building
real-world systems. Example software frame-
works include Snorkel(Ratner et al., 2017), Swell-
Shark(Biomedical NER)(Fries et al., 2017), and
FlyingSquid(Fu et al., 2020).

Stanford researchers, found that when they com-
pared to the productivity of teaching the SMEs
Snorkle weak supervised framework, versus spend-
ing the equivalent time just hand-labeling data,
the team was able to build models not only 2.8x
faster but also with 45.5% better predictive per-
formance on average(Ratner et al., 2017). Also,
they found that using Snorkel leads to an average
of 132% performance improvement over baseline
techniques(Ratner et al., 2017).

Another research on weak supervised learning
by MIT researchers found that the combination
of a few "strong" labels and a larger "weak" label
dataset resulted in a model that learned well and
trained at a faster rate(Robinson et al., 2020).

2.3.2 Snorkel Open Source Weak Supervision
Framework

Snorkel framework(Ratner et al., 2017) is a
project proposed by researchers at Stanford AI Lab
started in the year 2015. It is the oldest among
the weak supervised learning software frameworks.
Snorkel team published over 60+ peer-reviewed
publications(AI). Besides the open-source library,
the Snorkel research team built a commercial ver-
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sion called Snorkel Flow2 by incorporating years
of experience from applying weak supervision to
real-world machine learning problems.

The following describes the steps of the Snorkel
system:

1. The SME users write Labeling Functions
(LFs) that express weak supervision sources
like distant supervision, patterns, and heuris-
tics.

2. Snorkel applies the LF on unlabeled data and
learns a generative model to combine the LFs’
outputs into probabilistic labels.

3. Snorkel uses these labels to train a discrim-
inative classification model, such as a deep
neural network.

2.3.3 Zero-Shot (ZS) Learning
Based on (Tunstall et al., 2022) ZS classification is
suitable in a setting where no labeled data is pro-
vided. Using Natural Language Inference (NLI)
the ZS model can predict the class of the unlabeled
sample, even if the model was not trained on those
classes. The ZS models leverage the semantic sim-
ilarity between labels and the text context(Yildirim
and Asgari-Chenaghlu, 2021). In this type of ex-
periment setup, the text is treated as the premise,
and the hypothesis is formed as "this example is
about {label}". In addition, a set of expected labels
is fed to the promise, and the entailment score tells
if the promise is about that topic/label or not.

A good candidate to perform ZS classification on
languages other than English is XLM-RoBERTA
(XLM-R) model. It was trained on one hundred
languages, including Arabic and many other low-
resource languages. Based on the findings from
(Conneau et al., 2020), applying the XLM-R model
on the cross-lingual Natural Language Inference
(XNLI) task, significantly outperforms multilin-
gual BERT (mBERT) by +13.8% average accuracy.
Moreover, it also performs exceptionally well on
low-resource languages, improving 11.8% in XNLI
accuracy for Swahili and 9.2% for Urdu over the
previous XLM model.

Another State-Of-The-Art (SOTA) model in
XNLI task is Multilingual mDeBERTa. As of De-
cember 2021, mDeBERTa-base is the best perform-
ing multilingual base-sized transformer model, it
achieved a 79.8% ZS cross-lingual accuracy on

2https://snorkel.ai/

XNLI and a 3.6% improvement over XLM-R Base
(He et al., 2021).

2.4 Language Models in a Loop
In (Smith et al., 2022), the researchers proposed a
framework incorporating ZS model prompting into
programmatic weak supervision. The following is
a detailed explanation of the steps:

1. The SMEs express their domain knowledge
via prompts combined with unlabeled exam-
ples and given to a pre-trained ZS language
model.

2. The ZS model’s responses are interpreted with
label maps to produce votes on the true label.

3. These votes are denoised with a label model,
and the resulting estimated labels are used to
train an end model.

4. The SMEs can refine their prompts throughout
the process by inspecting unlabeled examples
and evaluating with a small labeled develop-
ment set.

Based on the findings from (Smith et al., 2022),
using this approach which combines ZS models
with weak supervised learning, can significantly
improve performance over using the ZS model
alone, with an average of 19.5% reduction in errors.
They also found that this approach produces classi-
fiers with comparable or superior accuracy to those
trained from hand-engineered rules.

3 Methodology

3.1 Dataset
3.1.1 Dataset Extraction, Collection, and

Filtering
The process used in collecting data spans over one
year to ensure the diversity of data content, and to
remove any bias or impacts that might be caused by
social factors within the Kuwaiti society. We select
four controversial events that happen in different
time frames in Kuwait. These events create de-
batable and stressful content on the online Arabic
Twitter-sphere. The followings are a short descrip-
tion of each event and the hashtags used to extract
its tweets:

• Farah Akbar. These tweets were collected dur-
ing April 2021. Farah Akbar is a Kuwaiti
woman who was brutally murdered. Her
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killer had threatened and harassed her af-
ter she rejected his marriage proposal. The
hashtags used to extract these tweets re-
lated to Farah’s event are:#ZA� 	�Ë @_ Z @ 	Q« and

#ÕËA�Ë@_ hAJ.�_ É�J�̄_ �éÖß
Qk. .

• Dalal Al-Abd Al-Jader. These tweets were
collected during October 2021. Dalal Al-
Abd Al-Jader is a Kuwaiti girl who was
killed by her mother and kept for five years
inside the apartment without being buried.
The hashtag used to extract these tweets is
#PXAm.Ì'@YJ.ªË @_ ÈBYË_ �éË @YªË@.

• Bideon. Bidoon or bedun refers to a state-
less Arab minority in Kuwait. They do not
have nationalities and are not allowed to ob-
tain most official documents, which causes
difficulties in finding employment, accessing
healthcare, and education. We select tweets
that were posted during February 2022 about
the Bidoon because it coincides with the Mo-
roccan child Rayan incident which received
the attention of an overwhelming number of
online users including Kuwaitis. This reac-
tion from Kuwaitis toward Rayan incident in-
creased the anger of people from the Bidoon
community in Kuwait, which led them to go
out to the streets and protest for their citizen-
ship and other civil rights. The hashtags used
to extract these tweets are # éK
ñËð@_ 	àðYJ. Ë @
# 	àðYJ. Ë @ # 	QK
 	QªË@YJ.«_ 	àðYJ. Ë @_ É 	®¢Ë@.

• Sheick Al-Hazem. These tweets were col-
lected during April 2022. Sheikh Al-Hazem
is a Kuwaiti Shia clergy who was assaulted
while in the mosque by three government
officials who try to confiscate money col-
lected from people for Zakat (i.e. donation).
The hashtag used to extract these tweets is
#Õç'
 	QêË @_ ø
 YêÓ_ qJ
 ��Ë@_ Ðñ ��m×.

3.1.2 Dataset Labeling
Tweets are categorized according to the feeling in
which they are present, either to be positive; such
as happiness, fun, and pride, or to be negative; such
as sadness and contempt, or to be neutral in the
sense that there is no expression of feelings. The
followings are samples from the dataset from each
label:

• Positive: �ékA��. ÐñJ
Ë @ 	àA�	� @ É¿ Xñk. ð

	àAÓBAK. ú

	æ��k �èX@PB@

"People’s presence at the Will Square today
makes me feel safe".

• Neutral: �è


@QÖÏ @ Y 	� 	­	JªË@ �é 	�ëA 	JÓ �éÊÔg

"The campaign against women’s violence".

• Negative: ÉÓ@ �éJ. J
 	k 	áÓ Q��» @ ÕË 
ñK
 
úæ��B

@YK. @ ½K
 	X 
ñK
 	áË é 	K @ �I 	� 	J 	£ �	m��� 	áÓ ½J
�KA�K
"Nothing hurts more than disappointment
comes from someone you thought would never
hurt you".

Snorkel and Language Models in a Loop for
Dataset Labeling:

We used Snorkel open-sourced software frame-
work(Ratner et al., 2017, 2016) because the avail-
able alternative frameworks are not supporting our
goal. For example, SwellShark is used for Biomed-
ical NER, Skweak is tightly integrated with SpaCy
which does not support Arabic, and FlyingSquid
has limited documentation with a focus on video
classification.

Fig.2 illustrates the steps we followed to label
the training dataset. Our proposed labeling system
differs from (Smith et al., 2022) system as for the
LFs, we used several ZS pre-trained models and
one promote instead of using one ZS model and
changing the promote as in (Smith et al., 2022).

To select the ZS pre-trained models used in our
experiments, firstly, we searched for the top ZS
pre-trained models published in the Hugging Face
repository3. The selection criteria were based on
the list of top downloaded ZS models that either
support multilingual or support the Arabic lan-
guage and is fine-tuned on XNLI using either XLM-
R or mDeBERTa models. We applied this selection
criteria because any ZS model fine-tuned on one
of those two models is expected to give good re-
sult with low-resource languages such as Arabic
dialects as previous studied demonstrated(Conneau
et al., 2020; He et al., 2021). Next, we tested the
previously selected models using part of our dataset.
We excluded the models that reported poor perfor-
mance and did not support the Kuwaiti dialect.

After extensive experimenting, the final selected
ZS models are the following:

1. joeddav/xlm-roberta-large-xnli(Davison) 4

3https://huggingface.co/
4https://huggingface.co/joeddav/xlm-roberta-large-xnli
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Figure 2: Snorkel weak supervised learning steps

2. MoritzLaurer/mDeBERTa-v3-base-mnli-
xnli(Laurer et al., 2022) 5

3. vicgalle/xlm-roberta-large-xnli-anli (Davison)
6

Using the selected ZS models, we created three
LFs, the LF either returns a sentiment label (posi-
tive, negative, neutral) or returns the "ABSTAIN"
value in case the labeling function could not la-
bel the text. We also set the promote hypothesis
template to "The sentiment of this post is {}".

Next, we applied the LF to the unlabeled training
dataset. We iterated on this process several times.
In each iteration, we checked the abstained tweets
and samples of the predicted tweets to evaluate and
refine the sentiment labels keywords and the ZS
language models.

Then, we tested the performance of the Snorkel
probabilistic labeling model based on the exact
steps illustrated in Fig.2, but we applied it to the
gold-labeled testing dataset. Finally, we retrieved
the resulting labeled training dataset by removing
the abstained tweets and keeping only the labeled
tweets.

Gold-Labeled Dataset: In addition to Snorkel’s
labeled dataset, we hire 7 annotators between the
age of 17 and 24 years who are Kuwaiti and pro-
ficient in the Kuwaiti dialect among other Arabic
dialects to manually label a set of 2,100 tweets
(300 tweets per annotator). A detailed labeling in-
struction including definitions and samples from

5https://huggingface.co/MoritzLaurer/mDeBERTa-v3-
base-mnli-xnli

6https://huggingface.co/vicgalle/xlm-roberta-large-xnli-
anli

each label along with a background survey and
a pilot study were used to help the annotators to
provide accurate labels. The pilot study consist of
15 tweets; 5 were labeled as samples from differ-
ent labels and 10 were used to test the annotators.
Annotators who accurately labeled the testing 10
tweets were presented with 300 tweets to label as
part of the gold-labeled dataset.

We further check the human-labeled tweets for
accuracy by reviewing them with an expert anno-
tator and excluding all inexact tweets. The final
version of the gold-labeled dataset consists of 1,534
tweets. This set of tweets was used to further ex-
amine our approach to data labeling using weak
supervision techniques.

3.1.3 Dataset Cleaning and Preprocessing

We removed duplicated tweets, retweet keyword
"RT", and user mentions. Previous studies high-
lighted the limited effects of preprocessing Arabic
tweets when used with advanced classification mod-
els such as BERT-model(Husain and Uzuner, 2022;
Husain, 2020). Thus, only hashtags were removed
before applying feature extractions and using the
text for the classification models.

The size of the resulting labeled dataset from
our proposed labeling system, and after removing
the abstained tweets is a total of 16,667 tweets;
7,905 negative, 7,902 positive, and 860 neutral.
The resulting labeled dataset is nearly balanced on
tweet counts between negative and positive labels,
but not on the neutral labels. At this stage, the
labeled dataset is ready for the next step to be used
in baseline models and to fine-tune Arabic language
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models.

3.2 Classification Models

We randomly split the dataset into three parts; the
train set with 60% of the total number of tweets, the
validation set with 20%, and the test set is 20%. All
sets have equal proportions of label distributions,
Fig.3 shows the distribution of each set. Firstly, we
train the classification models using the train set
and evaluate them using the validation set, then we
combine the validation set with the train set and
train the classification models and evaluate them
using the test set. As described in the following sec-
tions, multiple classifiers were applied to evaluate
the dataset.

3.2.1 Baseline Models
We develop four baseline classification models; Lo-
gistic Regression (LR), Support Vector Machine
(SVM), Multinomial Naive Bayes (M-NB), and
Bagging with a 2-5 characters-based TF-IDF vec-
torizer. Previous studies emphasize the importance
of applying a character-based feature when the
dataset is extracted from user-generated content
such as Twitter because character-based features
are language-independent features that perform
well with misspelling errors or obfuscating words,
as is the case on most Twitter content(Bohra et al.,
2018; Nobata et al., 2016). The feature and mod-
els were implemented using Python scikit-learn
library.

3.2.2 BERT Models
The main classification models which we used in
developing and evaluating the sentiment analysis
system are sharing the same Bidirectional Encoder
Representations from Transformers (BERT) archi-
tecture, however, they vary in the parameters and
data used in creating them. The BERT model ap-
plies pre-trained language representations to down-
stream tasks through a fine-tuning approach. This
approach is also called transfer learning, in which
the pre-trained language representations are devel-
oped using a neural network model on a known
task, and then fine-tuning is performed to use the
same model for a new purpose-specific task such
as sentiment analysis(Devlin et al., 2018). The
following four BERT models are applied in our
experiments:

• AraBERT Model(Antoun et al.). It is a mono-
lingual Arabic BERT model. It has various

versions with variations in the model architec-
ture and training corpus. In this study, "bert-
base-arabertv02-twitter" is applied, which is
trained by continuing the pre-training process
using the masked language model pipeline
with around 60 million Arabic tweets. This
version of AraBERT includes emoji in its vo-
cabulary7.

• ARBERT(Abdul-Mageed et al., 2021). It uses
the same network architecture of the BERT
base model with a large MSA dataset that has
been collected from 6 various sources8.

• MARBERT(Abdul-Mageed et al., 2021). This
model has been developed by the same authors
as ARBERT, however, it was developed using
a larger dialectal dataset than ARBERT with
more tokens that are collected from randomly
selected tweets. It has the same architecture as
ARBERT, but without the Next Sentence Pre-
diction (NSP) objective as tweets are concise
and short.

• Microsoft Multilingual Model
(MiniLM)(Wang et al., 2020). It is a
small and fast pre-trained model for language
understanding and generation. It is distilled
from the "XLM-RoBERTa" model, however,
the transformer architecture of MiniLM is the
same as that of the BERT model9.

All BERT models used in this study were from
the Hugging Face repository and the experiment
was developed in Python using the PyTorch- Trans-
formers library. The models were used with the
same parameters settings; maximum length = 128
characters, patch size = 16, epoch = 2, epsilon = 1e-
8, and learning rate = 2e-5. We did not use feature
engineering because fine-tuning and deep learning
do not need feature engineering, instead, we use
the pool layer from the encoder and feed it into
a simple Feed Forward Neural Network (FFNN)
layer.

3.3 Model Performance Evaluation
We applied hyperparameter tuning via a stratified
5-fold cross-validation process on the training set
to arrive at the most efficient hyperparameters. The

7https://huggingface.co/aubmindlab/
bert-base-arabertv02-twitter

8https://github.com/UBC-NLP/marbert
9https://huggingface.co/microsoft/

Multilingual-MiniLM-L12-H384
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Figure 3: Classes distribution of each subset from the dataset

distribution of the sentiment classes is not equal
in all sets, as can be seen from Fig.3. Thus, we
depend on macro-averaged measurements to re-
move any bias toward a particular class. Macro
F1 and accuracy were applied in most experiments.
Models were evaluated using a stratified 5-fold
cross-validation to remove any bias by averaging
the results. The evaluation metrics were developed
using the Scikit-Learn Python library. Google Co-
lab was used to conduct the experiment. We further
evaluate the results through manual inspection and
error analysis.

4 Results and Discussion

Firstly, we evaluate the Snorkel annotated dataset
to check for the annotation agreement between
the Snorkle-labeled dataset and the gold-labeled
dataset (human-labeled dataset). Thus, we consider
pairwise percent agreement and Cohen’s kappa
coefficient metrics to evaluate annotation agree-
ment. The result report 93% for the pairwise per-
cent agreement and Cohen’s kappa coefficient is a
near-perfect agreement with a value equals to 0.87.

We also tested the performance of the Snorkel
probabilistic labeling model by applying the same
steps illustrated in Fig.2. Snorkel framework al-
ready provides a function to evaluate its perfor-
mance in case gold labels are present in the dataset.
Thus, we applied the steps to the gold-labeled test-
ing dataset of size=1,534 tweets, and the final per-
formance results of the labeling system were accu-
racy score of 93%, and F1-Macro of 84%.

Table 1 presents the results for the baseline mod-
els and Table 2 shows the results for the main clas-
sification models. As can be noticed, the SVM re-
ports the best performance among the baseline mod-
els. However, after further training using both train
and validate sets, it reports almost perfect perfor-
mance with 0.99 and 1.00 for the macro-averaged

F1 and accuracy scores respectively, which indi-
cates a possibility of over-fitting. Investigating
the result from the SVM model shows that only
3 positive tweets were misclassified as negative,
5 negative tweets were misclassified as positive,
and for the neutral tweets, 1 tweet was misclassi-
fied as positive and 4 tweets were misclassified as
negative. A similar finding is also applied to the
bagging model.

The results of the BERT models highlight an
important finding. Even though AraBERT includes
in its pre-training dataset tweets and emoji, sim-
ilar to our dataset, and MARBERT is developed
using a large tweets dataset, they both were not per-
forming as well as ARBERT. The ARBERT model
reports 0.75 and 0.89 for the macro-averaged F1
and accuracy scores respectively on the test set.

Datasets
Validation Test
F1 Acc. F1 Acc.

LR 0.66 0.81 0.78 0.91
SVM 0.75 0.84 0.99 1.00
M-NB 0.51 0.75 0.54 0.78

Bagging 0.67 0.76 0.98 0.99

Table 1: Baseline models results

Datasets
Validation Test
F1 Acc. F1 Acc.

AraBERT 0.66 0.85 0.66 0.86
MiniLM 0.50 0.72 0.53 0.78
ARBERT 0.72 0.87 0.75 0.89

MARBERT 0.62 0.84 0.71 0.88

Table 2: Main models results
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4.1 Error Analysis
Since the dataset consists of a large number of
tweets, explicit sentiment tweets and more ambigu-
ous ones were encountered. The explicit tweets
were clear, easy to classify, and convey sentiments
by both Snorkel and human annotators. On the
other hand, various tweets were challenging to clas-
sify. Some were not clear in terms of the focus of
the topic as the reader would find the meaning com-
plicated to understand, and others were difficult to
decide their suggested sentiment. Samples from
the explicit sentiment and ambiguous tweets are
presented in Appendix A.

Additionally, one noted observation while going
through the tweets was that they contained foreign
vocabularies that were borrowed from other lan-
guages (English in most cases), modified to fit the
Kuwaiti dialect, or just written in Arabic alphabets
like (½K
QK. / break and Õç'
A�K Q 	̄ð@ / over time), and
used regularly among Kuwaitis, showing that the
Kuwaiti dialect is constantly updating with new
words added to it.

5 Conclusions

In this paper, we release the first open large-
scale dataset focused on sentiment analysis for
the Kuwaiti dialect using a semi-supervised ap-
proach. We created a semi-supervised model based
on the Snorkel framework to reduce the need for
human annotators and boost the size of the labeled
data rapidly and accurately. To test the applicabil-
ity of the dataset, we evaluated various traditional
machine learning classifier baselines, as well as
advanced BERT-based language model classifiers.
The results showed that our approach generates
high-performance scores in both macro-average F1
and accuracy results. We believe our approach will
help foster research and development of NLP sys-
tems, which were previously little studied due to
the challenges faced by human annotators.

6 Future Work

To further prove the validity and significance of
our proposed weak supervised labeling system, we
plan to test the labeling methodology on Arabian
Gulf dialects other than the Kuwaiti dialect. Fur-
thermore, for labeling functions in Snorkel, we
plan to test various versions of the prompt text used
in the zero-shot pre-trained models using different
Arabic and English prompts and by testing the ef-
fect of combining rule-based and heuristic labeling

functions with zero-shot pre-trained models on the
accuracy of weak supervised labeling system.

7 Ethics Statement

We constructed the sentiment analysis Kuwaiti
dataset using the public tweets that span several
time-frames and themes, Snorkel open-sourced
framework for automatic labeling, and human an-
notators for the annotation evaluation dataset. All
sensitive and personalized content was removed
from the tweets for users’ privacy concerns. An
SME who is an expert in NLP, Kuwaiti dialect, and
Snorkel framework administrated the creation of
labels using Snorkel to ensure the accuracy of the
automatic annotation process. We only recruited
Kuwaiti annotators that are fluent Kuwaiti speakers,
with a very high approved task acceptance rate to
label the evaluation dataset manually.
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A Appendices

A.1 Explicit Tweets
Explicit tweets refer to tweets that contain some
verbs or nouns expressing the feelings and opinions
of the author clearly. These tweets were very easily
classified based on the sentiment labels; negative,
positive, or neutral, by the proposed Snorkel system
and human annotators as well. Samples from these
tweets are shown in Table 3.

A.2 Ambiguous Tweets
Ambiguous tweets refer to tweets that contain un-
clear text that is complicated in terms that it shows
feelings and emotion but it is not clear whether this
sentiment is negative, positive, or neutral. Thus,
it is not factual or news, rather it illustrates some
sentiment but the state if the sentiment is not stable.
Table 4 shows some examples of ambiguous tweets
from the dataset.
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Sentiment Tweet
Positive ! . . ÈñÊg Èñº ��ËAë øPð AÓ ,,, Xñk. ñÓ é<Ë @

	àðYJ. Ë @_ Q�
�Öß._ PA�Jî �D�@_ ù 	®»#
God exists„,there are no solutions for those

people enough negligence of the Bidoon
Negative ¨AJ.¢	� @ ù
 ¢ª

�JË 	­�̄ñÖÏ @ @ 	Yë ú

	̄ Qê 	¢�� Qm.

	̄ AÖ 
ß @X
	PAêm.Ì'@ ��@ñK.



@ 	áÓ ú


�æ 	K


@ Qm.

	̄ ø
 	Q»QÖÏ @ 	PAêj. ÊË 	àAÓB@
�é�	mÌ'@ �éK
A 	« ú


	̄ �é 	K A�	� @ 	àðYJ. Ë @ �éJ
 	��̄ úÎ« ��A�Jª�K ú

�GCË@ 	áÓð

Fajer always appears in this position to make
an impression of the safety for the central
control. Fajer, you are one of the horns of
the central control, and among those who
subsist on the issue of the Bidoon, a very

mean person

Neutral 	� 	̄P 	à


A ���. Èð@Y�JK
 AÓ iJ
m�� Q�
 	« . . �éJ
 	KYÖÏ @ �éÓY	mÌ'@

	àðYJ. Ë @# �Ë �éJ
ÓAÓ


B@_ 	¬ñ 	®�Ë@# �è



A 	̄ A¾Ó 	¬Qå� 	à@ñK
YË@

The Civil Service.. incorrect rumors about the
refusal of the Diwan to disburse a reward to

the front rows of the Bidoon

Table 3: Samples from the explicit tweets
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Challenge Tweet
Not direct. It could be sarcastic by ÈA 	®£



B 	­£Aª�JË @ 	áÓ ÕºË@ @ 	Yë Ym.�

	' ÕË
referring to the amount of attention 	àAÓQmÌ'@ Q
�K. ú


	̄ �
AJ
ÓñK
 	àñ¢�̄ A���K
 	áK


	YË @ 	àðYJ. Ë @
and empathy Rayan was getting, but 	àðYJ. Ë @# H. AJ. ��Ë Q«A ��ÖÏ @ 	áÓ ÕºË@ @ 	Yë

�
@YK.



@ Ym.�

	' ÕË
could also be serious, free from sarcasm We did not find this amount of sympathy for the

Bidoon children who fall daily into the well of
deprivation. We have never found this amount of
feelings for the Bidoon youth have never found

this amount of feelings for the Bidoon youth
The sentiment here was both positive Y	J« éK
ñËð@_ 	àðYJ. Ë @# 	á�
J
��K
ñºË@ �éJ
 	��̄ ù�®J. ���ð

and negative, as the idea of unity éÓXA�®Ë @ �éªÒm.Ì'@ 	á£ñË@ @ 	Yë ú

	̄ 	­K
Qå�� É¿

gave a positive feeling, but stating ú

	̄ �éªÒm.Ì'@ �èC� YªK. �èYg@ñË@ �é«A�Ë@ 2202

the issues they were facing gave a 	àðYJ. Ë @ 	á�
J
��K
ñºË@ �é 	®�̄ð �éK
QmÌ'@ð �éÓ@QºË@ð �è 	QªË@ ZAÒJ
�K
negative one. ú
¾Ëð ÉëAj. �JË @ð 	­K
ñ���Ë @ð �é 	KAëB
 @ð ÕÎ 	¢Ë@ Y 	� �éJ
� 	�k.

The issue of Kuwaitis Bedoons will remain a
priority for every honorable person in this
country, next Friday 11/2/2022 one o’clock

after Friday prayers in Taima, the pride,
dignity and freedom. The stateless Kuwaitis

stand against injustice, humiliation,
procrastination and disregard, and for our

message to reach everyone, we are a people
who deserve to live with dignity.

Table 4: Samples from the ambiguous tweets
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Abstract

Social media platforms are becoming inherent
parts of people’s daily life to express opinions
and stances toward topics of varying polarities.
Stance detection determines the viewpoint ex-
pressed in a text toward a target. While commu-
nication on social media (e.g., Twitter) takes
place in more than 40 languages, the major-
ity of stance detection research has been fo-
cused on English. Although some efforts have
recently been made to develop stance detec-
tion datasets in other languages, no similar ef-
forts seem to have considered the Arabic lan-
guage. In this paper, we present MAWQIF, the
first Arabic dataset for target-specific stance
detection, composed of 4,121 tweets annotated
with stance, sentiment, and sarcasm polarities.
MAWQIF, as a multi-label dataset, can provide
more opportunities for studying the interaction
between different opinion dimensions and eval-
uating a multi-task model. We provide a de-
tailed description of the dataset, present an an-
alysis of the produced annotation, and evaluate
four BERT-based models on it. Our best model
achieves a macro-F1 of 78.89%, which shows
that there is ample room for improvement on
this challenging task. We publicly release our
dataset, the annotation guidelines, and the code
of the experiments.1

1 Introduction

Currently, online forums and social media plat-
forms are being inherent parts of people’s daily
life as a media of expressing their stances toward
different targets (e.g., events, politics, services, or
controversial news). Consequently, the demand
for automatic solutions for stance detection signifi-
cantly increases as the volume of unstructured data
does.

Stance detection is the task of predicting whether
the author of a written text is in favor of, against,
or neutral toward a subject of interest (i.e., target),

1https://github.com/NoraAlt/Mawqif-Arabic-Stance

in which the stance is explicitly or implicitly stated
in the text (Küçük and Fazli, 2020; AlDayel and
Magdy, 2021). Automatic and high-performance
solutions for stance detection can play a valuable
role in decision-making for politicians, businesses,
and authorities. The input to the stance detector is
usually a pair of written text and a target. However,
other inputs can be used to boost the model per-
formance such as the user’s social activity on the
social media platforms (e.g., retweets and likes).

Existing stance detection datasets can be catego-
rized based on the target dependency into target-
specific, cross-target, and target-independent. In
target-specific stance detection, a specific target
(e.g., Donald Trump or BREXIT referendum) has
to be given along with the user’s text, and some-
times the user’s information, in order to detect the
stance toward the predefined target. In cross-target
stance detection, the objective is to build a classifier
that can transfer the learned knowledge between
targets using a large dataset that comprise a wider
range of different targets. In the target-specific and
cross-target tasks, the target of the stance is an ex-
plicit entity (e.g., person, event, or controversial
issue), whereas the target in target-independent
tasks is a claim or a piece of fake news and the
objective is to detect whether the comments are
confirming the claim/news or denying its veracity.

A significant number of stance detection tech-
niques have been proposed in the literature. How-
ever, most of these studies used an old public
dataset, SemEval-2016 (Mohammad et al., 2016),
including those published recently (Chen et al.,
2021; Li et al., 2021b; Al-Ghadir et al., 2021; All-
away et al., 2021; Liang et al., 2021). We believe
that more benchmarked stance detection datasets
should be released under a common open license
for public usage. Non-English data, multilingual
data, and annotations of other opinion dimensions
(e.g., sarcasm and emotions) should all be consid-
ered for establishing new stance detection datasets.
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We aim to facilitate the research on target-
specific stance detection of Arabic micro-blogs.
To our knowledge, this problem has not been stud-
ied for the Arabic language and there is no pub-
licly available dataset for Arabic that can be used
for target-specific stance detection. Arabic is a
challenging language for most natural language
processing (NLP) applications due to its unique
nature in the variety of dialectics and its rich and
complex morphology (Badaro et al., 2020). Fur-
thermore, different from media that use Modern
Standard Arabic (MSA) with formal linguistic cri-
teria, social media texts represent dialectal Arabic
and contain an informal writing style (e.g., spelling
errors, abbreviations, irregular grammar, emojis,
and symbols). Thus, automatically detecting the
user’s stance on social media, specifically in Arabic,
is a worthwhile and challenging task. In addition,
the increase of Arabic content on social media, and
the mobilized masses for political and economic
changes in the Middle East have motivated us to
search in this direction.

In this paper, we release MAWQIF, the first Ara-
bic dataset that can be used for target-specific
stance detection. This dataset consists of 4,121
tweets in multi-dialectal Arabic. Each tweet is an-
notated with a stance toward one of three targets:
“COVID-19 vaccine,” “digital transformation,” and
“women empowerment.” In addition, this is a multi-
label dataset where each data point is annotated for
stance, sentiment, and sarcasm, which will provide
a benchmark for the three tasks. It will also help
in analyzing the interaction between the different
opinion dimensions (i.e., stance, sentiment, and
sarcasm).

Our contributions in this paper can, therefore, be
summarized as follows. 1) We construct and re-
lease MAWQIF, the first multi-label Arabic dataset
for stance detection. The proposed dataset consists
of 4,121 tweets covering three topics (i.e., targets)
that are controversial in the Middle East. We also
provide a detailed description of the dataset and an
analysis of the produced annotation; 2) The pro-
posed dataset is annotated for stance, sentiment,
and sarcasm. This provides more opportunities for
studying the interaction between different opinion
dimensions, and evaluating a model trained on dif-
ferent opinion dimensions in a multi-task paradigm
to boost the performance of stance detection; 3)
We benchmark the proposed dataset on the stance
detection task and evaluate the performance of four

BERT-based models.

2 Related work

Stance detection is a relatively new field of study;
however, considerable effort has been devoted
into building datasets for stance detection tasks.
From the definitions of the three stance detection
tasks (presented in Section 1); the structure of the
datasets used for target-independent tasks is dif-
ferent than the datasets used for target-specific or
cross-target tasks. In target-independent stance
detection, each input entry is usually in the form
of a pair of textual claims and responses. Ex-
amples of target-independent datasets are: Emer-
gent (Ferreira and Vlachos, 2016), IBM Debater
(Bar-Haim et al., 2017), Pheme (Kochkina et al.,
2017), RumourEval-17 (Derczynski et al., 2017),
FNC-1 (Hanselowski et al., 2018), Args.me (Ajjour
et al., 2019), Perspectrum (Chen et al., 2019),
RumourEval-19 (Gorrell et al., 2019), Arabic News
Stance (Khouja, 2020), and (Baly et al., 2018).
Meanwhile, the input entry for target-specific and
cross-target stance detection systems usually con-
sists of a text and target pair.

Several datasets have been proposed for target-
specific and cross-target stance detection. These
datasets have been collected from different plat-
forms such as social media (Mohammad et al.,
2016; Xu et al., 2016; Sobhani et al., 2017; Taulé
et al., 2017; Küçük and Can, 2018; Lai et al., 2018;
Conforti et al., 2020; Lai et al., 2020; Cignarella
et al., 2020; Grimminger and Klinger, 2021; Zo-
tova et al., 2021), debate websites (Stab et al., 2018;
Hosseinia et al., 2020; Vamvas and Sennrich, 2020),
and news commentaries (Hercig et al., 2017; All-
away and Mckeown, 2020). With regard to lan-
guage orientation, most of the available stance de-
tection datasets are monolingual where their data
are available in one language. The majority of
these monolingual datasets are in English language
(Mohammad et al., 2016; Sobhani et al., 2017; Stab
et al., 2018; Allaway and Mckeown, 2020; Conforti
et al., 2020; Lai et al., 2020; Hosseinia et al., 2020;
Grimminger and Klinger, 2021). For Italian, Lai
et al. (2018) and Cignarella et al. (2020) collected
tweets targeting the Italian constitutional reform
and the Sardines movement, respectively. Similarly,
Küçük and Can (2018) collected Turkish tweets tar-
geting football clubs. Furthermore, a dataset for
Chinese language is presented in (Xu et al., 2016),
and a Czech stance detection dataset is presented
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Language Dataset Name / Ref. Targets Annotation Size

English

SemEval-2016 Task 6 (Mohammad
et al., 2016)

Atheism, Climate change,
Feminist movement, Hillary
Clinton, Abortion legalization

Stance, Sentiment 4,163 Tweets

Multi-target SD (Sobhani et al., 2017) 2016 US presidential electors Stance 4,455 Tweets

UKP (Stab et al., 2018) 8 controversial topics Stance 25,492 Comments

Procon20 (Hosseinia et al., 2020) 419 controversial issues Stance 6,094 Comments

VAST (Allaway and Mckeown, 2020) Several topics Stance 23,525 Comments

WT-WT (Conforti et al., 2020) Health insurance companies Stance 51,284 Tweets

TW-BREXIT (Lai et al., 2020) BREXIT referendum Stance 1,800 Triplets of
tweets

Election-2020 (Grimminger and
Klinger, 2021)

2020 US presidential electors Stance,
Hate speech 3,000 Tweets

Italian ConRef-STANCE-ita (Lai et al.,
2018)

Italian constitutional reforms Stance 963 Triplets (tweet,
retweet, reply)

SardiStance (Cignarella et al., 2020) Sardines movement Stance 3,242 Tweets

Chinese NLPCC-2016 Task 4 (Xu et al., 2016) 5 topics Stance 3,250 Weibo posts

Czech Hercig et al. (2017) Miloš Zeman, Smoking ban Stance, Sentiment 5,423 Comments

Turkish Küçük and Can (2018) Football clubs Stance 1,065 Tweets

Spanish,
Catalan

IberEval 2017 (Taulé et al., 2017) Catalan independence Stance 5,400 Tweets (for
each language)

Zotova et al. (2021) Catalan independence Stance (automatic
annotation)

Spanish: 10K
Tweets, Catalan:
10K Tweets

German,
French,
Italian

X-stance (Vamvas and Sennrich,
2020)

150 political issues Stance (automatic
annotation)

German: 40,200,
French: 14,129,
Italy: 1,173

Table 1: Publicly available datasets for target-specific and cross-target stance detection.

in (Hercig et al., 2017). However, few datasets
are multilingual where more than one language is
considered in collecting the data. Vamvas and Sen-
nrich (2020) proposed a multilingual dataset with
French, German, and Italian languages. Two other
datasets considered Catalan and Spanish languages
in one dataset (Taulé et al., 2017; Zotova et al.,
2021). Table 1 summarizes the publicly available
datasets used for target-specific and cross-target
stance detection.

In our dataset, we attempt to address two gaps;
the language and the annotation of other opinion di-
mensions. Despite the growing interest in studying
stance detection, no study, as far as we know, con-
sidered Arabic language for target-specific stance
detection. In this paper, we release the first Ara-
bic target-specific stance detection dataset. It is
worthwhile noting that there are two stance detec-
tion datasets that target Arabic language (Khouja,
2020; Alhindi et al., 2021). However, these two
datasets are dedicated to study claim verification,

as they consist of claim/reference pairs to predict
the stance of a claim toward the reference sentence.
Thus, they cannot be used for building a target-
specific stance detection model. In addition, the
two datasets are comprising texts in modern stan-
dard Arabic, which is not the language used in so-
cial media debates where dialectal Arabic is quite
prevalent.

Moreover, most of the existing datasets anno-
tated each text with stance labels (Favor, Against,
None). Other studies considered the sentiment po-
larity during data annotation. The aim of involving
sentiment annotation was to analyze the interaction
between stance and sentiment in order to boost the
performance of stance detection (Mohammad et al.,
2016; Hosseinia et al., 2020). However, there is no
study to the best of our knowledge has considered
sarcasm features for stance detection. According
to the findings of a comparative empirical study by
(Ghosh et al., 2019), the main source of misclassi-
fication in stance detection is texts with sarcastic
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content. Therefore, studying sarcasm could be ben-
eficial for improving the performance of stance
detection models. We thus proposed to annotate
our dataset with sarcasm in addition to stance and
sentiment polarities. Our dataset is established in
order to create a novel Arabic linguistic resource
for stance, sentiment, and sarcasm.

3 MAWQIF Dataset

In this section, we explain the procedure followed
to collect a set of opinions (texts) toward selected
targets for stance detection. We also present the
crowdsourcing setup used for stance annotation and
discuss the statistics of the proposed dataset.

3.1 Data Collection and Filtering
Most of the available stance detection datasets fo-
cus mainly on a narrow range of political topics,
such as elections and referendums. In contrast, we
extended the considered domains in our dataset to
include other topics related to hot social issues in
the Middle East. Similar to prior works (Li et al.,
2021a; Conforti et al., 2020; Lai et al., 2020; Sob-
hani et al., 2016; Mohammad et al., 2016) that tar-
geted multiple topics, we considered three targets:
“COVID-19 vaccine,” “digital transformation,” and
“women empowerment.” The proposed dataset has
been collected from Twitter platform. We crawled
tweets using Snscrape2 crawler which is a python
library for social networking services.

A set of keywords and query hashtags were
used as seeds to collect target-related tweets. This
phase resulted in collecting around 400K tweets.
It should be noted that a considerable number of
collected tweets contain stance-indicative hashtags;
however, this does not imply that the tweet will
take the same stance as indicated by the hashtag.
An example from our dataset:

The second phase in the data collection stage
was to filter and prepare the collected data. We per-
formed the following preprocessing steps: 1) We

2https://github.com/JustAnotherArchivist/snscrape

kept only the Arabic tweets, which include multi
dialects, and removed tweets in other languages.
2) We removed duplicates and retweets. 3) Tweets
from news media accounts were eliminated using
the information contained in user_description at-
tribute available in the Snscrape tweet object. 4)
We defined a set of keywords and phrases that usu-
ally appear in advertisements and adult tweets to ex-
clude these types of tweets. 5) Tweets were cleaned
from URLs and user mentions. Applying these fil-
ters resulted in reducing the collected tweets to
around 200K tweets for all three targets combined.
Finally, we randomly sampled around 1,400 tweets
for each target, obtaining 4,121 tweets in total for
annotation.

3.2 Annotation

To annotate our data, we used Appen crowdsourc-
ing platform3 to hire native Arabic speakers who
live in Arab countries for the annotation task. We
asked the contributors (i.e., annotators) to perform
stance, sentiment, and sarcasm annotations for each
tweet of the proposed dataset. This will help in us-
ing the dataset for these three tasks.

To build our quality control step, we conducted
the annotation process in multiple iterations. In
each iteration, we used a batch of 100 tweets for
evaluating annotation quality. Initially, we created
an annotation form that provides instructions for
annotating the three dimensions (i.e., stance, sen-
timent, and sarcasm), and asked the annotators to
annotate each tweet with the three dimensions at
the same time. We noticed that the assignment
was quite challenging, resulting in a low score of
inter-agreement between annotators. Therefore, we
designed a separate annotation form for each di-
mension (i.e., we assigned three separate tasks for
different annotators). We noticed that letting the an-
notator focus on one task at a time was much easier
and resulted in a higher inter-agreement between
the annotators. In addition, it resulted in greater
consensus among the annotators. Therefore, rather
than generating a single annotation form for all
three dimensions, we picked the latter approach for
our annotation process.

In the stance annotation form, we asked the an-
notators to read a tweet and identify its stance (i.e,
Favor, Against, None) toward a predefined target.
The annotators were also asked to determine if the
target is mentioned explicitly or implicitly in the

3https://appen.com
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tweet. We designed similar annotation forms to
determine the sentiment of a tweet (i.e, Positive,
Negative, or Neutral), and to determine if the tweet
contains sarcastic content or not. With regard to
sarcasm, we define it, according to the Cambridge
English dictionary, as: “Sarcastic means the text
expresses an evaluation whose literal polarity is
different from the intended polarity to hurt some-
one emotionally or criticize something in a humor-
ous way”. To ensure the consistency between the
annotation of the proposed dataset and other simi-
lar datasets, we followed the stance and sentiment
annotation guidelines formulated in (Mohammad
et al., 2017). Our dataset release is accompanied
by the annotation guidelines.

Each tweet–target pair was annotated by three
to seven annotators. We require to stop collecting
annotations on a row when the row’s confidence
score is above 0.7 or when a maximum of seven
annotations is reached. Appen system provides a
mechanism to compute the confidence score based
on the level of agreement among multiple annota-
tors, weighted by the trust scores of the annotators.
We control the quality of the annotation by 420 test
questions with correct labels for stance, sentiment,
and sarcasm that were interleaved between the reg-
ular questions. An annotator’s trust score was com-
puted on these test questions; under-performers
who got scores below 80% were eliminated and all
their submitted annotations were also ignored.

3.3 Dataset Statistics
The distribution of the confidence in the annota-
tions of the three dimensions (i.e., stance, senti-
ment, and sarcasm) is shown in Figure 1. Based
on our analysis in evaluating the annotation quality
using our test questions, the confidence threshold
for high-confidence annotation was set to 0.7. We
observed a lower inter-agreement on the sentiment
annotation, with around 30% of annotations’ confi-
dence score below 0.7 (light red in Figure 1). This,
in line with our beliefs, confirm the highly subjec-
tive nature of sentiment annotation. Meanwhile,
stance annotations produced a higher agreement,
with 15% were considered as low-confidence. The
highest confidence annotations were achieved in
sarcasm, with only 5.75% below 0.7 score.

The MAWQIF dataset contains 4,121 annotated
tweets representing three targets: “COVID-19 vac-
cine” with 1,373 tweets, “digital transformation”
with 1,348 tweets, and “women empowerment”
with 1,400 tweets. This dataset is a multi-label

Figure 1: Distributions of the confidence in the stance,
sentiment, and sarcasm annotations.

dataset where each tweet is annotated for stance,
sentiment, and sarcasm. Table 2 show some exam-
ples from MAWQIF dataset. We split the dataset
into training and testing sets with 85% and 15%,
respectively. The data split statistics are shown in
Table 3.

Figure 2 illustrates the labels’ distribution across
all targets, and the distribution per target. As ob-
served from this figure, the percentage of tweets
that do not have a clear stance and are labeled as
none are low (9.51%) compared to the ones labeled
as neutral sentiment (31%). This demonstrates that
neutral tweets do not imply that they do not show
any stance. Regarding sarcasm, most of the tweets
were annotated as non-sarcasm (95.39%). This is
expected, given that we were not targeting sarcastic
text in our dataset.

The labels’ distribution varies between the three
targets. Tweets discussing digital transformation
tend to lean toward a favorable stance compared
to the other targets. Regarding sentiment polarity,
positive content appears more frequently when dis-
cussing women empowerment or digital transfor-
mation, compared to the COVID-19 vaccine topic
with only 25% positive tweets. Furthermore, sar-
castic content appears more frequently in COVID-
19 vaccine related tweets.

We also studied the association between stance
and sentiment, and between stance and sarcasm
through a co-occurrence heatmap (Figure 3). Ex-
amination of the stance-sentiment matrix reveals
that stance is not always aligned with the sentiment
for a target within a text. This implies that a tweet
may have a negative polarity, but the stance is in
favor, or vice versa (some examples are shown in
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Table 2: Examples from MAWQIF dataset that show how stance may not align with sentiment polarity.

Train Test Total
Target #Tweets %Favor %Against %None #Tweets %Favor %Against %None
COVID-19 Vaccine 1167 43.62 43.53 12.85 206 43.69 43.69 12.62 1373
Digital Transformation 1145 76.77 12.40 10.83 203 76.85 12.32 10.84 1348
Women Empowerment 1190 63.87 31.18 4.96 210 63.81 30.95 5.24 1400
All 3502 61.34 29.15 9.51 619 61.39 29.08 9.53 4121

Table 3: Data split statistics of MAWQIF dataset.

(a) Overall labels’ distribution (b) Labels’ distribution per target

Figure 2: Labels’ distribution in MAWQIF dataset.

Figure 3: Association between Stance and Sentiment, (a) Stance-Sentiment association, (b) Stance-Sarcasm
association.
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Table 2). Around 34% of favor tweets are actu-
ally not positive, and 31% of tweets with negative
stances are annotated with a non-negative senti-
ment. From the stance-sarcasm matrix, we can
observe that sarcastic content appears more in in-
stances that are labeled as against compared to
instances of favorable stance.

4 Benchmark Experiments

In this section, we present benchmarking experi-
ments performed on the target-specific stance detec-
tion task. As mentioned earlier, the main purpose
of MAWQIF dataset is stance detection. Therefore,
we considered only the stance detection task for
the benchmark experiments. However, the senti-
ment and sarcasm annotations could be used in
further experiments (i.e, future studies) to analyze
the interaction between the three dimensions.

Models BERT-based models have been shown
to be effective in a variety of text classification
tasks (González-Carvajal and Garrido-Merchán,
2020), including dialectical Arabic text (Alturayeif
and Luqman, 2021). Thus, we chose to develop a
BERT-based classifier that we fine-tuned for target-
specific stance detection. Specifically, we fine-
tuned the following four BERT-based models for
stance detection:
1. CAMeLBERT-da, is a BERT-based model

trained on 5.8 billion tokens from the Dialec-
tal Arabic (DA) dataset (Inoue et al., 2021).

2. MARBERT, is a BERT-based model trained
on 15.6 billion tokens from 1 billion Arabic
tweets (Abdul-Mageed et al., 2020).

3. AraBERT, is trained on 8.6 billion tokens from
five datasets consisting of Modern Standard
Arabic (MSA) text (Antoun et al., 2020).

4. AraBERT-twitter, is trained by extending the
training of AraBERT (v0.2) on 60 million Ara-
bic tweets (Antoun et al., 2020).

We fine-tuned the four pre-trained models and
built a standard pipeline under the PyTorch Light-
ning framework. The fine-tuning code is available
online along with our dataset. The proposed sys-
tem starts by preprocessing the Arabic texts by
removing diacritics, tatweel, non-Arabic letters,
and repeated characters. Then, a WordPiece (Wu
et al., 2016) tokenizer is used to split the input text
into tokens compatible with BERT-based models.
For classification, the hidden representation of the
[CLS] token is fed into a feed-forward layer along
with a Softmax function. We set the maximum

sequence length to 128 tokens, and the batch size
to 32. Each of the four models is fine-tuned for 20
epochs; AdamW optimizer (Loshchilov and Hutter,
2017) is used with a learning rate of 2e-5. The
hyper-parameters used in these experiments have
been selected empirically.
Evaluation Metrics We evaluated our baseline
models using Favg2 and Favg3 scores. Favg2 is the
macro-average F1 over the “favor” and “against”
stance labels (the “none” class was ignored since it
was scarcely in the data). This score is computed
as follows:

Favg2 = Ff avor +Fagainst

2
(1)

where Ff avor and Fagainst are computed as fol-
lows:

Ff avor = 2Precision f avorRecall f avor

Precision f avor +Recall f avor
(2)

Fagainst = 2PrecisionagainstRecallagainst

Precisionagainst +Recallagainst
(3)

We selected Favg2 metric to align with other
stance detection datasets that report their results
using Favg2 metric (Mohammad et al., 2016). We
are also reporting our results using Favg3 that con-
siders all stances and it is computed as follows:

Favg3 = Fnone+Ff avor +Fagainst

3
(4)

Results Tables 4 and 5 present the obtained re-
sults of the proposed models with the development
and test sets, respectively. The development set
was obtained by dividing the training set into 5-
folds and training the model with cross-validation.
As shown in Tables 4 and 5, AraBERT-twitter
model yields the best overall and per-target per-
formance. This can be attributed to the type of the
train data (i.e, dialectical Arabic tweets) that were
used to train AraBERT-twitter model, which is sim-
ilar to the type of Arabic tweets used in MAWQIF

dataset. Furthermore, we can observe that the best
performed model (i.e. AraBERT-twitter) and the
other three models (CAMeLBERT-da, MARBERT,
and AraBERT) generalized quite well to the test
data, even achieving higher accuracies and macro-
F1 scores.

Although MARBERT was trained on dialectical
Arabic tweets, its performance is low compared
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COVID-19
Vaccine

Digital
Transformation

Women
Empowerment Overall

Model Favg2 Favg3 Favg2 Favg3 Favg2 Favg3 Ff avor Fagainst Fnone Favg2 Favg3 Acc

CAMeLBERT-da 71.84 57.42 59.36 42.35 73.61 49.07 79.90 56.63 12.30 68.27 49.61 71.72
MARBERT 73.94 63.96 49.30 44.99 78.31 52.21 82.83 51.53 26.79 67.18 53.72 74.86
AraBERT 76.01 57.62 59.51 49.19 73.41 48.94 80.85 58.44 16.47 69.64 51.92 73.77
AraBERT-twitter 76.77 61.71 62.25 56.31 84.91 56.60 83.78 65.51 25.34 74.64 58.21 76.56

Table 4: Stance detection results on the development set.

COVID-19
Vaccine

Digital
Transformation

Women
Empowerment Overall

Model Favg2 Favg3 Favg2 Favg3 Favg2 Favg3 Ff avor Fagainst Fnone Favg2 Favg3 Acc

CAMeLBERT-da 70.67 59.61 59.38 47.28 83.96 55.97 81.78 60.90 20.19 71.34 54.29 73.61
MARBERT 73.94 63.96 62.83 50.77 81.64 59.98 82.91 62.70 29.11 72.81 58.24 75.97
AraBERT 73.39 62.26 67.43 52.36 78.09 52.06 82.17 63.77 20.74 72.97 55.56 75.10
AraBERT-twitter 80.05 65.49 70.86 63.03 85.77 57.18 86.54 71.25 27.91 78.89 61.90 79.78

Table 5: Stance detection results on the test set.

to AraBERT-twitter. This may be explained by
the fact that MARBERT was trained with masked-
language modeling (MLM) objective only, whereas
AraBERT was trained with both MLM and the next
sentence prediction (NSP) objectives. While MLM
aims to capture the relationship between words,
NSP aims to understand longer-term dependencies
between sentences. Thus, NSP objective could
improve the ability to capture more information in
the sentence–stance pairs that appear in our training
dataset.

CAMeLBERT-da was trained on dialectical Ara-
bic data collected from social media sites and other
resources. However, CAMeLBERT-da has a lower
performance due to the smaller size of its training
data compared to the data used to train AraBERT-
twitter. CAMeLBERT-da was trained on 5.8 bil-
lion words with a vocabulary size of 30K, while
AraBERT-twitter was trained on 8.6 billion words
with a vocabulary size of 60K in addition to 60M
multi-dialect tweets.

It is also noticeable in the obtained results that
the performance of all models in detecting the none
stance is low compared with other stances. This
can be attributed to the small number of tweets
with none stance used in model training. However,
none is a class that is not of interest as the ultimate
goal is to infer if the author of a written text is
in favor of or against a specific target. On other
hand, the obtained results with the favor stance
were high compared with the against stance in all
experimented models. This indicates that there
is room for improvement in all models, where a
model can benefit from the techniques that mitigate

the impact of class imbalance.
Furthermore, we can observe from Table 5 that

the performance scores of all models were the high-
est with the “women empowerment” target. This
might be an indication of strong signals appearing
in the tweets discussing women empowerment that
separate instances that are in favor and those that
are against.

5 Conclusion

We introduced MAWQIF, the first multi-label Ara-
bic dataset for target-specific stance detection. The
proposed dataset consists of 4,121 multi-dialectal
Arabic tweets targeting three topics that are con-
troversial in the Middle East. MAWQIF is not
limited to stance annotation, it is further anno-
tated with sentiment and sarcasm polarity. Thus,
MAWQIF can serve as a new benchmark for three
tasks: stance detection, sentiment analysis, and sar-
casm detection. In addition, it can enable future
research in studying the interaction between differ-
ent opinion dimensions, and evaluating multi-task
models. We also presented a detailed description of
the dataset and an analysis of the produced annota-
tion. Lastly, we experimented on the target-specific
stance detection task and establish strong baselines
based on four BERT-based models.

Future work may improve upon the reported
results by minimizing the effects of class imbal-
ance, which can be accomplished by oversampling
or undersampling techniques, or by training with
weighted loss. Another interesting direction for
further research is developing a joint neural archi-
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tecture based on a multi-task learning paradigm
that jointly models sentiment and sarcasm to boost
the performance of stance detection.

To facilitate future research, we publicly release
our dataset, the annotation guidelines, and the code
that can be used to reproduce the presented evalua-
tion results.
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Abstract 

Despite the noticeable progress that we recently 
witnessed in Arabic pre-trained language models 
(PLMs), the linguistic knowledge captured by 
these models remains unclear. In this paper, we 
conducted a study to evaluate available Arabic 
PLMs in terms of their linguistic knowledge. 
BERT-based language models (LMs) are evaluated 
using Minimum Pairs (MP), where each pair 
represents a grammatical sentence and its 
contradictory counterpart. MPs isolate specific 
linguistic knowledge to test the model’s sensitivity 
in understanding a specific linguistic phenomenon. 
We cover nine major Arabic phenomena from: 
Verbal sentences, Nominal sentences, Adjective 
Modification, and Idafa construction. The 
experiments compared the results of fifteen Arabic 
BERT-based PLMs. Overall, among all tested 
models, CAMeL-CA and GigaBERT outperformed 
the other PLMs by achieving the highest overall 
accuracy. 

1  Introduction 

Recently, tremendous pre-trained neural 
network models existed and are used effectively in 
different Natural language processing (NLP) tasks. 
This renaissance began roughly when Google 
launched the Transformers architecture in 2017 
(Vaswani et al., 2017). Furthermore, different 
models are developed after the Transformers, such 
as Generative pre-training (GPT) (Radford et al., 
2018), GPT-2 ( Radford et al., 2019), GPT-3 ( 
Brown et al., 2020), and Bidirectional Encoder 
Representations from Transformers (BERT) 
(Devlin et al., 2019). These models have proved 
their strength in many NLP tasks, such as machine 
translation, summarization, and sentiment analysis.  

In 2019, several attempts appeared to train 
BERT models, specifically for the Arabic 
language. AraBERT was one of the first Arabic 
models that aimed to contribute to Arabic NLP in 

three different tasks: Sentiment Analysis (SA), 
Named Entity Recognition (NER), and Question 
Answering (QA) (Antoun et al., 2020). 
Furthermore, the end of 2020 has witnessed a race 
where several Arabic models were published, 
namely: Arabic-BERT ( Safaya & Yuret, 2020), 
GigaBERT (Lan et al., 2020), ARBERT, and 
MARBERT ( Abdul-Mageed & Elmadany, 2020). 
Also, 2021 was no less intense; several versions of 
AraBERT models ( Antoun et al., 2020), as well as 
ARAELECTRA (Antoun et al., 2021), and QARiB 
(Abdelali et al., 2021), were published. Despite 
these developments, the vision remains blurred in 
terms of how these models analyze the language in 
regard to various linguistic phenomena such as 
syntax, semantics, and grammar, which is an open 
area for research. 

Evaluating the linguistic knowledge of PLMs 
has gained popularity recently. Therefore, 
numerous methods were developed to test the 
model’s linguistic competence and the acquisition 
of different linguistic phenomena. Humans 
develop the ability to distinguish between 
grammatical and ungrammatical sentences while 
they are growing. Thus, studies showed that PLMs 
could mimic human ability, whereas, despite 
having no formal grammar training, the models can 
distinguish between grammatical and 
ungrammatical sentences (Warstadt et al., 2019). 
Many of these studies are specified for exploring 
the models’ linguistic knowledge in the English 
Language (Warstadt et al., 2020; Bouraoui et al., 
2020) and Chinese Language (Xiang et al., 2021). 
Nevertheless, to the best of our knowledge, no 
study has been devoted to understanding the 
linguistic knowledge of Arabic pre-trained 
language models. 

PLMs, such as BERT, assign a probability/score 
to a sequence of words (Xiang et al., 2021). Many 
studies have used these scores to rank a sentence's 

 
Assessing the Linguistic Knowledge in Arabic Pre-trained Language 

Models Using Minimal Pairs 
 
 

Wafa Alrajhi 
King Saud University 

wAAlrajhi@imamu.edu.sa 

Hend Al-Khalifa 
King Saud University 

hendk@ksu.edu.sa 

AbdulMalik Al-Salman 
King Saud University 
salman@ksu.edu.sa 

 
 

 

185



 
 

correctness and evaluate the models’ knowledge 
(Wang et al., 2019) (Shin et al., 2019). A common 
method to evaluate the model’s linguistic 
knowledge is minimal pairs (MP). MP is a set of 
two-sentence pairs (grammatical and 
ungrammatical) that is used to test the model’s 
preferences among them. Assigning a higher score 
for the grammatical sentence from the MP pair 
verifies the model’s understanding of a specific 
phenomenon. Each pair of sentences provided by 
MP minimally differs by changing one word only. 
This change should ensure that the grammatical 
rule is contrasted, whereas, the grammatical and 
ungrammatical sentences are balanced. Example 1 
illustrates a pair of MP sentences where we 
provided two verbal sentences; the first one is 
based on correct Arabic language grammar where 
the verb agrees with the subject in gender. The 
second sentence of Example 1 presents a contrast 
for the rule, as the verb does not agree in gender 
with the subject. 

 Furthermore, another example of Arabic 
language grammar is presented in Example 2. The 
first sentence in Example 2 (correct) provides a 
verb that does not agree with the subject in number, 
while the second sentence contrasts the rule. As we 
noticed from the examples, MPs are used to prompt 
the analysis and subsequent improvements of 
PLMs (Warstadt et al., 2019) (Bouraoui et al., 
2020) (Xiang et al., 2021). In addition, each pair 
isolates a specific phenomenon, allowing the PLM 
to be tested separately for each linguistic 
phenomenon.   

Example 1: 
)ةحیحص ةلمج( ةرجشلا حلافلا عرزی   

yzrE AlflAH Al$jrp  
The farmer (male) plants (masculine verb) the 

tree (grammatical) 
)ةئطاخ ةلمج( ةرجشلا حلافلا عرزت  

tzrE AlflAH Al$jrp  
The farmer (male) plants (feminine verb) the 

tree (ungrammatical) 
Example 2: 

)ةحیحص ةلمج( ةلحرب نادلولا بھذ  
*hb AlwldAn brHlp  

The boys went (single) on a trip (grammatical) 
)ةئطاخ ةلمج( ةلحرب نادلولا ابھذ  

*hbA AlwldAn brHlp  
 

1https://github.com/wafa7d/AssessingArab
icBERTs 

The boys went (dual) on a trip (ungrammatical) 
In this study, we introduce a handcrafted Arabic 

minimal pair MPs consisting of around 3000 
sentences1. As each MP contains both grammatical 
and ungrammatical sentences, the dataset is 
balanced and written in Modern Standard Arabic 
(MSA). Moreover, since the Arabic Language is 
extensive and complex, we limited this study to 
cover nine basic Arabic syntactic, semantic, and 
grammatical phenomena, including: verbal 
sentence, nominal sentence, adjective 
modification, and Idafa construction. Fifteen 
BERT-based LMs were tested using the models’ 
sensitivity to detect the grammatical contrast. 
Therefore, our contributions in this paper can be 
listed as follows: 

1- Building the first handcrafted Arabic 
minimal pair MPs dataset consisting of 
3000 sentences. 

2- Evaluating the linguistic knowledge of 
fifteen Arabic PLMs. 

The remainder of the paper is organized as 
follows: the next section discusses the basic 
phenomena of Arabic syntax. Then, we present a 
description of the existing Arabic PLMs. Next, 
section 4 illustrates the conducted experiments, 
followed by their results and discussion. Finally, 
Section 6 concludes the paper with limitations and 
future work. 

2 Arabic Linguistics  

Arabic is a distinctive language with unique 
characteristics, rich morphology, and free word 
ordering (Habash, N.Y., 2010). The Arabic 
sentence is divided into two types: the verbal 
sentence and the nominal sentence. For each type, 
there are several forms that the sentence can take 
and remain linguistically correct. The following 
subsections cover a summary of these primary 
forms. Additionally, the relationship between 
nouns, case assignment, gender, and number 
agreement in the sentence structure are also 
covered. Table 1 shows acceptable and 
unacceptable examples of MPs for each linguistic 
phenomenon that we included in this study. In each 
example, the underlined word represents the word 
that we changed to contrast the grammar.  
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2.1 Verbal Sentences 

Verbal sentences can be expressed in several 
forms, where expressing the subject may vary in 
each of these forms (Habash, N.Y., 2010). In this 
paper, we covered the following forms of verbal 
sentences: 
• Verbal sentence with non-pronominal subject 

where: 
a) The verb and subject agree in gender.  

b) The verb and subject do not agree in 
number. 

The basic form of the verbal sentence is: Verb-
Subject-Object(s), where the non-pronominal 
subject appears after the verb. In this case, the verb 
and the subject should agree in the gender, but not 
the number, i.e., singular, dual, and plural. 
Consequently, the male subject requires a male 
verb, e.g. (He wrote – ktb – بتك ), likewise if the 
subject is feminine, the feminine sign should be 
attached to the verb, e.g. (She wrote – ktbt – تبتك ). 

Phenomenon Accepted Example Unaccepted Example 

Verbal 
Sentence 

 

1. Agreement of the verb 
and subject in gender 

ةرجشلا حلافلا عرزی   
yzrE AlflAH Al$jrp 

The farmer (male) plants (masculine) 
the tree 

ةرجشلا حلافلا عرزت   
tzrE AlflAH Al$jrp 

The farmer (male) plants (feminine) 
the tree 

2. Disagreement of the 
verb and subject in 
number 

رامثلا نوحلافلا فطق   
qTf AlflAHwn AlvmAr 

Peasants (plural) harvested (single) 
fruits 

رامثلا نوحلافلا اوفطق   
qTfwA AlflAHwn AlvmAr 

The peasants (plural) harvested 
(plural) the fruits 

Nominal 
Sentence 

3. Agreement of the 
subject and predicate 
in number 

ناتدجم ناتبلاطلا   
AlTAlbtAn mjdtAn 

The two students are good 

ناتدجم ةبلاطلا   
AlTAlbp mjdtAn 

The student are good 

4. Agreement of the 
subject and predicate 
in gender 

طیشن بلاط اذھ   
h*A TAlb n$yT 

This (masculine) is an active student 
(male) 

طیشن بلاط ه  ذھ  
h*h TAlb n$yT 

This (masculine) is an active 
student (female) 

Adjective 
Modifications 

5. Rational  عرابلا   سدنھملا
Almhnds AlbArE 

The brilliant (masculine) engineer 
(male) 

ة عرابلا   سدنھملا
Almhnds AlbArEp 

The brilliant (feminine) engineer 
(male) 

6. Irrational ةدیدج   تلاآ
|lAt jdydp 

New (feminine) machines (feminine) 

ددج    تلاآ
ậlạt jdd 

New (masculine) machines (feminine) 

Idafa 
Construction 

7. Adjective agrees with 
head noun in case 

ریبك ةقیدح باب   
bạb ḥdyqẗ kbyr 

Large (single) garden door (single) 

ریبك ةقیدح باوبأ   
>bwAb Hdyqp kbyr 

Large (single) garden doors (plural) 

8. Adjective agrees with 
second noun in 
definiteness 

عفانلا ملع  لا   ةءارق
qrA'p AlElm AlnAfE 

Reading beneficial knowledge 

عفانلا ملع    ةءارق
qrA'p Elm AlnAfE 

Reading beneficial knowledge 

9. Adjective agrees with 
first noun in gender 

يوق لا   ةقرفلا دئاق
qA}d Alfrqp Alqwy 

Strong (masculine) squad 
leader(male) 

ةیوق  لا   ةقرفلا دئاق
qA}d Alfrqp Alqwyp 

Strong (feminine) squad 
leader(male) 

 

Table 1 Minimal Pairs (MPs) for nine linguistic phenomena of Arabic Language that were covered in this paper 
(the translitarion is done using Buckwalter) 
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Table 1 demonstrates the different verbal sentence 
forms by providing acceptable and unacceptable 
examples for each of these forms.  

2.2 Nominal Sentences 

Similar to verbal sentences, nominal sentences 
can be expressed through different forms; the 
simplest form is the Subject-Predicate/Topic-
Complement (Habash, N.Y., 2010). The subject 
can be a definite noun, proper noun, or pronoun, 
while the predicate is an indefinite noun, proper 
noun, or adjective. Two different cases are 
considered in the nominal sentence as follows:  

1. Agreement of subject and predicate in 
number. 

2. Agreement of subject and predicate in 
gender. 

As mentioned above, the subject and predicate 
should agree in number and gender, as 
demonstrated by several examples in Table 1.  

2.3 Adjective Modifications 

Similar to English, adjectives in Arabic are nouns 
that describe other nouns or pronouns. The Arabic 
adjectives can describe rational and irrational 
nouns, which are the two adjective modification 
cases that we considered. Arabic adjectives agree 
in definiteness and case with nouns. However, the 
adjective of the rational nouns agrees in gender and 
number as well. Table 1 illustrates examples of the 
difference between rational and irrational 
adjectives (Habash, N.Y., 2010). 

2.4 Idafa Construction 

In the Idafa construction, two nouns are related; the 
first noun imposes the semantics and grammar on 

the second noun, such as: (squad leader / ةقرفلا دئاق ). 
It is considered a noun phrase and can be part of a 
second noun phrase. In this construction, an 
adjective might follow the Idafa construction 
describing the head noun, such as: (strong squad 
leader / يوقلا  This adjective agrees with .( ةقرفلا دئاق
the head noun in case and gender. Nevertheless, it 
agrees with the second noun in terms of 
definiteness (Habash, N.Y., 2010). The paper 
covers these three cases, and examples are 
illustrated in Table 1. 

3 The Evolution of Arabic PLMs 

Chronologically, the first multilingual BERT 
model that supported the Arabic language 
appeared in 2019; it was mxBERT (Pires et al., 
2019). It was followed by the first monolingual 
Arabic model, i.e., AraBERT (Antoun et al., 
2020), which appeared in early 2020. Figure 1 
illustrates the evolution of Arabic PLMs, showing 
their parameter sizes and existence order. 
Moreover, Table 2 summarizes the configurations 
of the basic BERT-based Arabic model. Next, we 
provide a brief description of these PLMs.  

3.1 AraBERT 

AraBERT configurations followed BERT, which 
includes: 12 encoder blocks, 768 hidden 
dimensions, 12 attention heads, 512 maximum 
sequence lengths (Antoun et al., 2020). The 
masked language model task, which proves its 
efficiency in improving the pre-training task, was 
used as a pre-processing step. The total size of the 
pre-training dataset reached approximately 70 
million sentences without any redundancy. Four 
empowered versions of the model were released at 
the beginning of 2021, where the data reached 77 

 

Figure 1 The Timeline of Arabic PLMs with Their Parameters 
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GB; AraBERT (136 million), AraBERTv01 (136 
million), AraBERTv02-based (136 million), 
AraBERTv02-large (371 million), AraBERTv2-
based (136 million), AraBERTv2-large (371 
million). These versions vary in parameter size, 
and a more extensive dataset was used in the 
training process. 

3.2 GigaBERT 

GigaBERT is a cross-lingual model English-to-
Arabic customized BERT that follows, as 
AraBERT, the same configuration of BERT ( 
Antoun et al., 2020). It was trained using the fifth 
edition of the Gigaword English and Arabic 
corpora, which consists of 13 million articles. 
Wikipedia’s data were added to manage the 
unbalance between English and Arabic datasets. 
Furthermore, the Arabic dataset was up-sampled 
by repeating Wikipedia’s data five times and 
Gigaword three times. 

3.3 ARBERT and MARBERT 

The authors ( Abdul-Mageed & Elmadany, 2021) 
introduced these two models, and both followed 
BERT architecture. ARBERT was trained on MSA 
only and the dataset reached 61 GB of text. 
MARBERT was trained on MSA and Arabic 
dialects, making the model more suitable for 
downstream tasks. Thus, almost 1 billion Arabic 

tweets were used to train MARBERT, which is 
around 128GB of text. 

3.4 CAMeLBERT  

The authors of ( Inoue et al., 2021) proposed up to 
eight Arabic PLMs aiming to investigate the effect 
of the training data size/type variations on the 
behavior of these LMs. Mainly, CAMeLBERT-
MSA was trained on 107 GB of Modern Standard 
Arabic (MSA) text, CAMeLBERT-DA was trained 
on 54 GB of Dialectal Arabic (DA) text, 
CAMeLBERT-CA was trained on 6 GB of 
Classical Arabic (CA) text, and CAMeLBERT-
Mix is a mix of all the previous three, where its 
training data reached 167GB. Similar to the 
previous models, the authors followed the BERT 
model’s architecture. The PLMs are evaluated on 
different NLP tasks: NER, POS tagging, Sentiment 
Analysis, dialect identification, and poetry 
classification. The authors elucidate the 
importance of the proximity of the subtask data 
training and pre-training data, compared to the size 
of the pre-training data. 

4 Method  

In the following subsections, we precisely describe 
the data coverage and the conducted experiment.  
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23GB 23GB 77GB 77GB 77GB 77GB 95GB - 61GB 128GB 107GB 45GB 6GB 167GB 

#W
or

ds
 

2.7B 2.7B 8.6B 8.6B 8.6B 8.6B 8.2B 10.4B 6.5B 15.6B 12.6B 5.8B 847M 17.3B 

#S
te

ps
 

1.2M 1.2M 3M 550K 550K 550K 4M 1.47M 8M 17M 1M 1M 1M 1M 

Table 2 BERT-based LMs Configurations 
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4.1 Data 

Following Arabic basic morphology, syntax, and 
semantics, we constructed a handcrafted dataset for 
this experiment. This dataset covers nine major 
Arabic linguistic phenomena that include the 
aforementioned grammars of verbal sentences, 
nominal sentences, adjective modification, and 
Idafa. The dataset comprised well-established 
contrasts in Arabic Minimal Pairs (MPs), which 
served as a stimulus for the models, allowing us to 
measure the linguistic knowledge of the model. 
Almost 3000 MPs were constructed; 1000 MPs for 

the verbal structure, 1000 MPs for the nominal 
structure, 500 MPs for the adjective modification 
sentences, and 500 MPs for the Idafa construction. 
The data is balanced between grammatical and 
ungrammatical sentences, so that 50% of the data 
is grammatically correct. The dataset was 
constructed by an Arabic language expert 
(Master’s Degree in the Arabic Language) and 
reviewed by three Arabic-native speakers. 
Accordingly, each MP belonging to the same 
grammar is structurally analogous, verifying that 
the grammatical sentence fulfills the Arabic 
grammar and that the ungrammatical sentence 
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Overall accuracy 47.7% 51.3% 52.0% 51.1% 49.7% 53.2% 52.5% 55.1% 53.2% 54.4% 49.2% 51.0% 49.1% 55.1% 49.1% 

Verbal sentence 

1. Agreement of the verb 
and subject in gender 55.3% 44% 46% 47.3% 65.3% 58% 48.6% 60% 41.3% 39.3% 42.6% 52% 47.3% 76.5% 42.6% 

2. Disagreement of the 
verb and subject in 
number 

66.5% 60.5% 58.5% 63% 57% 55.5% 64.5% 76% 59.5% 62% 72% 63% 57.5% 66% 63.5% 

Nominal sentence 
3. Agreement of the 

subject and predicate in 
number 

56.9% 43% 34.4% 45% 43.7% 54.9% 54.9% 54.3% 39% 45.6% 45% 50.3% 41.7% 56.9% 39% 

4. Agreement of the 
subject and predicate in 
gender 

56.2% 42.7% 44.7% 41.2% 46.7% 42.7% 46.7% 46.2% 53.7% 46.2% 36.6% 44.2% 44.2% 48.2% 37.6% 

Adjective Modification 
5. Rational 49.3% 51.3% 46% 45.3% 46% 50% 54% 51.3% 48% 49.3% 39.3% 47.3% 44% 56% 37% 
6. Irrational 26% 59% 73% 63% 43% 51% 56% 64% 66% 75% 49% 51% 51% 56% 54% 

Idafa construction 

7. Adjective agrees with 
head noun in case 58% 57% 41% 47% 52% 51% 56% 51% 48% 47% 50% 48% 39% 56% 53% 

8. Adjective agrees with 
second noun in 
definiteness 

49.3% 44% 53.3% 53.3% 33.3% 45.3% 45.3% 50.6% 45.3% 41.3% 46% 50.6% 56% 54.6% 54.6% 

9. Adjective agrees with 
first noun in gender 56% 45.3% 42.6% 53.3% 54.6% 58.6% 44% 50.6% 56% 46.6% 40% 57.3% 45.3% 44% 49.3% 

 

Table 3 Accuracy results for Arabic PLMs; Bold numbers indicate the highest accuracy 
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contrasts the required grammar. All these sentences 
are in MSA. 

4.2 Experiments 

This study focuses on BERT-Based Arabic 
models, which allows us to examine the actual 
effect of different factors on the models’ 
knowledge acquisition, such as parameter size and 
corpus size. As a result, we want to uncover the 
reasons behind the models' performance variations, 
if any exist. Given MPs to each model, the model 
should assign a higher probability to the correct 
grammatical sentence; in that case, the 
classification of MP is accepted. 

In the conducted experiments, we covered 
fifteen Arabic PLMs.  This includes six versions of 
AraBERT: AraBERT, AraBERTv01, 
AraBERTv02-base, AraBERTv02-large 
AraBERTv2-base, AraBERTv2-large. It also 
includes ArabicBERT, GigaBERT, QARiB, 
ARBERT, MARBERT, four versions of 
CAMeLBERT: CAMeLBERT-MSA, 
CAMeLBERT-CA, CAMeLBERTDA, and 
CAMeLBERT-Mix. 

 Table 2 illustrates the configurations of the 
models, highlighting the variations in terms of 
parameter size, corpus size, variant types of the 

Arabic language used in the pre-training process, 
and the number of training steps.   

5 Results and Discussion 

We evaluated each model using the accuracy 
metric. As shown in equation 1, the accuracy is the 
fraction of examples for which the model assigns a 
relatively higher probability for the correct 
sentence.  

 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 	 !"##$%&'(	%'*++,-,$.	+$/&$/%$+

0"&*'		/123$#	"-	+$/&$/%$+
             (1) 

 
Table 3 illustrates the results of the Fifteen 

Arabic PLMs; surprisingly, even the highest 
accuracy did not exceed 60% in any of the covered 
Arabic linguistic phenomena. Overall, the 
performance of the models was similar, with 
accuracies ranging from 47% to 55%. As a result, 
unlike PLMs in other languages, such as English 
(Warstadt et al., 2020), these findings show an 
obvious deficiency in evaluating and 
understanding Arabic linguistic phenomena by 
PLMs.  

   CAMeL-CA and GigaBERT achieved the 
highest overall average accuracy (55.1%) in all of 
the Arabic phenomena we tested, including verbal, 
nominal, adjective, and Idafa. Unlike all models, 

 

 Figure 2 Arabic PLMs Average Performance on each of the Nine Arabic Phenomenon 
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CAMeL-CA was exclusively pre-trained on 
Classical Arabic, indicating that the model has 
acquired a better understanding of Arabic linguistic 
knowledge than other models.  On the other hand, 
GigaBERT was pre-trained on Modern Standard 
Arabic.  

For verbal sentences, CAMeL-CA yielded the 
highest accuracy of 76.5% in the disagreement 
between the subject and verb in gender, and 
GigaBERT outperformed all models in the 
agreement of verb and subject in number, with an 
accuracy of 76%. On the other hand, for the 
nominal sentence, AraBERT and CAMeL-CA 
performed similarly and achieved the best 
accuracies, approximately 57% in the subject's 
agreement and predicate in number. Additionally, 
AraBERT also achieved the highest performance in 
the subject's agreement and predicate in gender.  

Moreover, CAMeL-CA and MARBERT have 
achieved the highest accuracies for the rational and 
irrational adjective modifiers. Specifically, 
CAMeL-CA achieved the highest accuracy in 
rational adjective modifiers, reaching 56%, While 
MARBERT achieved 75% accuracy in irrational. 
Furthermore, although the sentences in the Idafa 
constructions are more comprehensive, covering 
verbal or nominal structures, the models' accuracy 
remained in the same range. AraBERT, 
CAMeLBERT-DA, and CAMeLBERT-MSA gave 
the highest accuracies in the Idafa constructions. 

To summarize, Figure 2 shows the average 
accuracy of all the models for each Arabic 
phenomenon. The most notable phenomenon 
recognized by PLMs is the disagreement between 
the verb and the subject in number. Conversely, the 
models perform poorly in the nominal sentence 
agreement between subject and predicate in 
number.  

6 Conclusion 

This paper aims to comprehend the linguistic 
abilities conferred by Arabic PLMs. We present a 
study to understand the basic grammar concepts 
obtained by the current BERT-based Arabic PLMs 
using MPs. Each MP represents a distinct 
phenomenon; hence, it can reflect the model 
understanding to that phenomenon. Therefore, 
utilizing the grammatical/ungrammatical pairs of 
MPs, it is feasible to assess how well the model 
comprehends a particular phenomenon by 
assigning it a higher probability to the grammatical 
sentence. The experiments include evaluating nine 

basic Arabic phenomena on fifteen BERT-based 
Arabic PLMs. The findings indicate a clear lack of 
PLMs' understanding of most of the evaluated 
Arabic phenomena. However, the highest average 
accuracy was achieved by CAMeL-CA and 
GigaBERT reaching 55.1%, with CAMeL-CA 
outperforming in three linguistic phenomena. It is 
worth mentioning that CAMeL-CA has used 
classical Arabic in its pre-training process, which 
justifies its high scores in our evaluation.  

Finally, the capacities targeted by our 
experiments are not exhaustive. Future research 
can build on this paper's findings to study other 
linguistic aspects of Arabic PLMs in depth and 
include other models. 
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Abstract
We describe a corpus of social media posts
that include utterances in Arabizi, a Roman-
script rendering of Arabic, mixed with other
languages, notably English, French, and Ara-
bic written in the Arabic script. We manually
annotated a subset of the texts with word-level
language IDs; this is a non-trivial task due to
the nature of mixed-language writing, espe-
cially on social media. We developed classi-
fiers that can accurately predict the language
ID tags. Then, we extended the word-level
predictions to identify sentences that include
Arabizi (and code-switching), and applied the
classifiers to the raw corpus, thereby harvesting
a large number of additional instances. The
result is a large-scale dataset of Arabizi, with
precise indications of code-switching between
Arabizi and English, French, and Arabic.

1 Introduction

Arabizi is a writing system for (primarily dialec-
tal) Arabic that uses the Roman alphabet. It is
ubiquitous on social media outlets, and has many
characteristics of social media writings in other lan-
guages (e.g., slang, tendency towards the spoken
register, spelling errors, abbreviations, character
repetition, use of emoticons, etc.) The use of the
Roman alphabet facilitates (and perhaps even en-
courages) code-switching: moving between Arabic
(represented in Arabizi) and other languages, no-
tably English and French, sometimes even within
the same sentence.

Code-switching is becoming more and more
prevalent as the world’s population is becoming
more multilingual (Grosjean, 1998). It is a natu-
ral phenomenon that is triggered by linguistic, so-
ciolinguistic, psycholinguistic, demographic, and
contextual prompts, and has been studied mainly
in the spoken language until recently. With the
ubiquity of text online, however, code-switching is
beginning to be investigated also in the written lan-
guage (e.g., Solorio and Liu, 2008; Solorio et al.,

2014; Aguilar et al., 2018; Solorio et al., 2021).
Such research has various practical applications,
both for understanding and for generation of code-
switched language (Sitaram et al., 2019; Doğruöz
et al., 2021). Our main interest is in code-switching
phenomena in Arabizi; in order to better understand
them, a large dataset of Arabizi is required.

The main goal of this work is to construct a large-
corpus of Arabizi utterances, potentially including
instances of code-switching between Arabizi and
English, French, or Arabic written in the Arabic
script. The dataset is based on social media posts
from two outlets: Twitter and Reddit. To collect
the data, we implemented a classifier that can iden-
tify sentences containing words in Arabizi, Arabic,
English, and French, and used it to filter out texts
harvested from the two outlets.

We describe the dataset and the methods we used
to curate it (Section 3). We then discuss the chal-
lenge of determining the language ID of words in
multilingual texts, and describe classifiers that can
accurately predict such language tags, based on a
schema we developed for the task (Section 4). We
extend the word-level classifiers to sentence-level
ones, assigning a complex tag to each sentence that
indicates the presence of words from various cate-
gories (i.e., languages) in it (Section 5). Finally, we
use the classifiers to extract additional instances of
sentences with Arabizi (and with code-switching)
from our raw corpus (Section 6).

This paper makes several contributions: 1. We
release a large-scale corpus of Twitter and Reddit
posts that include Arabizi; 2. We introduce a novel
annotation scheme that determines the language
of words in multilingual utterances; specifically,
we advocate a unique tag for words that can be in-
cluded in more than one mental lexicon (and hence
trigger code-switching); 3. We release a portion
of the dataset, manually annotated according to
this annotation scheme; and 4. We provide highly-
accurate classifiers that can determine the language
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ID tags of words in this corpus; the classifiers were
used to identify hundreds of thousands of additional
sentences that are very likely to include Arabizi in
general and code-switching with Arabizi in par-
ticular. We expect these resources, which are all
publicly available,1 to be instrumental for future
research in code-switching and in Arabizi.

2 Related work

Arabizi has attracted some interest in recent years,
and various works address the tasks of detecting it
and converting Arabizi to the Arabic script. Dar-
wish (2014) used word- and sequence-level fea-
tures to identify Arabizi mixed with English and
achieved 98.5% accuracy on the identification task.
He argued that classifying a word as Arabizi or
English has to be done in context, and thus em-
ployed sequence labeling using Conditional Ran-
dom Fields (CRF) for classification. The data were
selected from Twitter, by querying (three) com-
monly used Arabizi words and then extracting the
user IDs of all the authors of the resulting tweets,
obtaining all their tweets, under the assumption
that authors who use Arabizi once may use it often.
Then, tweets in which most of the words contained
Arabic letters were filtered out. This resulted in 522
tweets consisting of 5207 tokens, of which 1203
were in Arabizi.

Cotterell et al. (2014) compiled a corpus of more
than half a million pages from an Algerian newspa-
per website, from which they extracted almost 7M
tokens which were annotated for language, using
three tags: Arabic, French, or Other. More recently,
Samih and Maier (2016) compiled a corpus of Ara-
bic mixed with Moroccan Darija, in which tokens
were assigned to seven categories: three for lan-
guages, and then mixed (morphemes from more
than one language in the same token), named en-
tity, ambiguous and other. In total, 223K tokens
were annotated.

The task of transliterating Arabizi to Arabic was
addressed by Al-Badrashiny et al. (2014), who em-
ployed finite-state transducers, a language model
and morphological processors for Arabic. They
used a dataset consisting of 1500 words only. This
approach was then extended to the Tunisian di-
alect (Masmoudi et al., 2015). The transliteration
task was applied to the Tunisian dialect in a more
recent work (Younes et al., 2022), using contempo-
rary machine-learning techniques, but the datasets

1Available from https://github.com/HaifaCLG/Arabizi.

remained relatively small. Shazal et al. (2020) ad-
dressed the joint task of identifying Arabizi and
transliterating it to the Arabic script, reporting high
word accuracy on a large (1M token) dataset.

Tobaili (2016) trained an SVM classifier to iden-
tify Arabizi in multilingual Twitter data. He as-
sumed that in order to tag a tweet as Arabizi
it should have more Arabizi words than English
words. The best results were obtained using three
features: (1) the languages as detected by Langde-
tect; (2) the language as detected by the twitter
API; and (3) the count of word occurrences per
tweet. The dataset used in this work is small, and
has merely 465 Arabizi sentences from Lebanon
and 955 from Egypt. Tobaili (2016) also found
that the use of Arabizi differed between Egypt and
Lebanon (for example, more omission of vowels in
the former, and more mixed language in the latter).

Two Arabizi datasets were recently compiled
and released (Baert et al., 2020): LAD, a corpus
of 7.7M tweets written in Arabizi; and SALAD, a
randomly-selected subset of LAD, containing 1700
tweets, manually annotated for sentiment analysis.
The tweets were harvested using Twint: Twitter
Intelligence Tool, by setting 48 common words in
Egyptian as seeds. This work focused mainly on
the Egyptian dialect, and the manually-annotated
dataset is rather small.

Seddah et al. (2020) built the first North-African
Arabizi treebank. It contains 1500 sentences, fully
annotated with morpho-syntactic and Universal De-
pendency codes, with full translation at both the
word and the sentence levels. It is also supple-
mented by 50K unlabeled sentences collected us-
ing web-crawling. The texts reflect the Algerian
dialect, and contain 36% French tokens. Recently,
this dataset was extended by adding transliterations
of all the Arabizi tokens, as well as sentence-level
annotations of sentiment and topic (Touileb and
Barnes, 2021).

Adouane et al. (2016) focused on the task of
identifying Arabizi (and Romanized Bereber) in
social media texts, reporting near-perfect accuracy
using very simple character-ngram features. The
data were collected from North-African sources
and reflect these dialects. More recently, Younes
et al. (2020) used deep learning methods to iden-
tify the language of words in Tunisian social media
texts. They defined five categories for the classi-
fication (Tunisian dialect words, foreign langauge
words, punctuation, symbols, and emoticons) and
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reported almost perfect accuracy on this task.
One of our goals in this work is to create a large

dataset of sentences containing Arabizi, potentially
mixed with words in other languages, focusing
on the Egyptian and Lebanese dialects. Unlike
much existing work, we annotate our dataset at
the word level, thereby yielding a richer anno-
tation that clearly outlines sentences with code-
switching. Our language ID annotation scheme
acknowledges the difficulty of assigning language
ID tags to words that may be shared by more than
one mental lexicon; such words, which include
proper names and cognates, are assumed to trig-
ger code-switching (Clyne, 2003; Broersma and
De Bot, 2006; Broersma, 2009; Soto et al., 2018;
Soto and Hirschberg, 2019). We then use our anno-
tated dataset to train classifiers that we employ to
extract more code-switched Arabizi instances from
Reddit and Twitter, thereby extending the scope of
our dataset significantly.

3 Data collection

We conjectured that social media outlets, particu-
larly Reddit and Twitter, would include a sizable
amount of Arabizi utterances. To identify them,
we modified the method suggested by Rabinovich
et al. (2018), which has subsequently been used
also to harvest code-switched data from Reddit
(Rabinovich et al., 2019).

First, we identified some Reddit fora (‘sub-
reddits’) where we expected to find Arabizi
used. These included r/arab, r/arabs, r/egypt,
r/jordan, r/lebanon, and r/syria. We down-
loaded the entire collection of the above sub-
reddits. The resulting (raw) Reddit dataset con-
sisted of 3,584,915 sentences, 59,593,594 words
and 72,305 authors.

For twitter, we followed Darwish (2014) and de-
fined a few dialectal Arabic seed words that we
expected to occur with high frequency in Arabizi
texts, focusing on the Egyptian dialect (where we
expected to find code-switching with English) and
the Lebanese dialect (where we expected mixed
French). These seed terms are listed in Appendix A.
We located and retained tweets that included any
of the seed words in our list. We then extracted
the user IDs of authors of such texts, under the
assumption that authors that use Arabizi in some
tweets are likely to use it elsewhere, too; and we
included all tweets authored by these users in our
corpus. The resulting (raw) Twitter dataset con-

sisted of 2,466,642 sentences (22,530,044 words)
authored by 1090 users: 936 Egyptians and 154
Lebanese.

We used NLTK (Bird et al., 2009) for sentence
boundary detection and tokenization. As the tok-
enizer did not split emojis from other tokens, we
added a simple post-processing step to make sure
all emojis were standalone tokens. We removed
extra spaces and separated Arabic letters from non-
Arabic ones. We also shortened adjacent repeated
letters to only two (e.g., we converted ‘ahhhhh
edaaa thankkk youuuu’ to ‘ahh edaa thankk youu’).

Next, we aimed to identify sentences contain-
ing Arabizi in the raw dataset. We first utilized a
number of language identification tools, including
Spacy (Honnibal et al., 2020), Google’s LangDe-
tect (we used the Python port), langid (Lui and
Baldwin, 2011, 2012), and FastText (Joulin et al.,
2017). Unsurprisingly, they all failed to detect Ara-
bizi with acceptable accuracy.

To evaluate the accuracy of existing language ID
tools on Arabizi we selected 100 sentences from
the annotated Arabizi dataset of Tobaili (2016): the
first 50 sentences containing only Arabizi words
from the Egypt dataset, and the first 50 from the
Lebanon dataset. We applied the above-mentioned
classifiers to these 100 sentences; since none of the
tools was trained on Arabizi data, none predicted
Arabizi. But they did not predict Arabic, either:
instead, Langdetect defaulted to Somali 43 times,
(and Indonesian 25 times); Langid detected En-
glish, Spanish-Castilian, Indonesian, and Swahili
for 50 of the sentences; Fasttext preferred English
and Spanish; and Spacy identified half of the sen-
tences as Somali or Indonesian.

We therefore resorted to defining our own lan-
guage ID detection model, which we specifically
tuned to identifying Arabizi (in addition to English
and French). We developed a dedicated scheme for
tagging words in a mixed-language dataset (Sec-
tion 4.1), manually tagged a sizeable number of
sentences reflecting the various language combi-
nations witnessed in the dataset (Section 4.2), and
then used the manually annotated subset to train
classifiers (Sections 4.3–4.4) that can assign lan-
guage ID tags to words in unseen texts. Finally, we
extended the annotation from words to sentences
(Section 5) in order to devise an efficient extractor
for more instances of code-switched Arabizi from
our corpus. We now detail these stages.
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4 Word level classification

Some existing work on Arabizi focused on identify-
ing the language of a sentence, or a larger chunk of
text. For example, Tobaili (2016) defined a tweet as
Arabizi if it contained at least 50% Arabizi tokens.
In contrast, we focus on identifying the language
of each individual token in the corpus, as our main
motivation is to prepare a dataset suitable for re-
search on code-switching, which may of course
be intra-sentential. As mentioned above, existing
tools for word-level language ID fail miserably
when Arabizi is concerned.

We begin by discussing the challenges involved
in word-level annotation of multilingual texts (Sec-
tion 4.1), detail the manual annotation (Section 4.2),
and then discuss our classifiers, both statistical
(Section 4.3) and neural (Section 4.4).

4.1 Annotation of language ID

Annotating multilingual data for language is chal-
lenging, especially where named entities are in-
volved. Much work on code-switching assumes
that a switch is defined when two consecutive
words come from two different languages; and
much cognitive linguistic work focuses on under-
standing what facilitate such switches. Specifically,
it has been suggested that cognates (words in two
languages that share a similar form and a similar
meaning) facilitate code-switching (Clyne, 2003;
Broersma and De Bot, 2006; Soto and Hirschberg,
2019). However, assigning a clear language tag
to words in multilingual texts may not always be
possible (Clyne, 2003, Chapter 3).

Consider the case of borrowing: a French word
may be borrowed by Arabic, and sound like a for-
eign word initially, during which period its use in
an otherwise Arabic sentence may be considered an
insertional switch (e.g., balcon ‘balcony’). With
time, this word may obtain properties of the bor-
rowing language (its phonology might be adapted
to Arabic, it may obtain Arabic morphological af-
fixes, etc.), until finally it may be considered by
native Arabic speakers, including monolinguals, a
common Arabic word. How should such words be
tagged during various stages of their assimilation?

Similarly, culturally-specific words in one lan-
guage may be borrowed into another language sim-
ply because they have no translation equivalents
in the borrowing language. For example, Arabic
alhamdulillah ‘thank God ’ can be used verba-
tim in an otherwise English (or French) text. This

may extend also to common nouns, for example
mjadara ‘mujadara, a lentil-based dish ’.

A particularly challenging case is named enti-
ties (which are often the extreme case of cognates).
They can have identical forms in the two languages
(e.g., ‘Beirut’ in Arabic and in English); but they
may also be adapted to the phonology of each lan-
guage, and thus drift apart from each other (e.g.,
Amreeca ‘America’, Surya ‘Syria’, Alqahirah
‘Cairo’). The distance between the two forms
may be significant (e.g., al-Jazair ‘Algeria’).
Sometimes, proper names are translated rather than
adapted (e.g., al-welayat al-muttahida ‘United
States’), or use different words altogether (e.g.,
masr ‘Egypt’). What language ID tag should we
assign to such tokens in multilingual texts?

Several decisions must be taken in order for the
annotation to be consistent, and not all decisions
can always be fully justified. Our motivation in
devising the annotation scheme was to facilitate
consistency by providing clear and easy-to-apply
guidelines. We thus defined the following cate-
gories:

0: Arabizi including any form variant that may be
considered Arabizi;

1: English including common social media vari-
ants of words such as spelling errors, short-
hand (Idk ‘I don’t know’, plz ‘please’), letter
repetition (nooooo ‘no’, Cuuute ‘cute’), etc.;

2: French with similar social media accommoda-
tions;

3: Arabic written in the Arabic script;
4: Shared see below;
5: Other tokens that are either non-linguistic or

common to several languages. These include
punctuation marks, numbers, emoticons and
emojis, etc. As we focus only on Arabic, En-
glish and French, we also mark tokens in other
languages as ‘other’. Examples include ‘Bhag
hindu ka baccha’, ‘Eww! ’, ‘12k? ’, and ‘aha-
hahaha’. Notice that morphological indica-
tions of language may change a token from
‘Other’ to that language; e.g., ‘1st’ or ‘3rd ’
are considered English.

In light of our focus on code-switching, we de-
fined the category shared to include words that we
have reasons to believe may belong to more than
one mental lexicon (or, alternatively, to a shared
mental lexicon). In the linguistic literature, trigger
words are defined as words that are positively asso-
ciated with code-switching, either because they are
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cognates or because they increase the facilitation
of the other language (Clyne, 2003; Broersma and
De Bot, 2006). Our annotation guidelines were the
following; notice that in all these cases, the annota-
tion is context-independent: the same token will be
tagged uniformly independently of where it occurs.

• Arabizi named entities which have differ-
ent (translated) counterparts in English are
tagged as Arabizi, and their translation equiva-
lents are considered English; e.g., Al-Emirat
Al-Arabiya Al-mutahida ‘United Arab
Emirates’, masr ‘Egypt’, al-maghrib ‘Mo-
rocco’.

• Named entities in Arabizi and English that
are not translated, and hence are written in
a similar way in both languages, are consid-
ered as shared words; e.g., al-ordon ‘Jor-
dan’, alqahirah ‘Cairo’, Lubnan ‘Lebanon’.

• Culturally-dependent terms that have no trans-
lation equivalent in the other language are
tagged as shared; e.g., mjadara ‘mujadara’,
alhamdulillah ‘thank God ’, ramadan ‘ra-
madan’, muezzin ‘muezzin’.

• This also extends to loan words that do not
have translation equivalents in the borrowing
languages e.g., video ‘video’, or where the
loan word is commonly used even if a trans-
lation exists; e.g., taxi ‘taxi ’, mobile ‘cell-
phone’.

To demonstrate the word-level annotation, con-
sider the following examples:

• Ask for Mjadara Hamra

Here, the first two tokens are obviously English
(‘1’), while the third token is tagged ‘4’ for shared.
The fourth token, Hamra ‘red ’, raises a question:
is it the adjective ‘red ’, in which case it should be
tagged ‘0‘ for Arabizi, or is it part of a named entity
that includes Mjadara ‘mujadara’, in which case it
should be ‘4’ for shared? We opted for the former.
In contrast, in

• even the humble kibbe nayeh

We tagged the first 3 tokens as English (‘1’), and
kibbe nayeh ‘raw kibbe’, where kibbe is a popu-
lar dish consisting of meat and bulgur, but nayeh
‘raw’ changes its meaning to a different dish made
from raw meat, were both tagged ‘4’ for shared as
we considered them part of a single named entity.

A particularly interesting example is

• Nis-har youm el sabt 3al Balcon

which means ‘We stay up Saturday night on the
balcony’. The verb nishar ‘we spend the evening’
was probably spelled with a dash in order to prevent
the ‘sh ’ from being pronounced as English [sh].
We tagged all tokens ‘0’ for Arabizi, except the last
one which was tagged ‘4’ for shared.

Finally, some cases involved intra-word code-
switching. In

• ma2darsh a subtweet u da mabda2yan ‘I
can’t subtweet you, this is tentative’

the English ‘subtweet’ is used as a verb, with
the Arabic prefix ‘a’ which is a derivational mor-
pheme that converts nouns to verbs; the result is
asubtweet ‘to subtweet’. In this case, the author
introduced a space between the two mporphemes
so we could tag ‘a’ as Arabizi and ‘subtweet’ as
English. In another example, ana ba-act ‘I act’,
the author used a dash between the Arabizi prefix
‘ba’ and the English verb ‘act’, so again we could
tag both morphemes separately. We do not have a
special tag for tokens that involve morphemes in
more than one language because no such case was
witnessed in our dataset.

4.2 Manual annotation
From the raw datasets we described in Section 3,
we initially manually annotated 1050 sentences
(roughly 500 each from Reddit and Twitter) at the
word level, assigning a tag of ‘0’ to ‘5’ to each
token.2 We then used the classifier described below
(Section 4.3) to identify more “interesting” sam-
ples in the entire dataset (the vast majority of the
sentences in the dataset are naturally plain English
sentences). Of those, we manually selected more
sentences that reflected as best as possible the diver-
sity of sentence types in the dataset, and manually
corrected the predictions of the classifier. This pro-
cess resulted in 2643 manually annotated sentences,
over 1000 of which including Arabizi words, which
constitute the final word-level annotated dataset on
which we train and evaluate our classifiers. The
details are summarized in Table 1 (note that not all
sentences in a given post were annotated).

4.3 Statistic classification
We begin with more conservative statistic classi-
fication. Since the tag of a given token is highly

2Manual annotation was performed by the first author, who
is a native speaker of Palestinian Arabic and fluent in English.
The main challenge was the identification of shared words,
which required discussion between the two authors, as well as
with colleagues.
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Dataset Posts Sents. Tokens
Reddit 922 980 13752
Twitter 1653 1663 16061
Total 2575 2643 29813

Table 1: Word-level annotated dataset.

depepndent on the tags of its predecessors, we used
CRF (Lafferty et al., 2001) to train a sequence-to-
sequence classifier. We used the following features
to represent each instance (token):

• The word itself in lowercase;
• Are all the word’s letters uppercase?;
• Is only the first letter uppercase?;
• Is the word in the (freely-available list of)

5050 most frequent English words, taken from
the one billion word Corpus of Contemporary
American English?;

• Is the word in the 930 most frequent French
words?;

• Is it an Arabic word? We used CAMel tools
(Obeid et al., 2020) in order to detect Arabic
words;

• Does the word contain numerals? This is use-
ful because digits are used to represent Arabic
letters in Arabizi;

• All the features above, with respect to the
previous word;

• Is it the first word in the sentence?;
• Is it the last word in the sentence?
Here and elsewhere, we used ten-fold cross-

validation for evaluation. Table 2 lists the eval-
uation results (precision, recall and F1) for each
category separately, as well as the number of words
of each category in the test set (“support”). It
also shows the total evaluation metrics, averaged
over all categories (we report micro-, macro- and
weighted averages). The total accuracy, over the
entire test set, is 0.949.

4.4 Neural classification

We also experimented with more contemporary
neural classification. We defined a deep neural net-
work consisting of three layers: (1) An embedding
layer which is the concatenation of the last 4 layers
of a BERT (Devlin et al., 2019) model (we used the
multilingual uncased version); (2) A bidirectional
LSTM (Hochreiter and Schmidhuber, 1997) layer:
2 hidden layers of size 400, and dropout of 0.5;
(3) A CRF layer (Huang et al., 2015).

We used the BERT tokenizer, in the multilingual

Tag Prc. Rcl. F1 Support
Arabizi 0.90 0.95 0.92 4865
English 0.96 0.98 0.97 16563
French 0.74 0.64 0.69 149
Arabic 0.99 0.99 0.99 2671
Shared 0.81 0.51 0.63 1401
Other 0.97 0.94 0.95 4164
Micro avg. 0.95 0.95 0.95 29813
Macro avg. 0.90 0.84 0.86 29813
Weighted avg. 0.95 0.95 0.95 29813

Table 2: Results: word-level statistic classification.

uncased version, to tokenize the text. As the to-
kenizer is different, the number of tokens differs
slightly from the case of statistical classification
(this explains the differences in the support size be-
tween Tables 2 and 3). More importantly, BERT’s
predictions are provided for units (sub-tokens) that
we did not manually annotate. As is common in
such cases, for each original token that was split by
BERT we selected the tag of the first sub-token and
induced it over the other sub-tokens to which the
original token was split. Of course, this may harm
the accuracy of the neural classifier.

We used the Adam optimizer with a learning
rate of 0.001 and cross-entropy loss. We trained
the model for four epochs and chose a batch size
of 32. The results are listed in Table 3. The total
accuracy, over the entire test set, is 0.952, almost
identical to the accuracy of the statistic classifier.

Tag Prec. Rcl. F1 Support
Arabizi 0.91 0.95 0.93 4869
English 0.97 0.98 0.97 16938
French 0.56 0.43 0.49 167
Arabic 0.98 0.99 0.98 2680
Shared 0.77 0.66 0.71 1406
Other 0.97 0.94 0.95 4385
Micro avg. 0.95 0.95 0.95 30445
Macro avg. 0.86 0.82 0.84 30445
Weighted avg. 0.95 0.95 0.95 30445

Table 3: Results: word-level neural classification.

5 Identifying code-switching

The word-level annotation immediately facilitates
the identification of code-switching: a sentence
with at least one word in Arabizi and one in either
English or French necessarily includes a switch. To
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simplify this task, we now annotate full sentences:
we assign complex tags to sentences that reflect the
existence of each of our six word categories in a
given sentence. The tags consist of six bits, each
referring to the presence in the sentence of words
categorized as Arabizi, English, French, Arabic,
shared, and Other. This Table 4 lists the number
of samples associated with each 6-bit tag in the
annotated dataset.

For example, the sentence
• good luck albi, have a nice dayy <3

‘good luck my love, have a nice day ♡’
is associated with the tag 110001, reflecting the
presence of English, Arabizi and an emoticon (note
that we treat the misspelled ‘dayy’ as a valid En-
glish word). More example sentences include:

• "Khalas tamam , you know best"
‘Okay, you know best’ . (110000)

• happiest birthday ya hussein :)
‘happiest birthday oh hussein :) ’ (110011)

• Take a flight to Jeddah w ishtiri al
baik ‘Take a flight to Jeddah and buy the bike’
(110010, as ‘Jeddah ’ is shared)

Note that we do not commit on the precise loca-
tion of the switch; when a sentence contains shared
words, they may serve as wildcards for determin-
ing this location. For example, in the last sentence
above, the switch may occur before or after the
shared word ‘Jeddah ’.

5.1 Direct classification

First, we trained a statistic classifier to directly pre-
dict the 6-bit tags. We experimented with various
statistic classification models, including SVM, lo-
gistic regression, KNN, and random forest. The
latter yielded the best accuracy, so the results we
report below were obtained with random forest. We
used the following features:

• Character uni-gram, bi-gram and tri-gram
counts, normalized by the number of char-
acters in the sentence. We only used the most
frequent 250 n-grams;

• Number of English, Arabic and French words,
all normalized by the number of tokens in the
sentence (excluding emojis);

• The number of tokens that contain numeric
digits, normalized by the number of tokens in
the sentence;

• The normalized number of emojis, punctu-
ation and numbers in the sentence, to help
identify the category Other;

Arab
izi

Eng
lis

h

Fren
ch

Arab
ic

Sha
red

Othe
r
Occurrences

0 1 0 0 0 1 604
0 1 0 0 1 1 297
0 1 0 0 0 0 233
1 1 0 0 0 1 187
1 0 0 0 0 0 184
1 1 0 0 1 1 155
1 0 0 0 0 1 154
0 0 0 1 0 1 153
1 1 0 0 0 0 115
1 1 0 0 1 0 109
0 0 0 1 0 0 91
0 1 0 0 1 0 71
0 0 0 0 0 1 65
1 0 0 0 1 0 55
1 0 0 0 1 1 43
0 1 0 1 0 1 36
0 0 0 0 1 1 22
0 0 0 0 1 0 14
0 0 1 0 0 1 10
0 1 0 1 0 0 8
0 1 1 0 0 1 5
0 1 0 1 1 1 5
0 0 1 0 0 0 4
1 0 1 0 0 1 4
1 0 1 0 0 0 4
0 0 1 0 1 1 3
1 1 0 1 0 1 2
0 0 0 1 1 0 2
0 0 0 1 1 1 2
0 1 0 1 1 0 2
1 1 0 1 0 1 1
0 1 1 0 1 1 1
1 0 1 0 1 1 1
1 1 1 0 0 1 1
1 1 1 0 1 0 1
1 0 0 1 1 1 1
1 1 1 0 1 1 1
1 1 0 1 1 1 1

Table 4: Distribution of sentence-level tags in the anno-
tated dataset.

• The number of English words detected by fast-
Text with confidence score greater than 0.95;

• The number of French words detected by fast-
Text with confidence score greater than 0.5;

• The number of words that do not belong to
any of the previous categories, which helps
detect Arabizi and Other;
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• A binary flag which checks whether the whole
sentence was detected by fastText as English
with confidence score greater than 0.8. We
observed that sentences with score greater
than 0.8 tend to actually include English
words, but pure Arabizi sentences are some-
times erroneously classified as English with
lower confidence;

• A binary flag which checks whether the whole
sentence was detected as French with confi-
dence score greater than 0.3;

• A binary flag which checks whether the whole
sentence was detected as some language other
than French, English, or Arabic. This helps
detecting Arabizi and other languages.

We used ten-fold cross-validation and evaluated
the accuracy of the model in predicting each of the
bits in the tag vector independently (i.e., predicting
whether a given sentence includes words in English,
Arabizi, French, etc.) The accuracy results on each
category are listed in Table 5. The total accuracy
of assigning the exact 6-bit tag to each sentence
is 0.62.

Tag Acc. Prec. Rcl. F1
Arabizi 0.90 0.91 0.83 0.87
English 0.92 0.95 0.94 0.95
French 0.99 0.10 0.03 0.05
Arabic 1.00 1.00 1.00 1.00
Shared 0.75 0.67 0.34 0.45
Other 0.96 0.99 0.96 0.97

Table 5: Results: sentence-level direct classification.

5.2 Indirect classification

As an alternative to direct classification, it is pos-
sible to combine the predictions of the word-level
classifiers (Section 4) and create 6-bit tags for each
sentence. Recall that tags at the sentence level
only indicate the existence of words from a given
category in the sentence (rather than whether all
words in the sentence are annotated correctly). The
results of inducing sentence-level tags from the
word-level ones (as obtained by the statistic clas-
sifier, Section 4.3) are listed in Table 6. The total
accuracy of correctly identifying the complex, 6-
bit tag is 0.78, much better than with the direct
classifier.

Note that in both approaches, the identification
of Arabic is perfect, most likely owing to the dif-
ferent character set of Arabic; and in both cases,

Tag Acc. Prec. Rcl. F1
Arabizi 0.94 0.91 0.95 0.93
English 0.95 0.96 0.96 0.96
French 0.99 0.75 0.55 0.63
Arabic 1.00 1.00 1.00 1.00
Shared 0.86 0.89 0.62 0.73
Other 0.98 0.99 0.98 0.98

Table 6: Results: indirect sentence-level classification.

shared words are the most challenging to identify
(recall that they were also hard to manually anno-
tated). The accuracy on French is low, probably
because of the small number of sentences with
French words in the training data.

6 Harvesting more data

With the highly accurate classifiers described
above, we set out to extend our corpus of Arabizi
in general and Arabizi code-switching in particu-
lar. We applied the statistic word-level classifier
(Section 4.3) to the entire dataset we collected from
Reddit and Twitter (Section 3). We extracted all
the sentences that included at least one Arabizi
word, and associated each token in these sentences
with its language ID tag; we also decorated the
entire sentence with the complex 6-bit tag that in-
dicates which languages are included in it. This
resulted in a set of over 880K sentences, which
constitutes our automatically-obtained dataset of
Arabizi (see Table 7). This dataset, we trust, will
be an invaluable resource for research in Arabizi
and in code-switching.

Reddit Twitter Total
With Arabizi 218619 668208 886827
Arabizi 67566 479317 546883
Ar–En CS 165982 277032 443014
Ar–Fr CS 1165 1913 3078

Table 7: The automatically-annotated dataset. Num-
ber of sentences with at least one Arabizi token (With
Arabizi); with a majority of Arabizi tokens (Arabizi);
and with code-switching between Arabizi and English
(Ar–En CS) and between Arabizi and French (Ar–Fr
CS).

As an additional verification of the dataset, we
randomly chose 100 sentences (50 each from Red-
dit and Twitter) that were annotated as including at
least two tokens each in both Arabizi and English
(hence, that included code-switching) and manually
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inspected them. Of the 100, 77 (42 from Twitter,
35 from Reddit) indeed included code-switching
between English and Arabizi.

A qualitative analysis of the errors revealed sev-
eral cases in which a nonstandard spelling of En-
glish was erroneously considered Arabizi. For ex-
ample, in the fully English wtf yo where da love
go, our classifier identified ‘da’ as Arabizi, proba-
bly because it is a common Egyptian word meaning
‘this’. Similarly, in I ’ m sorry 4 ya loss the
classifier unsurprisingly identified ‘ya’ as Arabizi.

Some proper nouns that we tagged as shared,
especially those whose origin is Arabic, were pre-
dicted as Arabizi. E.g., in They also mentioned
a new location ; somewhere in sin el fil,
the last three tokens were predicted Arabizi, but
we tagged them as shared (the name of a suburb
of Beirut). Finally, tokens that involve both letters
and digits were sometimes erroneously tagged as
Arabizi (e.g., I have the 20GB 2Mbps plan).

7 Conclusion

We described a classifier that identifies words in
Arabizi, English, Arabic, and French in multilin-
gual sentences from social media. We applied the
classifier to a large set of sentences collected from
Twitter and Reddit, and produced a huge dataset
of more than 880K automatically-annotated Ara-
bizi sentences, of which over 446K include code-
switching with either English or French.

We are now ready to use this dataset for a large-
scale corpus-based investigation of theoretical re-
search questions in cognitive linguistics. Specifi-
cally, we are interested in the correlation between
shared words, as defined in our annotation scheme,
and code-switching. We leave such investigations
for future work.

8 Ethical considerations and limitations

This research was approved by the University of
Haifa IRB. We collected data from two social me-
dia outlets, Reddit and Twitter, in compliance with
their terms of service (Reddit, Twitter). For the
latter, we distribute tweet IDs and sentence IDs in-
stead of the actual sentences, in line with Twitter’s
terms of use. For anonymity, we systematically
replaced all user IDs (in both datasets) by unique
IDs; we do not have, and therefore do not distribute,
any personal information of the authors. With this
additional level of anonymization, we anticipate
very minimal risk of abuse or dual use of the data.

Like any other dataset, the corpus we report on
here is not representative. In particular, it probably
includes Arabizi as used mainly in Egypt and in
Lebanon but not elsewhere in the Arab-speaking
world. It is very likely unbalanced in terms of any
demographic aspect of its authors. Clearly, the
automatic annotation of language IDs is not per-
fect, and may introduce noise. Use of this corpus
for linguistic research must therefore be done with
caution. Nevertheless, we trust that the sheer size
of the dataset would make it instrumental for re-
search on code-switching in general and in Arabizi
in particular.
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A Lists of seed words

We collected data from Reddit and Twitter based
on texts that included the following words.

Lebanese bya3ref ‘he knows’, ma3leh ‘never
mind ’, be7ke ‘to say’, halla2 ‘now’,
ma32ool ‘reasonable’, 3shen ‘in order to’,
3am (present tense particle) mazboot ‘alright’
kteer ‘many/much ’ 3lay/3layki ‘on me/on
youfem’.

Egyptian awy ‘very/very much ’, kwayes ‘OK ’,
ezai ‘how’, 5ales ‘never’, 7a2ee2y ‘really’,
m3lesh ‘never mind ’, howa—eh ‘what’.

Interestingly, the word mazboot ‘alright’ means
‘strong’ in Hindi, so it yielded many false positives.
However, since it also resulted in having many rel-
evant Lebanese tweets, we manually scanned them
and removed irrelevant users. Similarly, the world
awy ‘very’ is highly indicative of the Egyptian di-
alect, but it is also used as an abbreviation of the
English word ‘away’. Attempting to use the seed
words baddi ‘I want’ and balki ‘maybe’, both
highly widespread in Lebanon, resulted in harvest-
ing many irrelevant texts; upon inspection we re-
vealed that these words are frequent proper names
in India. They were therefore removed from the
seed word list.
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Abstract 

The issue of verifying authorship has been 
a controversial and much disputed subject 
within the field of digital forensics and 
cyber investigations. Although extensive 
research has been carried out on authorship 
verification tasks, few studies have 
analyzed Arabic social media texts. This 
paper seeks to overcome this limitation and 
presents a new knowledge-based model to 
enhance Natural Language Understanding 
and thereby improve authorship 
verification performance. The proposed 
model provided promising results that 
would benefit research for different Natural 
Language Processing tasks for Arabic. 

1 Introduction 

Arabic has a very rich vocabulary; each word has 
many derivatives that describe the root meaning 
in more specific or nuanced ways. For example, 
the word (thirst /عطش) has up to 45 synonyms, 
including those alluding to different stages of 
thirst. Compared to other languages, Arabic’s 
structure increases the complexity of pre-
processing, whereby unnecessary characters must 
be removed or carefully replaced. Moreover, the 
complexity of Arabic morphology tends to 
increase the set of features, syntax, and semantic 
structures, which might not be effective for the 
purposes of authorship verification (AV), the 
process of determining whether or not two pieces 
of writing are written by the same author by 
comparing their writing styles (Abbasi & Chen, 
2005).  

Although extensive research has been carried 
out on AV in different languages, few studies 
have focused on the Arabic language. AV in 

Arabic entails numerous particular linguistic 
difficulties, including with regard to inflection, 
elongation, diacritics, word length (Abbasi & 
Chen, 2005), and other challenges, as described 
below: 

 Inflection: In Arabic, one word can 
generate three or more different words 
with minor change, therefore 
orthographical properties result in lexical 
variation. When the number of features 
increases, then determining the right 
number of features may impact 
authorship analysis performance (Larkey 
& Connel, 2001). 

 Elongation: Proper pre-processing is 
necessary to remove unnecessary 
characters, but this may lose word 
emphasis or stylometric features of 
writers (Shaalan & Raza, 2009). 

 Diacritics: Less effective when using 
word-based syntactic features (Abbasi & 
Chen, 2005). 

 Word length: Shorter word lengths in 
Arabic (e.g., compared to English) 
reduces the effectiveness of lexical 
features (Abbasi & Chen, 2005). 

 Diglossia: May not provide significant 
features or an adequate ontology to 
provide proper mappings (Badawi, 1996). 

 Grammatical structure: Arabic dialect 
analysis creates more challenges. 

 Capitalisation and punctuation: 
Identifying patterns is challenging 
(Ryding, 2005). 

 Agglutinative constructs: Difficult parts 
of speech tagging could degrade the 
stylometric features of AV (Shaalan & 
Raza, 2009). 
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In addition to the previous challenges, as AV 
mostly depends on the style of writing, minimal 
data pre-processing is required. Unlike most NLP 
tasks, such as sentiment analysis and text 
classification, AV problems cannot undergo 
extensive data pre-processing, as stemming, 
normalization, diacritics removal, and other pre-
processing techniques would eliminate the 
author’s style of writing, and therefore make AV 
more challenging. The challenge becomes even 
greater with authorship analysis tasks for very 
short texts (Azarbonyad, 2015; Luyckx & 
Daelemans, 2011), such as those on social media 
platforms. Hence, a minimal number of Arabic 
AV studies have been conducted due to the 
inherent difficulty of such undertakings. 

Consequently, there is a need to investigate 
different linguistic features that could help to 
improve performance of Arabic AV for Arabic 
short texts (particularly Twitter posts). This paper 
presents a novel method and a new presentation of 
data to verify the authorship of Arabic texts 
specifically on Twitter; however, the experiment 
in principle could be applicable to other social 
media platforms and any short Arabic texts. 

The following section presents a brief overview 
of the recent work on Arabic AV, then Section 3 
explains the research methodology used in this 
work. Section 4 presents the experimental setup 
and results, and Section 5 discusses the results of 
the experiments. Finally, Section 6 summarizes the 
main conclusions and identifies areas for future 
investigation. 

2 Related Work 

As mentioned earlier, there are few studies of 
Arabic AV, and those which have been 
undertaken mainly analyzed very long texts, 
such as novels (Kumar & Chaurasia, 2012) and 
other books (Ahmed, 2017, 2018). In the 
following we will review the ones conducted 
on medium to short texts, as they are more 
relevant to the current study (which pertains to 
tweets).  

An extensive set of documents was collected 
from Dar Al-Ifta,1 consisting of 3,000 balanced 
datasets and 4,686 documents from unbalanced 
datasets (Al-Sarem, Emara, Cherif, Kissi, & 
Wahab, 2018). The method is based on the 

                                                           
1 https://www.dar-
alifta.org/Foreign/default.aspx  

frequency-based features of unigrams, bigrams, 
and trigrams, and on style-based features 
(character, lexical, syntactic, semantic, content-
specific, structural, and language-specific). First, 
the data were filtered, and TFIDF vectors were 
created. A bootstrap aggregating learner was then 
used to estimate the classification based on a 
maximum number of votes technique. Several 
stylometric and frequency-based features were 
used, showing that combining the bigram model 
with style-based features achieved the highest 
accuracy. However, it was unclear whether 
authors’ documents were used in training or 
chunking in such lengthy article datasets. 

Two experiments by (Ahmed, 2019a) sought 
to find the best feature ensemble, using the 
features of tokens, stems, root, diacritics, and POS 
tags of n-grams (1 to 4) as features for Arabic 
author verification. The author used a dataset 
consisting of 253 documents written by different 
authors from five domains. The average document 
sizes for the studied domains were 802 for 
columnists, 820 for economics, 1159 for fiction, 
1108 for nonfiction, and 850 for politics. The 
accuracy for each domain varied from 80-84.53%. 
It is important to note that domains with the 
smallest sample size achieved the worst results. 
The second experiment was to find the effect of 
training or testing sample size, and it revealed that 
the training dataset size did not correlate with 
improved accuracy for the AV method. In 
conclusion, the study found that a training set with 
a smaller number of documents outperformed one 
with a larger number of documents.  

Arabic AV using 125 documents from five 
common genres in Modern Standard Arabic 
(MSA), including opinion columns, economics, 
fiction, nonfiction, and politics, was undertaken 
by evaluating SVM-calculated distance metrics of 
the Canberra, Manhattan, Cosine, and Jaccard 
measures using tokens, stems, and POS tags as 
features (Ahmed, 2019b). It was found that the 
Canberra distance measure was the best-
performing distance measure in most genres, with 
an accuracy rate as high as 97.8%. However, the 
method omits digits, punctuation marks, and 
special characters in pre-processing, which limits 
the applicability of these findings to short texts. 

In our recent work on Arabic AV (Alqahtani & 
Dohler, 2022a), we collected a dataset consisting 
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of 100 Twitter users written in the Arabic 
language, whereby each user had 1000 to 3000 
tweets.  Firstly, we extracted a number of 
sylometric (content-free) features compatible 
with both the Arabic language and with Twitter 
posts. Comparing different classifiers, we found 
that Gradient Boosting, with an average accuracy 
of 0.75, outperformed Random Forest, Support 
Vector Machine, and k-Nearest Neighbor. In the 
second experiment, the effect of combining 
content-specific features (e.g., TF-IDF) with the 
extracted stylometric features was tested, which 
improved the accuracy by almost 2%. The 
performance of using a combination of 
stylometric and TF-IDF resulted in 0.77 average 
accuracy and F1-score. 

In general, it can be concluded that authorship 
analysis tasks depend on the feature set, the 
number of authors, and the dataset genres that 
reflect the Arabic language type (Classical, MSA, 
or Colloquial). In addition, the changing behavior 
of authors is an inherent problem that affects 
solving authorship verification problems. 

The root cause of the limited number of works 
on Arabic-language authorship analysis is the 
inherent characteristics of the Arabic language 
itself. Compared to other languages, Arabic-
language structure increases the complexity of pre-
processing, whereby unnecessary characters must 
be removed or carefully replaced. Moreover, the 
complexity of Arabic-language morphology tends 
to increase the set of features, syntax, and semantic 
structures, which is not germane to authorship 
analysis tasks. Therefore, although the language 
provides the flexibility of numerous features, most 
of them are either not used or are not enough for 
related tasks. One implication of this is the limited 
number of Arabic-language authorship 
identification studies and the minimal number of 
datasets that are available for the Arabic language 
(Alqahtani & Dohler, 2022b). 

3 Methodology  

The most recent work on Arabic AV using 
linguistic features (stylometric features and TF-
IDF) gave promising results (Alqahtani & Dohler, 
2022a), and this study seeks to build on this by 
investigating the effect of using other features that 
help to extract more tweets, and understand the 
context of tweets without being word-dependent. 
In this work, we will continue the work on the same 
dataset and use the same stylometric features to 

find the effect of the investigated features on 
verifying authorship.  

The concept is creating a table of words (each 
in different rows) that carry specific values for 
each column/feature. The aim is to explain the 
words’ meanings and identify their range of 
closeness or divergence from other words. We 
created an Arabic knowledge-base in the form of 
a large table, whereby each word in a row is 
described with a set of features (columns), each of 
which carries a number between 0 (if the column 
is the complete opposite of the word) and 1 (if the 
column is the exact meaning of the word). Other 
values are explained in more detail in section 3.2. 

As stylometric features are considered to be 
essential features for AV tasks, we extend the 
work in (Alqahtani & Dohler, 2022a) in addition 
to using our novel AraKB model. The results give 
an indication about the effect of using this 
technique to verify authorship with special 
relevance to very brief texts (specifically tweets). 

3.1 Dataset 

As a part of our investigation, and in order to have 
comparable results from our experiments, we used 
the same dataset as in our previous work 
(Alqahtani & Dohler, 2022a). The dataset contains 
100 Twitter users, tweeting in a mixture of Gulf 
dialect and MSA. The total number of tweets in the 
corpus is 375,428, with a maximum of 3000 and 
minimum of 1000 tweets per user. For the 
knowledge-based model, as this experiment is fully 
accredited on words, the first step was to prepare 
the words included in the knowledge-based table. 
Arabic language words for classical and MSA 
alone are counted in the millions (Jalaluddin Al-
Suyuti, 1998), in addition to newly generated 
words in various forms of colloquial Arabic. 
Creating one table containing all Arabic words is 
impossible, thus we extracted the 1000 most-used 
words in the dataset to employ them in the 
experiment. 

It is important to note that when extracting the 
most used words in the dataset we found many 
Arabic stop words; while used heavily in writing, 
stop words usually have a negligible impact on the 
meaning of sentences (Bouzoubaa, Baidouri, 
Loukili, & Yazidi, 2009). Although stop words 
are usually eliminated in the data processing 
phase in some NLP tasks, such as information 
retrieval, in order to reduce noise, we argue that 
some stop words some words are important to 
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keep, and always make a difference in the 
sentence, particularly negation words.  

Negation words play vital role in changing the 
sentence meaning completely. For example, the 
word (not/ لیس  ) when added to any word will give 
the opposite or negation of it, and therefore 
change the whole meaning. Hence, we kept all the 
negation words, such as (لم, لا لیس,) and any 
dialectical word  that carries a negation meaning, 
such as ماني , مافي) مو, ). 

3.2 AraKB creation 

After the words were extracted and the 
unimportant stop words were eliminated, the table 
was created for the top 1000 most-used words in 
the dataset. However, we found some words that 
could not be included, such as names, usernames, 
and English words, which were consequently 
ignored. 

It is important to point out that we treated 
emojis and punctuation the same as words, 
because in this experiment we aim to not only 
determine their existence but also investigate the 
meaning that they carry. In tweet communication, 
such features assume a particular potency and 
relevance to particular authors’ styles and 
sentiments, which can often be expressed more 
fully by an emoji or a particular punctuation mark. 
The total number of the actual words was 895 
words, 15 punctuations, and 90 emojis. 

Regarding the number of features (columns), 
we tried to create as many features as possible to 
describe the words in a detailed way. An 
insufficient number of descriptions would be 
insufficient to enable the model to predict 
meaning, while a greater number of describing 
words conversely yields more accurate results. 

In this experiment, we created a big table which 
includes 1000 rows and 100 columns, wherein 
each row carries one word, and each column 
contains one feature. These 100 features were 
about common status, words, or adjectives that 
would describe the meaning of different words. 
When writing the features, the following issues 
were considered:  

1. The features did not contain any word and its 
opposite, to avoid repetition. For example, 
we did not need to have two features (Cold 
and Hot), because when we give the feature 
Cold the value 0, that would give the same 
meaning of the word Hot.  

2. We wrote the feature names in English 
language in order to make the work readable 
and understandable by non-Arabic readers. 

Each word is represented by a value that 
distinguishes it from other words. Each word in a 
row is described with a set of features (columns), 
each of which carries a number between 0 (if the 
column is the complete opposite of the word) and 
1 (if the column is the exact meaning of the word). 
In addition, features that do not take the values 0 
or 1 will take floating point numbers (between 0-
1), based on the relatedness of the feature with the 
word. For features that are not applicable for the 
word, or which do not carry a yes/no answer, the 
value “NA” (not applicable) was assigned.  

 

 

 

 

Figure 1: Sample of the AraKB data. 

The purpose is to enable the model to recognize 
the approximate meaning of the word by having 
more description and the meaning of each word, 
rather than merely acknowledging the existence of 
the word itself. Figure 1 presents examples of the 
words each and their description (features). This 
method allows understanding the sentiment 
features and semantic relationships of the context, 
which might help to understand the user’s pattern. 
Through the combination of the features’ values in 
each tweet, the model predicted the context and the 
user’s style of writing.  

 It is important to note that the process of 
entering this voluminous information was not 
random, but followed a specific method, as 
discussed in the next section. 

3.3 AraKB annotation 

This experiment aims to understand the meaning 
of words among Gulf Arabic speakers. 
Consequently, the AraKB table was created using 
words taken from the collected tweets and was 
compiled manually, to produce data that mimics 
real language on social media. The table was filled 
by the researcher and reviewed by an Arabic 
linguist to ensure an accurate description of the 
words, and that it was a reliable and realistic 
reference for the use of Gulf Arabic dialect words.  
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The linguist is an Arabic teacher who holds a 
Master’s degree in Arabic language and literature.  
In addition, the linguist is active on different 
social media accounts (including Twitter), and is 
therefore familiar with the use of words and 
synonyms among Twitter users. More 
importantly, the linguist speaks the Gulf dialect 
(same dialect of the dataset), to ensure that they 
understand and describe the words and their full 
semantic and contextual implications as intended 
by Twitter users. 

Regarding the features, a list was created to 
describe words from different aspects. For the 
sake of better explanation about the nature of 
features, they were divided into three categories, 
as explained in Appendix A. 

3.4 Evaluation 

During the creation of AraKB and annotating the 
words, some agreements and disagreements 
emerged between the researcher and the linguist 
on the values/description of the words. All the 
words themselves were kept as they are, and each 
produced a different table of values. 
Consequently, a method was needed to assess the 
level of agreement between the annotators in 
order to evaluate the quality of the data. As the 
data comprises nominal values, Cohen’s kappa 
coefficient (for inter-rater reliability) was applied 
to measure the reliability of AraKB data.2  

We calculated the number of complete 
agreements for all values. For each word, we 
counted how many features are identical in values 
between the annotators (agreement values). Any 
different values filled by the annotators were 
considered to be disagreements, regardless of the 
difference between values, such as different 
floating point numbers. For example, a field could 
carry the value 0.3 for Annotator #1, and 0.7 for 
Annotator #2. In that case, any difference was 
considered as a disagreement, and the same 
applied on all fields/values. Kappa is measured 
through the following equation:  

                         ݇ =  ௣బି ௣೐ଵି ௣೐             (1) 

Where po is the actual values of 
agreement among the annotators divided by 
the total number of values, and pe it is 
probability of agreement between columnists, 
calculated as follows: 

                                                           
2  Introduced by Jacob Cohen in 1960. 

௘݌ = ∑ ௡ಲభ೜௜௤  ×  ௡ಲమ೜௜  =  ଵ௜మ ∑ ݊஺ଵ௤ ×௤ ݊஺ଶ௤      
(2) 

After the value of k is calculated, the result is 
categorized to a specific level of agreement 
(McHugh, 2012), which is shown in Table 1 

Cohen's 
kappa 
statistics 

Level of agreement 

≤ ૙  No agreement 
0.1 – 0.20 Poor agreement 
0.21 – 0.40 Fair agreement 
0.41 – 0.60 Moderate agreement 
0.61 – 0.80 Substantial agreement 
0.81 – 0.99 Almost perfect agreement 
1 Perfect agreement 

 

Table 1: Interpretation of Cohen’s Kappa value. 

The Kappa coefficient was measured for 
100,000 values. In the case of our data, due to the 
large number of values, the level of agreement 
between the annotators was measured based on 
each column (feature). However, it is important to 
note that there were some columns that had 100% 
agreement (for the language-constant features), 
which therefore cannot carry different values (as 
described in Appendix A). In addition, 34 features 
of the second category also had 100% agreement.  

The different values of the features and 
possible disagreements happened in the third 
category (60 features), which had the possibility 
to carry different values based on dialect, context, 
or different opinions of the annotators. In order to 
give more realistic and interpretable values, scales 
were agreed for some features to measure the 
relatedness of the word to the specific feature. For 
example, the feature Dangerous had a range of 
values based on how “dangerous” the word is, 
thus the value 1 was given for words like Drugs, 
Kill, and very dangerous things that could cause 
death. Values of 0.9-0.5 were assigned for other 
dangerous things that would not necessarily cause 
death, such as the words Disease and Scorpion. 
Values of 0.4-0.1 were given for things that may 
cause death if used wrongly, like Car, 
Technology, etc. Lastly, the value 0 was given for 
very safe things, such as the word Shirt. 

The same process was applied for most of the 
features. It is important to note that there were 
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some words that carry a different meaning among 
Saudi users. For example, Thursday/الخمیس is the 
beginning of the weekend at Saudi Arabia and 
most Gulf countries, so this word is usually used 
in semantic clouds connoting the status of fun and 
partying. Consequently, the word took the value 1 
for the feature Interesting, based on its use in our 
data. Another example is for words used in 
informal contexts in different ways, such as the 
word بیض/egg. It is axiomatic that this word 
should be described as Food, but after an 
observation of its usage among the Saudi social 
media users, it was clearly used to express a state 
of boredom or something that is not interesting, 
thus it was given the value 0 for the feature 
Interesting.  

After both annotators filled all fields of AraKB 
separately, we applied Kappa statistics only on the 
features of the third category (60 features), whose 
values could carry agreement and disagreement. 
For that a number of 60,000 features (60 features × 
1000 words) were calculated by Cohen’s kappa, 
which resulted in the findings reported in Table 2. 

 
Total 
of 
fields 

Agreem
ent 

Disagreem
ent 

Kappa 
Value  

60,000 59,925 75 0.99 

Table 2: Cohen’s Kappa and inter-rater agreement. 
 
Kappa value is 0.99, which is considered to be 

almost perfect based on the interpretation of 
Cohen’s Kappa value, which gives the table more 
reliability, whereby it can be used in other works 
related to Gulf Arabic texts. This value was 
achieved as there is a specific measurement for 
each field, as explained earlier.  

However, it is important to state that most of 
the fields had the NA value, because not all the 
features are applicable to describe the words, 
which explains the low number of disagreement 
values between the annotators. A total of 2,818 
exact values were filled with numbers other than 
NA. 

4 Experiments 

4.1 Experimental setup 

Unlike the use of TF-IDF features in the work of 
(Alqahtani & Dohler, 2022a), which depended on 
the existence of the words, the main purpose of 

AraKB is that the model will recognize the 
approximate meaning of the word by the set of 
features. Therefore, it can verify the users through 
the repeated status, emotions, and expressions 
reflected in their written texts. 

Firstly, we needed to convert our AraKB Excel 
table into a form that would be usable in our code. 
A huge dictionary was created that contains all 
1,000 words as keys (keys#1), whereby each word 
has its own smaller dictionary that has the set of 
features as keys (keys#2), each with their values 
(0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1, or 
NA). The dictionary was created for all columns 
except the POS column, as it has different values 
than the other columns (i.e., verb, noun, adjective, 
etc.), which was annotated manually and will be 
explained separately.   

After that, we calculated the vectors by 
dividing the tweet into single words (tokens). A 
function was created that takes each word of the 
tweet and finds if it exists in one of the (keys #1). 
If the word exists, its dictionary with the key#2 is 
recalled, and their values are added. This process 
is repeated for every word in the tweet, then the 
values of all words in the tweet are calculated by 
taking the average of each feature’s value of the 
words. If no word in the text exists in the table, 
the model will ignore the text.  

We cannot take the average of the categorical 
values of the feature/column (POS), as this 
column has a different part of speech tags that 
represent words such as nouns, verbs, and 
adverbs, etc. Each value of the POS column has a 
separate column, so that each word will have a 
value in the related POS column (as previously set 
in the AraKB).  

Another function was created related to the 
Negation feature, which contains the most used 
negation words that exist in the dataset (either 
MSA or Gulf dialect). The purpose of this feature 
is to reverse the meaning of the word following 
the negation. After calculating the vectors, the 
value of word coming after negation will be the 
opposite and will be with minus. For example, the 
word “صادق/honest” has the value 1 in the 
Honesty feature, but if it comes after the word 
 not” then the value for Honesty will be/لیس“
converted to -1. Lastly, the values of the Honesty 
feature will be averaged with other words existent 
in the tweet, therefore the level of “Honesty” will 
be reduced in the whole tweet.  

210



 
 

To sum up, the values of each word of the tweet 
were extracted and averaged with other values. 
Figure 2 shows the concept of the calculation. The 
model scanned the tweet and found the words 
 that exist in our AraKB, thus it (المدرسة/المتعة/الطفل)
took each value for the column 1 (feature 1) and 
calculated the average values for all existent words, 
which gave the value 0.53. The same was repeated 
for all columns, until a list of vectors representing 
each tweet was compiled. 

 
 
 
 
 
 
 
 
 
 
 
 
Figure 2: Process of converting the tweets to vectors. 

 
Using this method might enable the model to 

ascertain the extent to which the tweet carries 
values of each feature written by each user, 
whereby it might be able to identify a pattern about 
how the user expresses their thoughts/emotions in 
their writing. In this experiment we used a 
previously tested stylometric feature (Alqahtani & 
Dohler, 2022a) in addition to our novel AraKB 
features. 

4.2 Experimental results 

As stated earlier, this experiment was based on the 
dataset used by (Alqahtani & Dohler, 2022a), and 
with same setting used in the previous 
experiments (train/test ration, the used classifier, 
CV 5-folds, etc.), in addition to conducting the 
same pre-processing steps in order to have 
comparable results.  

Using the best performance algorithm (Gradient 
Boosting), our experiment showed a 2% 
improvement in performance (accuracy and F1-
score) when adding the AraKB features to the 
previous stylometric features, as opposed to using 
the latter alone. Table 3 and Table 4 compare the 
results of using the stylometric features in the 
previous study (Alqahtani & Dohler, 2022a) and 
the results of the same tested dataset when using 
the AraKB features (respectively) 

 

Table 3: Results of using stylometric features by 
(Alqahtani & Dohler, 2022a). 

 

Table 4: Results of using AraKB and Stylometric 
features. 

5 Discussion 

Looking at the results of using a combination of 
stylometric and AraKB features shows a 
similarity in average results with the results of 
previous experiments that used a combination of 
stylometric and TF-IDF features. This indicates 
that using AraKB gives similar performance to 
using the TF-IDF features. 

However, it is important to note that AraKB 
features contained only 1,000 Arabic words, due 
to the laborious and time-consuming individual 
efforts entailed. It is assumed that the outcomes 
would be substantially improved by adding many 
more words that an author would possibly write 
with. The purpose of this experiment is 
preliminary testing using AraKB features, to 
determine if these features enhance the 
performance of verifying authorship in short texts 
like Twitter posts.  

One could argue that using AraKB is over-fitted 
to the dataset from which the list of words was 
derived. However, we have selected the thousand 
most prolifically used words of the whole dataset, 
which is actually far from being a reason of 
overfitting. This is because choosing the most 
repeated words entails that most of the users have 
used these words, therefore these words are not 
considered to be user-distinctive (i.e., they reflect 

Feature Avg 
F1 

Avg 
recall 

Avg 
precisi
on 

Avg 
accur
acy 

Stylome
tric  

0.75 0.76 0.75 0.75 

Stylome
tric + 
TF-IDF 

0.77 0.75 0.79 0.77 

Feature Avg 
F1 

Avg 
recall 

Avg 
precisi
on 

Avg 
accur
acy 

Stylome
tric + 
AraKB 

0.77 0.77 0.77 0.77 
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homogenous use of language). In addition, our 
approach considers the meaning of words averaged 
with others in the same tweets, which means that it 
is not word-dependent like other content-
dependent features, such as TF-IDF or BOW. 

6 Conclusion 

The limited work on Arabic AV texts shows the 
need to investigate more features that could 
enhance the verification process. In this 
experiment, we prove that creating features that 
represent the word’s meaning, as in AraKB, does 
help to effectively verify the authorship, and might 
be helpful in other NLP tasks, such as sentiment 
analysis.  

Future work on AraKB might extend the 
number of Arabic words, which will definitely 
improve its performance. In addition, further 
studies should investigate the influence of each of 
AraKB features, as we could focus only on the 
most influential ones. 
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A Appendices 

Features specifications: 

1. Language-constant features: Where we had six 
features that are considered to be constant in the 
language, which are known and cannot be 
considered in terms of personal opinion. These 
features are: Part of Speech, Function word, 
Negation, and Punctuation. Filling these words was 
based on previous knowledge of Arabic grammar. 
In addition, the features (Abbreviation and Emoji) 
took either the value 0 or 1 value based on the 
existence of the feature in the word. The following 
provide more details and examples about each 
feature and explanation of why they were 
considered as constant features. 
2. Features that carry a yes/no answer. There 
were 34 features that only took values of 0, 1, or 
NA; the values cannot be a number in between 0-
1. These features are: (Human, Alive, Female, 
Animal, Body-part, Food-related, Time-related, 
Place-related, Eaten, Past, Work/study, Question, 
Nationality, Weather, Prayer, Compare, Place, 
Time, Number, Many, Media-content, Listing, 
Quoting, Calling, Sport, Art, Policy, Literature, 
Religion, Science, Travel, Economy, Law, and 
Technology). These features are either applicable 
on the word or not, so they would take either the 
value 1 or 0. 
3. The other features. The remaining 60 features 
may carry range of different values (e.g., 0, 0.1, 0.2, 
0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1, or NA) based on 
the word’s relatedness to the features. These 
features are: (Formal, Word correctness, Long, 
Strong, Expensive, Dangerous, Ability, Shyness, 
Like, Peaceful, Loyalty, Excellence, Privacy, 
Necessity, Reality, Desire, Request, Rich, Big, 
Normal, Beautiful, Smart, Useful, Cause-death, 
Noisy, Cold, Heavy, Thankful, Youthful, 
Romantic, Agree, Happy, Angry, Welcome, 
Sarcastic ,Similar, Scary, Disgusting, Well-known, 
Crime, Childish, Optimism, Simple, Comfortable, 
Interesting, Healthy, Surprised, Wonder, Argue, 
Certainty, Emphasis, Honesty, Emotional , Laugh, 
Abusive, Racist, Shame, Wish, and Royal). 
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Abstract

In the online world, Machine Translation (MT)
systems are extensively used to translate User-
Generated Text (UGT) such as reviews, tweets,
and social media posts, where the main mes-
sage is often the author’s positive or negative
attitude towards the topic of the text. How-
ever, MT systems still lack accuracy in some
low-resource languages and sometimes make
critical translation errors that completely flip
the sentiment polarity of the target word or
phrase and hence delivers a wrong affect mes-
sage. This is particularly noticeable in texts
that do not follow common lexico-grammatical
standards such as the dialectical Arabic (DA)
used on online platforms. In this research,
we aim to improve the translation of senti-
ment in UGT written in the dialectical ver-
sions of the Arabic language to English. Given
the scarcity of gold-standard parallel data for
DA-EN in the UGT domain, we introduce a
semi-supervised approach that exploits both
monolingual and parallel data for training an
NMT system initialised by a cross-lingual lan-
guage model trained with supervised and un-
supervised modeling objectives. We assess the
accuracy of sentiment translation by our pro-
posed system through a numerical ‘sentiment-
closeness’ measure as well as human evalua-
tion. We will show that our semi-supervised
MT system can significantly help with correct-
ing sentiment errors detected in the online trans-
lation of dialectical Arabic UGT.

1 Introduction

Incorporating automatic translation tools by web-
sites such as Twitter, amazon.com and book-
ing.com has become common practice to cater for
their multilingual users. In this context, sentiment
preservation is of great importance because deci-

sions about purchasing a product or service, as well
as analysis of public trends, are based on accurate
translation of the user’s affect message. Arabic
UGT constitutes a significant challenge for MT
systems because it is commonly a mix of Dialec-
tical Arabic (DA) and Modern Standard Arabic
(MSA) which differ significantly on the lexico-
grammatical level. Research has shown that the
code-switching between DA and MSA by online
users can lead to a serious mistranslation of sen-
timent for several reasons (Saadany and Orasan,
2020).

First, there are lexical and structural differ-
ences between the two versions of the Arabic
language which cause confusion to MT systems
in choosing the correct sentiment-carrying word.
On the lexical level, there are polysemous words
used in both MSA and DA which can have ex-
act opposite sentiment poles. To give one exam-
ple, the word ‘YÓAg. ’ means ‘rigid’ in MSA, but
in DA, within the UGT domain, it often means
‘great or awesome’. Hence, we find the posi-
tive Goodreads review ‘ @Yg. YÓAg. H. A�J»’ (A very

good book)1 is mistranslated by the online MT
tool into ‘A very rigid book’, incorrectly reflect-
ing a negative sentiment. The same word, how-
ever, in another book review written in MSA
– ‘ �H@YgB@ XQå� ú


	̄ 	­Ë 
ñÖÏ @ é �®K
Q£ @Yg. èYÓAg. ’ – is

correctly translated as ‘The author’s way of nar-
rating events is very rigid’, rightly reflecting the
dissatisfaction of the author.

Second, the Arabic writing system does not have
letters for short vowels; instead short vowels are
realised as diacritic symbols on or below letters.
UGT commonly lacks diacritics and hence it of-

1https://www.goodreads.com/book/show/16031620
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ten contains words spelled alike in MSA and DA
but different in meaning due to different pronunci-
ation. An example of these homographs is in the
DA tweet2 ‘I. �

	� A 	K AK
A 	®»’ where the noun ‘I. �
	�’

commonly means ‘fraud’ in DA with the diacritic
‘fatha’ (a short /a/ sound) on the first letter; the
tweet should read ‘Enough of the fraud’. The on-
line MT system flips the negative polarity as it
mistakes this word with its common homograph
in MSA meaning ‘monument’, pronounced with
‘damma’ (a short /u/ sound) on its first and sec-
ond letters. The mistranslation of the homograph
produces a neutral statement, ‘enough monument’,
which completely misses the negative polarity of
the source.

The third problem is that the way sentiment is
expressed by the DA used in UGT is different than
the structured DA data that is commonly used to
train DA-EN NMT systems (e.g. Zbib et al. (2012);
Bouamor et al. (2014); Elmahdy et al. (2014);
Meftouh et al. (2015); Bouamor et al. (2018)).
Some of the main differences is that UGT typi-
cally contains profanity and aggressive words that
are not to be found in the available dialectical data.
Moreover, the DA used on online platforms such
as Twitter usually contains unusual orthography to
express emotions or to obfuscate aggression and,
at times, nuanced words that are understood only
within context. A review of the literature shows
that the authentic parallel datasets for DA-EN con-
sist mainly of hand-crafted structured data which
significantly differ from this type of noisy DA used
in UGT. On the other hand, there is a consider-
able number of large parallel MSA-EN datasets in
various domains (e.g OPUS3 open-source parallel
MSA-EN datasets include UN documents, TEDx
talks, subtitles, news commentary, etc.). Since DA
in the UGT domain has peculiar qualities and since
it differs on the lexico-grammatical level from Stan-
dard Arabic and, at times, same words can have
opposite sentiment in the two versions, the freely
available MSA datasets are not optimal for trans-
lating sentiment in UGT written in a dialectical
version.

Given the scarcity of any substantial gold-
standard DA-EN data within the UGT domain, we
propose to improve the transfer of sentiment in
Arabic UGT by training a semi-supervised NMT

2https://twitter.com/Abdullahehemidy/status/
221985043793444865, Accessed: Aug 2022

3https://opus.nlpl.eu/

system where we leverage the relatively large gold-
standard MSA-EN data with DA monolingual data
from the UGT domain. We take advantage of pre-
training a cross-lingual language model with both
a Masked Language Modelling (MLM) objective
and a Translation Language Modelling (TLM) ob-
jective for creating a shared embedding space for
English, MSA and DA. We show that initialising
our NMT model with these cross-lingual pretrained
word representations has a significant impact on
the translation performance in general and on the
transfer of sentiment in particular. In this research,
therefore, we make the following contributions:

• We introduce a semi-supervised AR-EN NMT
system trained on both parallel and monolin-
gual data for a better translation of sentiment
in Arabic UGT.

• We introduce an empirical evaluation method
for assessing the transfer of sentiment be-
tween Arabic and English in the UGT domain.

• We make our compiled dataset, crosslingual
language models and semi-supervised NMT
system publicly available4.

To present our contributions, the paper is divided
as follows: Section 2 provides a summary of rel-
evant approaches to supervised and unsupervised
MT as well as research attempts for the translation
of DA. Section 3 describes our semi-supervised
NMT system set up and its requirements. Section
4 presents the experiments we conducted on our
compiled datasets as well as the assessment meth-
ods used to evaluate the improvement of sentiment
translation in DA UGT. Finally, Section 5 presents
our conclusions on the different experiments and
the limitations of the study.

2 Related Work

The earliest attempt to solve the problem of trans-
lating DA has been introduced by Zbib et al. (2012).
They created the largest existing parallel data for
DA to English which is relied upon in most MT
research for DA. The dataset consists of around
250k parallel sentences. They used Mechanical
Turk to translate sentences from DA to EN. Most
of the DA is in the Levantine and Egyptian dialects,
but none of the texts used belong to the UGT do-
main. They show that when translating the dialecti-
cal test sets, the DA-EN MT system performs 6.3

4https://tinyurl.com/bdfh8e4m
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and 7.0 BLEU points higher than an MT system
trained on a 150M-word MSA-EN parallel corpus.
Another approach to solve the data scarcity prob-
lem was introduced by Salloum and Habash (2013)
who propose pivoting to MSA instead of directly
translating from DA to EN. They transform DA sen-
tences into MSA by a large number of hand-written
morphosyntactic transfer rules.

There have been other attempts to create DA-EN
and DA-MSA parallel datasets such as the multi-
dialectical MDC and MADAR datasets (Bouamor
et al., 2014, 2018), the QCA speech corpus
(Elmahdy et al., 2014), and the PADIC paral-
lel corpus which includes five dialects and MSA,
but not English (Meftouh et al., 2015). These
datasets, however, are relatively too small (max
14.7k parallel sentences) and differ considerably
from the UGT domain. Since the problem of DA-
EN scarcity of data still exists up to the time of
writing this research, the most recent attempts to
improve the translation of DA to English have fo-
cused either on augmenting the available datasets
by bootstrapping techniques (Abid, 2020) or on
training with the large available MSA datasets and
fine-tuning on the smaller DA datasets (Sajjad et al.,
2020).

A recent research line in MT which has been in-
troduced to overcome the sparsity of gold-standard
parallel data for low-resource languages is unsuper-
vised MT which relies solely on monolingual data
of the source and target languages in training (Lam-
ple et al., 2017, 2018; Artetxe et al., 2017). The
key idea is to build a common latent space for two
languages (or more) which can be used to recon-
struct a sentence in a given language from a noisy
version of it (Vincent et al., 2008), or to obtain the
translated sentence by using a back-translation pro-
cedure (Sennrich et al., 2015a). The use of high
quality cross-lingual word embeddings pretrained
by state-of-the-art cross-lingual language models to
initialise the unsupervised MT systems has recently
contributed to a significant improvement in their
performance (Lample and Conneau, 2019; Artetxe
et al., 2019; Conneau et al., 2020). In this research,
we combine both methods of supervised and un-
supervised MT to compensate for the sparsity of
the DA-EN data from the UGT domain. Our semi-
supervised system is explained in the following
section.

Figure 1: Semi-supervised NMT system

3 Semi-supervised NMT System Set Up

3.1 Cross-Lingual Language Model

Due to their lexico-grammatical differences, we
treat dialectical and standard Arabic as two distinct
languages. Hence, we construct a multi-directional
NMT system between the permutations of DA-
MSA-EN with the objective of obtaining the high-
est translation accuracy in the DA-EN direction.
The setup of this system is shown in Figure 1. For
constructing our semi-supervised NMT system we
require the following data:

1. MSA-EN clean parallel data usually used for
training NMT,

2. MSA-DA clean parallel data from any do-
main,

3. DA-EN silver-standard parallel data from the
UGT domain with sentiment lexicon infused,
and

4. DA monolingual data from the UGT domain.

It should be noted that the Arabic UGT is not writ-
ten in DA per se, it is usually a mix of DA and
MSA. Since we are treating DA and MSA as two
distinct languages, we need to extract only the DA
instances from the UGT dataset. For this purpose,
we build our own DA detection classifier as per
step (1) in Figure 1.

In step (2), we pretrain a cross-lingual language
model to initialise our NMT system. We follow
Lample and Conneau (2019) approach to train a
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cross-lingual language model with the combination
of the following two objectives:

Masked Language Model (MLM): The MLM
we train has a similar objective to BERT (Devlin
et al., 2018) masking technique but adopting Lam-
ple and Conneau (2019)’s approach by including
the use of text streams of an arbitrary number of
sentences (truncated at 200 tokens) instead of pairs
of sentences. We optimise the MLM objective on
the MSA and EN source data as well as the DA
monolingual data mentioned in data requirements
1, 2, and 4 above.

Translation Language Model (TLM): We use
the TLM objective to improve cross-lingual train-
ing where the language model is trained on the
gold-standard parallel sentences (i.e MSA-EN and
MSA-DA in data requirements 1 and 2 above). The
training is achieved by randomly masking words
in both the source and target sentences. Thus, to
predict a word masked in a DA sentence, for ex-
ample, the model can either attend to surrounding
DA words or to the EN/MSA side of the paral-
lel data if the DA context is not sufficient to infer
the masked DA word. By relying on the parallel
data, the TLM objective helps in the alignment of
embedding spaces across the three languages.

3.2 Semi-Supervised Machine Translation

To maximally exploit the similarity between the
DA and MSA, we use the embeddings from the
cross-lingual model we trained in step (2) of the
experiment to initialise the encoder and decoder
of the NMT system instead of random initialisa-
tion (step (3) in Figure 1). We train our system
with both supervised and unsupervised NMT ob-
jectives. The unsupervised objective is achieved
by a back-translation (BT) objective optimised by
a round-trip translation of the UGT monolingual
data. So a sentence s in DA monolingual data is
translated to EN, and then back-translated with the
objective of generating s. As for the supervised
objective, we use the normal Machine Translation
(MT) objective on our gold and silver parallel data.
The compilation of the data requirements for our
model is explained in the next section.

4 Experiment and Results

4.1 Data Compilation

As explained in Section 3.1, we need gold and sil-
ver standard parallel data for DA, MSA and EN as
well as DA from the UGT domain. For the gold

standard DA-EN data, we use the MDC (Bouamor
et al., 2014) and the MADAR (Bouamor et al.,
2018) corpora which consist of ≈ 33k parallel sen-
tences where the DA side comprises Egyptian, Syr-
ian, Palestinian, Jordanian and Tunisian dialects.
Although this corpus has diverse dialects, it differs
from the noisy DA used in UGT as it contains hand-
crafted sentences written for a traveler’s guide. We,
therefore, use two other gold DA-EN datasets that
are closer to the UGT domain. The first is com-
piled by Abid (2020) consisting of 18k sentences
created for the evaluation of the DA-EN transla-
tion by native speakers of Egyptian and Levantine
dialects. The second is the Sentiment After Trans-
lation (SAT) corpus (Salameh et al., 2015) which
consists of 1200 manually translated tweets from
Levantine. The latter is the only gold-standard DA-
EN UGT data we are aware of. As for the MSA-EN
gold-standard data, we opt for diversifying the do-
main. Thus, we use 2M sentences from the Opus
UN multilingual, and 1M from mixed Opus which
is extracted from TEDx talks and subtitles (Tiede-
mann, 2012).

For the monolingual data, we compiled UGT
datasets that were used as benchmarks for Ara-
bic sentiment detection tasks to guarantee that
they have a sentiment content. The monolingual
datasets comprise tweets (Gamal et al., 2019),
Goodreads reviews (LABR dataset) (Aly and Atiya,
2013) and the Arabic Online Commentary (AOC)
(Zaidan and Callison-Burch, 2011). To extract
the DA instances from these datasets, we build
a DA detection classifier by fine-tuning a Roberta-
XLM (Conneau et al., 2019) model on the Arabic
Online Commentary (AOC) dataset (Zaidan and
Callison-Burch, 2011). The AOC is composed
of 3M MSA and dialectal comments created by
extracting reader commentary from the online ver-
sions of three Arabic newspapers which have a high
degree (about half) of dialectal content. From the
3M comments in this dataset, only 108,173 com-
ments are labelled via crowdsourcing. We use the
labelled comments for training our DA classifier.
We randomly shuffle the labelled dataset and split
it into 80% training (Train), 10% validation (Dev),
and 10% test (Test). The accuracy of the model
on the test set reached 92% which assured a sat-
isfactory extraction of the DA instances from the
monolingual dataset.

As for the silver-standard dataset, we have no-
ticed that Google Translate, which is the ad hoc MT
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Data Type Corpus Domain No. Sentences

Gold MSA-EN Multi-UN
Mixed OPUS

UN Documents
TEDx, Subtitles

2M
1M

Gold DA-MSA MADAR
MDC Traveler’s Guide 60K

Gold DA-EN
MADAR
MDC
(Abid, 2020)

Traveler’s Guide
Subtitles
Wiki
Fables

90K

Silver DA-MSA
AOC
LABR
SAT + NileULEX lexicon

(Back translation)
Tweets
Goodreads reviews
Online comments

166K

Silver DA-EN
AOC
LABR
SAT + NileULex lexicon

(Automatic Translation)
Tweets
Goodreads reviews
Online Comments

166K

Monolingual DA
AOC
LABR
SAT + NileULex lexicon

Tweets
Goodreads reviews
Online Comments

166K

Total Sentences 3.648M

Table 1: Distribution of the datasets used for training and their particular domains

system on different UGT platforms such as Twitter,
translates English into standard Arabic. We lever-
aged this feature by translating our monolingual
Arabic dialectical dataset into English and then
back translated it into Arabic. This round-trip trans-
lation produced a synthetic parallel data of DA-
EN-MSA. We expected that this synthetic dataset
would contain a large number of mistranslated
sentiment-carrying dialectical expressions and id-
ioms that are commonly used in Arabic UGT. To
alleviate the effect of these errors, we opted for cor-
recting these DA expressions by infusing a lexicon
of DA positive/negative phrases commonly used in
UGT. For this purpose, we manually translated into
MSA and English the NileULex (El-Beltagy, 2016)
sentiment lexicon which consisted of DA phrases
and idioms extracted from DA tweets. The lexicon
consisted of 1000 positive and negative phrases that
were found to be frequently used in tweets. We re-
placed these idioms with their correct translations
in the MSA and EN side of the data. The sentence
distribution of our datasets is shown in Table 1.

4.2 Training Details

4.3 Semi-supervised NMT system

Lample and Conneau (2019) have shown that the
alignment of embedding spaces across languages
that share the same alphabet and a significant frac-
tion of vocabulary proves to be effective in cross-
lingual tasks such as MT. Since this precisely ap-
plies to DA and MSA in our experiment, we use
the synthesised and gold parallel datasets as well as

the monolingual datasets described in the previous
section to build the crosslingual language model
for DA, MSA and EN. We use both the monolin-
gual and the parallel data to train our model with
a Translation objective (TLM) used in combina-
tion with a masking objective (MLM). Before train-
ing, the data is preprocessed by Moses tokeniser
(Koehn et al., 2007). We use fastBPE5 to learn
BPE codes and split words into subword units.
Since shared vocabulary has also proved to im-
prove the performance of multilingual models on
downstream cross-lingual tasks (Lample and Con-
neau, 2019; Conneau et al., 2020), we chose to
have a shared subword vocabulary for all datasets.
The BPE codes are learned on the concatenation
of sentences sampled by applying a BPE model
(Sennrich et al., 2015b) directly on raw text data
for all languages. We apply the BPE coding on
a network vocabulary size of 20000. We remove
sentence pairs which contain empty lines or lines
with a length longer than 200 tokens.

For training our cross-lingual model, we use a
transformer architecture with 1024 hidden units, 8
heads, and a dropout rate of 0.1. We use the Adam
optimiser (Kingma and Ba, 2014) for optimisation,
a linear warm-up (Vaswani et al., 2017) and learn-
ing rates varying from 10−4 to 5.10−4. For the
MLM and TLM objectives, we use streams of 200
tokens and train on mini-batches of size 32. For the
TLM objective, we also sample mini-batches of 32
tokens composed of sentences with similar lengths.

5https://github.com/glample/fastBPE
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We use the averaged perplexity over languages as
a stopping criterion for training the cross-lingual
models.

We then use the pretrained embedding vectors
in our crosslingual language model to initiate the
semi-supervised NMT system trained on our gold
and synthetic parallel datasets as well as the larger
monolingual datasets. As explained in Section 3.2,
the NMT system is trained with an MT objective for
the three languages, DA-EN-MSA, simultaneously.
We use the permutations of the three languages DA,
EN, MSA taken two at a time. It is also trained
with an unsupervised BT objective by maximising
the back translation accuracy of the monolingual
UGT dataset. For machine translation, we train
on a 6 layer transformer and we increase the maxi-
mum token length to 200 to accommodate for MSA
relatively long sentences. For the semi-supervised
NMT system, we use the BLEU score of the DA-
EN direction as the stopping criteria. We train for
100 epochs with an epoch size of 100k sentences.
The training of the language model and the semi-
supervised NMT system was conducted on 3 24GB
GeForce RTX 3090 GPUs for a period of 9 days.

4.3.1 Baseline Models
We aimed to experiment with two alternative set
ups where the monolingual UGT data is not in-
cluded in training. The first is a supervised base-
line model trained on the gold-standard MSA-EN
and DA-EN datasets as well as the silver DA-EN
dataset. We also concatenated our manually trans-
lated sentiment lexicon to the training data. For
this baseline, DA and MSA are indiscriminately
treated as one source language. We aimed to see
how far concatenating DA and MSA data can im-
prove the sentiment translation of DA into English
in the UGT dataset. In the second set up, we fol-
lowed similar research approaches (Salloum and
Habash, 2013; Sajjad et al., 2020) which overcome
the sparsity of DA data by pivoting to MSA as
an intermediary step in the DA-EN MT pipeline.
Thus, we build a DA-MSA MT system trained on
the gold-standard DA-MSA datasets and then trans-
lated the MSA output into English. For translat-
ing into English, we used Marian open-source pre-
trained AR-EN MT model6. We call this latter
model the Pivoting model. For both the baseline
and the Pivoting model, we trained two NMT sys-
tems by replicating the same preprocessing tech-

6https://nlp.johnsnowlabs.com/2021/01/03/
translate_ar_en_xx.html

nique of our semi-supervised model. Thus, we
trained an unsupervised BPE encoding model for
source and target data and split words into subword
units. We set the maximum vocabulary size to
20000. The two models were trained using a trans-
former for both the encoding and decoding layers
with 8 heads of self-attention and with an inner
feed-forward layer of size 2048 and a batch size of
4096 sentences. We used the Adam optimiser with
learning rate 2 and initialised training with 4000
warm up steps. We trained for 100k steps.

4.4 Results
For evaluation, we aimed to assess our proposed
models’ ability not only to produce quality transla-
tions but more importantly to transfer the UGT
sentiment correctly from DA to EN. Therefore,
we conducted different types of evaluation tech-
niques on two test sets: a held-out DA-EN test
set (180 parallel sentences) and a hand-crafted test
set (50 sentences) selected from the monolingual
DA dataset of tweets and book reviews. The hand-
crafted dataset contained carefully chosen tweets
and reviews with DA negative and positive expres-
sions which constitute a challenge for available MT
systems such as Google API (see Appendix A for
some examples). A professional translator created
a reference to the hand-crafted set. Both evaluation
sets were translated by our baseline, the Pivoting
model, the semi-supervised system proposed in this
paper and Google Translate. We devised both hu-
man and automatic sentiment evaluation measures
to assess how far the model is capable of main-
taining the correct polarity of the source text for
both test sets. The sacrebleu metric (Post, 2018)
was also used as to assess whether the quality of
the translation is balanced with the preservation of
sentiment by our proposed models. Details of the
experiment evaluations are presented in the next
sections and examples of the semi-supervised DA-
EN model output as compared to the ad hoc online
MT tool for Twitter are included in Appendix A of
this paper.

4.5 Translation Quality
Although there are benchmark datasets for the
translation of DA into English (Bouamor et al.,
2018; Meftouh et al., 2015; Sajjad et al., 2020),
none belongs to the UGT domain. Accordingly,
due to discrepancy in domain for our test data, we
could not compare our results to any of these re-
search experiments. We compare the BLEU scores
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SAM Score Average SAM Score Human Evaluation BLEU

Model Test Set Test Set Hand-crafted Set
H1 H2 H3 Test Set

Baseline 10.52 0.18 1.53 1.38 1.51 12.12
Pivoting MS-DA-EN 10.95 0.14 2.26 2.5 3 11.87
Google Translate 9.14 0.16 3.32 3.28 3.33 26.98
Semi-supervised MT 5.26 0.10 4 3.26 4.35 32.29

Table 2: Evaluation results for sentiment-closeness measure, human evaluation, and BLEU on test sets. The best
scores are in bold.

of the held-out test set for outputs of the baseline,
the Pivoting model, Google API and the semi-
supervised MT model. As can be seen in Table
2, the BLEU score of the semi-supervised system
is 5.31 points higher than Google Translate system
and both the baseline and the Pivoting model fall
far behind. This indicates that the quality of transla-
tion improves with our semi-supervised approach.
However, despite the higher scores achieved by
our system, research has shown that the BLEU
metric may not be optimal for assessing how far
the MT models transfer the sentiment correctly
(Saadany and Orasan, 2021). The reason is that
due to its restrictive exact matching to the refer-
ence, BLEU does not accommodate for importance
n-gram weighting which may be essential in assess-
ing sentiment-critical n-grams. For this reason, we
conduct two types of sentiment-focused measures,
automatic and manual, on our test sets. The senti-
ment assessment is explained in the next section.

4.5.1 Sentiment Quality

The first method is a Sentiment-Aware Measure
(SAM) which evaluates the sentiment distance be-
tween the MT output (the hypothesis) and the ref-
erence translation in English. SAM is calculated
by using the SentiWord dictionary of prior polari-
ties (Gatti et al., 2015). SentiWord is a sentiment
lexicon that combines the high precision of man-
ual lexica and the high coverage of automatic ones
(covering 155,000 words). It is based on assigning
a ‘prior polarity’ score for each lemma-POS in both
SentiWordNet and a number of human-annotated
sentiment lexica (Baccianella et al., 2010; War-
riner et al., 2013). The prior polarity is the out-of-
context positive or negative score which a lemma-
POS evokes.

We assume that SAM is proportional to the
distance between the sentiment scores of the un-
matched words in the system translation of the

DA source and the reference in English, the higher
the distance the greater the SAM score. To cal-
culate the SAM score, we designate the number
of remaining mismatched words in the hypothe-
sis and reference translation by m and n, respec-
tively. We calculate the total SentiWord senti-
ment score for the lemma-POS7 of the mismatched
words in the translation and reference sentences
using a weighted average of the sentiment score
of each mismatched lemma-POS. The weight of a
hypothesis mismatched word wh and a reference
mismatched word wr is calculated based on the
sentiment score of its lemma-POS, s, as follows:

wi
h = |si| i = 1, 2, . . . ,m. (1)

wi
r = |si| i = 1, 2, . . . , n. (2)

Then the total sentiment score for hypothesis Sh

and reference Sr is given by:

Sh =

m∑

i=1

αisi, αi =
wi
h∑m

i=1w
i
h

(3)

Sr =

n∑

i=1

βisi, βi =
wi
r∑n

i=1w
i
r

(4)

The normalised SAM score is given by:

p =
|Sr − Sh|

2
(5)

As seen from equation (5), SAM is interpreted
as a translation cost. Thus, a lower SAM score in-
dicates a shorter distance from the sentiment score
of the source, and hence a better translation. As
illustrated by Table 2, the semi-supervised NMT
system maintains the lowest sentiment distance as
it records the lowest total SAM score for the test set
(5.26). Moreover, the average SAM score between
the hypothesis of the semi-supervised model and

7We use spaCy V3.1 library to assign the lemma-POS of
each token.
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reference is also the lowest (0.10). Compared to
the other models, the lower SAM scores indicate
that the semi-supervised model is more capable of
maintaining the sentiment polarity of the individ-
ual tokens of the source DA tweet or review as it
shows the least sentiment discrepancy between its
hypothesis and the reference translation.

For the second evaluation, we aimed to conduct
a focused assessment of the ability of each model
to transfer sentiment in challenging examples. We,
therefore, conducted a human evaluation on the
smaller hand-crafted dataset that consisted of UGT
DA examples that constitute a challenge to online
MT systems. We asked three native speakers of
Arabic, who are also near native in English, to
scale from 1 to 5 how far the sentiment expressed
in the source DA tweet or the online review is pre-
served. We provided each human annotator with
four translations of the source produced by the
baseline, the Pivot model, the semi-supervised sys-
tem and Google Translate. The average scores of
the three annotators (H1, H2, H3) for each out-
put is recorded in Table 2. As can be seen from
the scores, the average performance of the semi-
supervised model is slightly higher than Google
Translate for Annotator H1 and H3, but lower for
annotator H2. The baseline and the Pivoting model,
however, are performing around 2 scales below
the average according to all annotators. Overall,
the automatic and manual sentiment evaluation of
the four systems indicate that the semi-supervised
MT system is more competent in preserving the
sentiment of the source DA text.

4.6 Error Analysis

We conducted an error analysis on the mistransla-
tion of sentiment by extracting the translations that
received the lower scores by the human annotators
in the hand-crafted dataset. It was observed that
the aggressive DA examples in tweets were gener-
ally missed by Google API, the baseline as well
as the Pivoting model. For example, the aggres-
sion in the DA tweet ‘ 	áK
YË@ Yª� AK
 ½�J�
K. H. Q

	m�'
’
(Go to hell Saadu-deen) is missed in the output of
the Google API – ‘your house will be destroyed,
Saadu-deen’ – as it provides a literal meaning to
the DA offensive curse ‘½�J�
K. H. Q

	m�'
’ (Go to hell).
The semi-supervised model output, on the other
hand, correctly transfers the offensive message as
it translates the tweet with a similarly aggressive
curse: ‘Damn you Saadu-deen’ (See Ex3 and Ex4

in Appendix A for similar aggressive tweets).
Moreover, the UGT monolingual data used for

training the semi-supervised model had a posi-
tive effect in improving the translation of prob-
lematic structures such as negation particles which
were realised as clitics added to the stem of the
word. For example, the negation in the tweet
‘ AîE
Q�� ���
 Yg ø
 @

��j�	JÓ’ (I would not advise any-
one to buy it) is correctly transferred by the hypoth-
esis of the semi-supervised model whereas Google
API produces the wrong translation: ‘I advise any-
one to buy it’, and the Pivoting model produces a
similarly wrong meaning: ‘Anybody buys it’ (See
also Ex3 in Appendix A). It was also noticed that
the baseline performed well on structured DA-EN
data but the translation quality was significantly de-
graded with the DA test data of tweets and online
reviews. This substantiates our hypothesis that the
available DA-EN structured data are not optimum
for building a robust DA-EN system capable of
translating the UGT domain.

Finally, it was noticed that are several exam-
ples where the sentiment gist of the source is trans-
ferred despite structural errors. For example, the
human annotators marked the hypothesis of the
semi-supervised model ‘We are backwardness in
us’ as correctly transferring the negative sentiment
despite the ill-formed structure. The correct refer-
ence of this tweet is ‘Backwardness is in us’. This
trade-off between sentiment accuracy and transla-
tion fluency is evident in a number of hypotheses
produced by the semi-supervised model (See Ex4,
Ex5, Ex6 in Appendix A for similar examples).

5 Conclusion

In this research, we tackled the intricate problem of
translating sentiment in different Arabic dialects in
the UGT domain such as tweets and online reviews.
We overcome the problem of the scarcity of gold-
standard parallel data by training an NMT model
with both a supervised and an unsupervised objec-
tive functions using monolingual as well as parallel
data. We compared this model to a baseline that
was trained solely on parallel data and a DA-EN
MT model where we pivoted on MSA as an inter-
mediary step. Our semi-supervised model showed
improved performance over these two models not
only in terms of translation quality but specifically
in the preservation of the sentiment polarity of the
source. We also conducted automatic and manual
evaluation of the models’ performance and pro-
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posed a lexicon-based metric that takes into ac-
count the sentiment distance between the source
and the MT output. Overall, our error analysis
has revealed that despite some structural inaccu-
racies the semi-supervised model is more capable
of transferring the correct sentiment specifically
in aggressive tweets. Future research will address
the challenge of trading off translation fluency for
sentiment accuracy to improve the translation of
sentiment-oriented Arabic online content.
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A Appendix

Ex1

Source
Google Translate
Our System
Reference

ú 	æÊm��
slay me
pissed me off
He made me quite angry

Ex2

Source
Google Translate
Our System
Reference

@Yg. 	á�
 	®�@
very wedged
very sorry
We are very sorry

Ex3

Source
Google Translate
Our System
Reference

A 	K @ H. Y» @ ���.jJ.Ó ½¾ 	¢ 	®m�'
 é<Ë @
May God protect you, I love you
May God protect you, I don’t like to lie
May God protect you, I don’t like to lie

Ex4

Source
Google Translate
Our System
Reference

é�® 	̄ñK
B é<Ë @
God doesn’t help him
God does not grant him success
May God not grant him success.

Ex5

Source
Google Translate
Our System
Reference

?½J
ë 	á�k@ ��Qå��
 ú

	æªK
 ÕÎ¾�J 	K ø
 ñ

�� A 	JJ
Ê 	g ���
ÊªÓ
OK let’s talk a little, I mean steal the best heck?
Sorry, let’s talk a little he steals the best like this?
Let’s just talk a bit, so does he better steal like this?

Ex6

Source
Google Translate
Our System
Reference

ÐC¾Ë@ 	áÓ A 	Kñº 	̄ É« 	P 	àðYK.
Without getting upset, let’s talk
Without getting upset, so be from talking
Without getting upset, so be it from talking
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Abstract
This paper explores cross-lingual transfer
learning in natural language understand-
ing (NLU), with the focus on bootstrap-
ping Arabic from high-resource English
and French languages for domain classifi-
cation, intent classification, and named en-
tity recognition tasks. We adopt a BERT-
based architecture and pretrain three mod-
els using open-source Wikipedia data and
large-scale commercial datasets: monolin-
gual:Arabic, bilingual:Arabic-English, and
trilingual:Arabic-English-French models. Ad-
ditionally, we use off-the-shelf machine trans-
lator to translate internal data from source
English language to the target Arabic lan-
guage, in an effort to enhance transfer learn-
ing through translation. We conduct experi-
ments that finetune the three models for NLU
tasks and evaluate them on a large inter-
nal dataset. Despite the morphological, or-
thographical, and grammatical differences be-
tween Arabic and the source languages, trans-
fer learning performance gains from source
languages and through machine translation are
achieved on a real-world Arabic test dataset in
both a zero-shot setting and in a setting when
the models are further finetuned on labeled
data from the target language.

1 Introduction

The fast growing interest in conversational AI-
based voice assistants has increased the importance
of finding ways to efficiently and rapidly expand
these services to multiple new languages. One of
the core components of virtual assistants is Natural
Language Understanding (NLU), which is usually
composed of three main tasks: domain classifica-
tion (DC), intent classification (IC), and named
entity recognition (NER). NLU tasks are respon-
sible for classifying the domain and intent from
the user’s utterance and identifying and extracting
entities from their requests through slot-filling.

∗Work done during the author’s tenure at Amazon.

Training an NLU model to support a new lan-
guage requires a large amount of labeled utterances,
which is costly and time-inefficient, particularly
for low-resource languages. In recent years, a
lot of success was shown through cross-lingual
knowledge transfer on various NLU tasks for zero-
shot transfer and few-shot transfer (Johnson et al.,
2019; Ponti et al., 2021; Wang et al., 2021; Pires
et al., 2019; Muller et al., 2021). This is made
possible with the availability of multilingual pre-
trained language models such as mBERT (Devlin
et al., 2019) and XLM-R (Conneau et al., 2020).
However, cross-lingual transfer was shown to be
more effective among similar languages (e.g., En-
glish to French) as opposed to distant languages
(e.g., English to Arabic), especially for languages
that differ in their script (Muller et al., 2021; Con-
neau et al., 2020; Johnson et al., 2019; Wu and
Dredze, 2019). Efforts to reduce the distance be-
tween source and target languages include translit-
eration/romanization to Latin script (Muller et al.,
2021; Johnson et al., 2019), and machine trans-
lation (Wang et al., 2021; Ponti et al., 2021). Al-
though romanization was shown to be beneficial for
languages that are not included in pretraining, it de-
graded performance on languages that are included
in these large multilingual models like Arabic and
Japanese (Muller et al., 2021). Driven by some of
the shortcomings of pretrained multilingual mod-
els, several monolingual models have been trained
and released in the past couple of years for multiple
languages like Arabic (Antoun et al., 2020; Abdul-
Mageed et al., 2021; Inoue et al., 2021), German
(de Vries et al., 2019), and French (Martin et al.,
2020). Whether multi-lingual or monolingual mod-
els are adopted, task-specific labeled data is still
required for finetuning.

In this paper, we experiment with cross-lingual
transfer from English and French, two high-
resource languages with rich NLU labeled datasets
for bootstrapping NLU model for the low-resource
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Arabic language, specifically for virtual assistant
(VA) systems. To this end, we train three BERT
models on a mix of open-source data and machine
translated user inquiries: a monolingual - Arabic
only, a bilingual Arabic-English and a trilingual
Arabic - English - French models. Particulars of
Arabic language such as orthographic inconsisten-
cies in diacritized script and inflectional affixation
are mitigated by preprocessing the data before train-
ing. We distill each of the BERT models to a
smaller student model that better fit memory and
latency requirements of commercial VA systems.
We present experimental results on internally gath-
ered real-world Arabic dataset that illustrate cross-
lingual transfer through NLU knowledge transfer
and machine translation (MT). Gains from trans-
fer learning (TL) are achieved on the target Arabic
dataset in both DC and joint IC-NER tasks in a
zero-shot setting, few-shot setting, and in a setting
with non-production Arabic labeled data included
in finetuning.

2 Related Work

Cross-lingual transfer for low-resource lan-
guage: There is a large body of research that
shows successful cross-lingual transfer for a va-
riety of tasks in both zero-shot setting, when the
model is finetuned on data from the source lan-
guage only, and in a regular setting, when the model
is finetuned on the target language. (Johnson et al.,
2019) explores cross-lingual transfer from English
to Japanese, not only a morphologically dissimilar
language, but also fundamentally different on the
character and token level. Authors use a Bi-LSTM
based model with word and character embeddings
and finetune it for NER task. To increase the ben-
efit of transfer learning, the authors propose to ro-
manize Japanese characters to unify the character
embedding space between the target and source
languages.

The introduction of pretrained multilingual lan-
guage models like mBERT (Devlin et al., 2019)
and XLM-R (Conneau et al., 2020) has opened the
doors for wider exploration of cross-lingual trans-
fer learning (Wang et al., 2021; Libovickỳ et al.,
2019; Muller et al., 2021; Wu and Dredze, 2019).
(Muller et al., 2021) has shown that the reason why
some languages do not benefit from these massive
multilingual models is largely related to script dif-
ferences; particularly for languages that have not
been seen by mBERT. Experiments in (Muller et al.,

2021) show that transliteration to Latin script for
low-resource languages with different script does
improve performance for part-of-speech tagging,
dependency parsing, and NER tasks, however not
for languages that are included in mBERT like Ara-
bic and Japanese. Such findings are also echoed
in (Wu and Dredze, 2019). Another way to bring
distant languages closer is through machine trans-
lation. (Wang et al., 2021) introduces a step before
finetuning on IC-NER task by retraining pretrained
multilingual models (mBERT and XLM-R) for MT
task. Authors show that performance gain with the
proposed approach is larger between distant lan-
guages than that between similar languages. (Ponti
et al., 2021) proposes an integrated translation –
monolingual classifier system that exploits cross-
lingual transfer through setting the translation as a
latent variable between the target text and the labels
(a translate-test approach). Using reinforcement
learning, (Ponti et al., 2021) trains the integrated
translation-classifier system with classification ac-
curacy as the reward. This approach however, can
be only applied to DC and IC tasks where the whole
utterance is labeled with one class.

NLU models for Arabic: Non-deterministic
NLU models for Arabic have not been exten-
sively explored until recently; largely due to a
lack of rich labeled datasets for the various NLU
tasks. (Soliman et al., 2017) proposed Arabic
specific word2vec embeddings. (Al-Smadi et al.,
2020) utilized pretrained Multilingual Universal
Sentence Encoder (MUSE) embedding and trained
a bidirectional-gated recurrent neural network with
a mix of average and max pooling layer for Ara-
bic NER task using the WikiFANEGold dataset
(Alotaibi and Lee, 2014) which classifies entities
into eight classes only (person, location, organiza-
tion, geopolitical, etc.).

Although mBERT includes Arabic, cross-lingual
transfer did not show performance gains for Arabic
as it did on Indo-European languages (Muller et al.,
2021; Wu and Dredze, 2019). Motivated by the
monolingual BERT models, (Antoun et al., 2020)
trained AraBERT, a monolingual BERT-based lan-
guage representation model for Arabic language
on data that includes Arabic Wikipedia dumps, in
addition to two publicly available large Arabic cor-
pora: 5M (El-Khair, 2016) and 3.5M (Zeroual et al.,
2019) articles, both extracted from Arabic news
sources. Authors in (Antoun et al., 2020) also in-
troduced a preprocessing step on the data prior
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to using it for pre-training BERT, which used off-
the-shelf Arabic Farasa tokenizer (Abdelali et al.,
2016) for subword unit segmentation. Building on
AraBERT, ArBERT (Abdul-Mageed et al., 2021)
and CAMeLBERT (Inoue et al., 2021) have added
additional Arabic datasets to pretraining a mono-
lingual BERT that cover more topics and dialects.
Because of the lack of rich labeled Arabic dataset,
the NER task in (Helwe et al., 2020; Inoue et al.,
2021; Abdul-Mageed et al., 2021) is limited to clas-
sifying nouns into three main classes only (person,
location, organization)1, a much simpler NER task
than that needed to power a virtual assistant system,
where user requests can span hundreds of entity la-
bels.

In this paper, we propose a multilingual NLU
model for Arabic language, targeted for commer-
cial virtual assistant system. We explore cross-
lingual transfer through MT and task-specific learn-
ing transfer from rich source languages (English
and French) to Arabic. Despite the languages not
being closely related, we show that multilingual
models outperforms the monolingual model on
large-scale Arabic traffic for both DC and IC-NER
tasks. To our knowledge, this is the first Arabic
model trained and evaluated for such complex NLU
tasks required for virtual assistants which involves
classifying 18 domains, 333 intents, and 268 entity
labels.

3 Arabic NLU

3.1 Challenges in Arabic

Arabic differs from English and French morpholog-
ically, orthographically, and grammatically. Some
of the differences can hinder cross-lingual transfer
learning. These differences include:

• Script: Arabic script has opposite writing direc-
tion and does not use the Latin alphabet, instead
it is written from right to left using the distinct
Abjad writing system;

• Inflectional morphology: Unlike English, in-
flections in Arabic can be suffixes or prefixes
(Shamsan and Attayib, 2015), and Arabic inflec-
tions have far more person, number, and gender
distinctions than that in English;

1The popular ANERcorp dataset (Benajiba and Paolo,
2008) has a total of 9 labels: the 3 main classes in addition to
Other and IOB tagging.

• Diacritics: Some short vowels are included on
Arabic text as diacritics, which are optional writ-
ten symbols.

These are only a few of the differences that
can complicate transfer learning to Arabic from
resource-rich languages, usually Indo-European
like English, Spanish, and French. The language
complexity is further inflated in dialectal Arabic,
due to the lack of writing standards resulting in
orthographic inconsistencies (Kwaik et al., 2018).
Modern standard Arabic (MSA) is only used for
writing and is spoken mostly in official settings like
news broadcasts and government announcements.
In households, the common location for virtual as-
sistants, dialectal Arabic is more likely to be used.
Furthermore, to globalization and historical rea-
sons, some of dialectal Arabic’s loan-words and
phrases come from other languages, particularly
English and French2.

Arabic has templatic and concatenative morphol-
ogy where verbs and nouns are derived from 3,000
roots (El-Kishky et al., 2019) by applying templates
to the roots to generate stems and then adding pre-
fixes and suffixes. In Arabic, inflectional affixation
is very common; the definite article (“the”), prepo-
sitions (“to”, “in”, “for”), conjunctions (“and”,
“then”), and pronouns ("you", "my", "our", etc.)
are represented as affixes on words they modify.
This poses a challenge for NER. For example, in
the utterance "order two boxes of apples", the quan-
tity to be ordered can be inferred from token "two".
In Arabic, however, the quantity "two" would be a
suffix to token "box", "hA 	®�JË @ 	áÓ 	á�
�̄ðY	J� ú
æ. Ê£@"
(literal: "order boxTwo of apples"). Table 1 shows
a few examples that illustrate the challenges of
inflectional affixation in Arabic. In an effort to ad-
dress this, we add a rule-based normalization step
that splits affixes; however, we limit this to affixes
that make a functional difference to the meaning
(e.g., pronouns and quantity) as opposed to non-
functional ones, e.g., definite article, and preposi-
tions.

Although diacritics are used to disambiguate
meaning, especially in the absence of context, we
have decided to strip diacritics 3 from open-source
data due to the following three reasons:

2Although TL from French and English can particularly
help dialectal Arabic due to natural code-switching, the spe-
cific impact on code-switching is out of scope of this paper.

3With the exception of Shadda diacritic.

227



• We conducted a study on internally localized and
diacritized data that showed that diacritics in fact
harm NLU model performance more than they
help disambiguate words, and this is mainly due
to inconsistencies in the use of diacritics when
transcribing data. Details are in Appendix: A.2;

• Relying on diacritized text for NLU will further
limit the available resources for Arabic, as most
open-source datasets (e.g., Wikipedia) are not
diacritized; and

• The use of DNN-based language models such as
BERT heavily relies on context for predictions,
which can help disambiguate words without the
need for diacritics, similar to how Arabic speak-
ers would use the surrounding context to infer
the meanings of words.

would you turn it off? call my mum play a song in the room

? AîD

J 	®¢��


@ ú
×



AK. ú
Î���@


�é 	̄Q 	ªËAK. �éJ
 	J 	«


@ ú
Î

	ª ��
wouldYouTurnOffIt call mumMy play song InTheRoom

Table 1: Examples of inflectional affixation in Arabic.
On the right, a 5-token English utterance can be written
with a single token in Arabic, pronouns (“it“, “my“) are
attached as a suffix, and the definite article (“the”) and
preposition (“in”) can be attached as prefixes.

3.2 Data
For training BERT models, we use two main
sources of unlabeled data: internal data from a
commercial VA system4 and external open-source
data from Wikipedia. For the latter, we collect
Wikipedia dumps for Arabic (ar), English (en), and
French (fr) and extract their content using WikiEx-
tractor package (Attardi, 2015). For ar-Wikipedia
data, in addition to the preprocessing described
in the previous section, we split sentences based
on full stop, along with semicolon and comma if
the sentence length is greater than 25 tokens, be-
cause commas are commonly used in Arabic as
a sentence delimiter, and the full stop is used at
the end of a paragraph. The extracted Wikipedia
data accounts for≈ 6.3M, 98.5M, 34.2M sentences
for ar, en, and fr, respectively, as listed in Table 2.
Wikipedia and other open-source data are different
from the nature of user inquiries to virtual assis-
tants. We have found this to be particularly true
for Arabic Wikipedia data, which overwhelmingly

4Details about the commercial virtual assistant system and
the internal data are omitted to maintain authors anonymity.

covers political and historical vocabulary and top-
ics. To overcome this bias, we have opted to mix
the data with commercial dataset from an NLU sys-
tem. We use the rich and resource-heavy English
and French data, accounting for 36.2M and 14.6M,
respectively, and corresponding to users requests,
i.e., unannotated utterance text. All user utterances
have been de-identified and anonymized. We used
AWS translate to translate English user requests
into Arabic, and obtained an unannotated Arabic
MT dataset of equal size to the English dataset (≈
3.2M). For pretraining, we split the data randomly
into 85:15 train:validation sets, and to balance the
data across languages for the multilingual models,
we follow (Conneau and Lample, 2019) and we
sample sentences according to a multinomial dis-
tribution with probabilities qi =

√
pi/(

∑N
j
√
pj),

pi = ni/
∑N

j nj in which N is the total number of
languages in the model and niis the total number
of utterances in language i. For finetuning, we
use annotated NLU data from a commercial VA
system, representing user inquiries in English and
French, two mature and high-resource languages.
We sample equally 418,477 utterances from the two
languages for finetuning the pretrained bilingual
and trilingual models for DC and IC-NER tasks.
In a zero-shot setting, only English and French la-
beled datasets are used in finetuning the models.
Note that the bilingual model is pretrained on unla-
beled Arabic and English datasets, it is finetuned
only on labeled English data in a zero-shot setting.
For comparison, we finetune a second set of models
that we refer to as pre-production (pre-prod) mod-
els with an additional 369,485 annotated Arabic
utterances added during finetuning. This dataset
(forth row in Table3) is collected using Mechanical
Turk (mTurk). We use the mTurk data to train a
third set of few-shot models, by sampling only 10
utterances per intent and using that in training.We
also explore transfer learning for NLU task through
translation; we translate labeled English traffic us-
ing AWS Translate into Arabic. In order to enhance
the quality of the MT dataset, we post-process the
translated utterances automatically to reproject la-
bels and recombine affix when split incorrectly,
e.g.,

• input: <CallType> call </CallType> <Contact-
Name>Ali</ContactName>

• MT: <CallType>�K. ÈA���B
 @</CallType>

<ContactName>ú
Î«</ContactName>
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Figure 1: Schematic of monolingual and multilingual BERT training and distillation for Arabic NLU tasks: (a)
BERT pretraining and distillation on unlabeled data; (b) Task-specific pretraining DistillBERT for NLU task on
labeled data from resource rich source languages, English and French; (c) Finetuning on mix of Arabic, English,
and French labeled data in addition to MT Arabic data.

• postprocessed: <CallType>ÈA���B
 @</CallType>

<ContactName>ú
ÎªK.</ContactName>

• input: Call </UserTrigger>my</UserTrigger> <Number-
Type>Phone</NumberType>

• MT: É���@</UserTrigger>

<NumberType>ù

	®�KAîE.</NumberType></NumberType>

• postprocessed: É���@</NumberType>
	­�KAîE.<NumberType> <UserTrigger>ø
 </UserTrigger>

We finetune another set of models for each of the
zero-shot, few-shot, and pre-prod setting by adding
a total of 417,895 utterances sampled from the MT
labeled data during finetuning5. Having the MT la-
beled dataset enables the evaluation of the monolin-
gual model in a zero-shot setting by finetuning only
on the MT dataset. All models are tested on the
same Arabic dataset consisting of a total 864,127
Arabic utterances annotated from real-world VA
commercial system. This test dataset spans 18 do-
mains, 333 intents, and 268 entity labels6

3.3 Model Training
3.3.1 Pretraining
We pretrain three BERT models, monolingual
(Mono), bilingual (Bi) and trilingual (Tri), models
using open-source Wikipedia data and unlabeled
inquires to a commercial VA system together with
the corresponding MT ones. We use BERTbase

5During finetuning, all data is mixed, with no particular
order.

6Our evaluation data contains only 32.86% of the tokens
labeled as Other. The combined training data in Table3 covers
all 18 domains and a total of 235 intents out of which 225
intents are in the testset, and the remaining uncovered test
intents are part of the tail 0.64% of the testsets.

setting (Devlin et al., 2019) with 12 encoder lay-
ers, 768 hidden dimensions, 3072 hidden size, and
12 attention heads, and pretrain for a Masked Lan-
guage Model (MLM) task for 40 epochs with 15%
of tokens masked. We adopt Byte Pair Encoding
(BPE) for subword tokenization of BERT pretrain-
ing in an effort to deal with inflectional affixation
in Arabic. We use FastBPE (Sennrich et al., 2016;
et al., 2015) for BPE extraction, learning 30K, 80K,
90K codes7 from Wikipedia data for the monolin-
gual, bilingual, and trilingual models, respectively.
For run-time efficiency and inference speed, we fur-
ther distill each model to a smaller student model
during pretraining. The student model architecture
is composed of 4 layers, 768 hidden dimensions,
1200 hidden size, and 12 attention head. This ar-
chitecture, DistillBERT, is a slightly bigger model
than TinyBERT (Jiao et al., 2020) but is 3x smaller
and 4.7x faster than the original BERT. For knowl-
edge distillation we use the same dataset used for
training the teacher model and adopt logit match-
ing method between teacher and student from (Hin-
ton et al., 2015), where the student is trained to
minimize two losses during training; the standard
cross-entropy loss and the cross-entropy loss be-
tween the teacher and the student. We use the same
datasets and BPE codes for distillation on the same
MLM task. The pretraining step is illustrated in
Figure 1(a).

7The reason we vary BPE code number across the three
models is to account for the additional vocabulary from the
added languages. Otherwise, either the smaller monolingual
model will suffer from codes not generalizing to new vocabu-
lary, or the larger trilingual model will suffer from codes being
too granular.
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Table 2: Unlabeled data for extracting BPE codes and
BERT model pretraining and distillation.

Data source Language Size
(sentence)

Wikipedia Arabic (ar) 6,377,443
Wikipedia English (en) 98,524,407
Wikipedia French (fr) 34,248,312
VA system English (en) 36,288,990
VA system French (fr) 14,609,950
VA system Machine-translated 36,288,980

Arabic (ar-MT)

3.3.2 Task-specific Pretraining
Before the final-finetuning on NLU tasks, we lever-
age the rich English and French labeled data for
a pre-finetuning step, in which we pretrain the
encoders for the bilingual and trilingual models
specifically on NLU tasks.In this task-specific pre-
training, illustrated in Figure 1(b), we do not in-
clude any labeled data for the target language, Ara-
bic, as we are testing how much of the NLU learn-
ing can be transferred from the source languages.
Consequently, this step is excluded from the mono-
lingual model.

Table 3: Labeled data for finetuning and evaluating
NLU models for DC and IC-NER tasks. Only the first
three datasets are used for the zero-shot experiments,
the forth dataset is used for the few-shot experiment,
the fifth dataset is added for finetuning the pre-prod
models, and the last dataset is only used for evaluation.

Dataset Language Size (utterance)
Train Test

en traffic en 418,477 0
fr traffic fr 418,477 0
ar-MT dataset ar-MT 417,895 0
ar mTurk few shot ar 2,547 0
ar mTurk data ar 369,485 0
ar traffic ar 0 864,127

3.3.3 Finetuning
In the final step, the three pretrained DistillBERT
models are finetuned for NLU tasks on labeled
internal data listed in Table 3 and illustrated in Fig-
ure 1(c). For each of the three models, we train
three sets of models: zero-shot, few-shot, and pre-
prod models. The only difference is the inclusion
of the mTurk labeled data from the target Arabic
language for the latter two experiments. In the few-
shot setting we sample 10 utterances randomly per
intent while maintaining a minimum of 40 utter-

Figure 2: Schematics of the finetuning step for DC and
IC-NER tasks.

ances per domain. For each of these set of experi-
ments, we also train a model with and without MT
data, as a result we have a total of 17 models. We
select the monolingual model with few-shots to be
our baseline, and compare it to the bilingual and
trilingual models8.

• BASELINE: a monolingual DistillBERT model
distilled from BERTbase model pretrained on
Arabic unlabeled data

• Bilingual: a DistillBERT model distilled from
BERTbase model pretrained on mix of unlabeled
Arabic and English with task-specific pretraining
on NLU labeled data from high-resource English
language

• Trilingual: a DistillBERT model distilled from
BERTbase model pretrained on mix of unla-
beled Arabic, English, and French with task-
specific pretraining on NLU labeled data from
high-resource languages: English and French

The IC-NER model is trained for a joint-task
objective with two-layer MLP for the IC task and
two-layer MLP plus a CRF layer for the NER task
as illustrated in Figure 2. For the DC task, we
have the same DistillBERT architecture with the
exception of the final two MLP layers for one-vs-all
classification task.

4 Results and Discussion

We measure the performance of our models for
DC and IC-NER tasks in terms of domain clas-
sification error rate (DCER) and semantic error

8Because the pretraining objective is targeted for MLM
task, a different objective than the target NLU tasks, we do
not have a monolingual zero-shot model, and therefore use the
monolingual few-shot model as our baseline.
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Table 4: Results relative to baseline (% change) for Monolingual (Mono) Bilingual (Bi) and Trilingual (Tri) models
on IC-NER and DC tasks evaluated on 864,127 Arabic utterances. Average performance is across domains. Bold
values indicate best performance for each setting (zero/few-shot/pre-prod).

Zero-shot Few-shot Pre-prod
∆%SemER Mono Bi Tri Mono Bi Tri Mono Bi Tri

Overall w/o MT - 0.29 -7.50 0 -15.06 -20.76 -49.32 -55.24 -52.49
with MT -10.64 -12.49 -19.20 -14.24 -20.47 -23.21 -56.60 -57.85 -57.31

Average w/o MT - 4.09 -6.16 0 -13.28 -22.55 -41.46 -44.49 -44.68
with MT -6.30 -11.80 -17.88 -8.69 -18.51 -24.03 -47.42 -46.48 -47.76

∆%DCER
Overall w/o MT - -8.89 -22.65 0 -27.33 -30.21 -53.61 -61.59 -59.48

with MT -12.93 -18.12 -21.53 -14.73 -28.03 -29.25 -58.99 -62.92 -61.63
Average w/o MT - -2.48 -24.15 0 -23.50 -32.70 -47.53 -53.44 -51.71

with MT -13.32 -18.90 -24.31 -15.62 -30.08 -33.20 -51.33 -53.88 -53.91

rate (SemER), respectively. DCER is calculated
by #domain errors

#total utterances . The semantic error measures
how many mistakes are done in entity recognition
and slot filling, and is calculated by SemER =
D+I+S
C+D+S (Su et al., 2018), where D=deletion,
I=insertion, S=substitution and C=correct-slots. An
IC error is counted as a substitution. All models
are evaluated on the same testset and performance
is reported as a percentage difference (%∆) to the
baseline few-shot monolingual model.

Table 4, shows the zero-shot and the few-shot
performance for the three models with and without
MT Arabic data added to finetuning. The multi-
lingual models outperform the baseline monolin-
gual model with the exception of slight 0.29% in
SemER in Bi zero-shot model. In the few-shot
models, NLU models benefit from a reduction of
15.06% SemER from English alone, and an addi-
tional 5.7% reduction from French data with re-
spect to baseline. Table 4, to the right, compares
the overall performance of pre-prod models. The
impact of cross-lingual transfer learning does not
fade even when development Arabic labeled data
is added to the model, both multilingual models
still outperform the monolingual one. However,
adding the mTurk data to finetuning overshadows
the impact of French data and the Bi model slightly
outperfroms the Tri model. Notice for pre-prod
models the benefit of cross-lingual transfer reduces
significantly with the addition of MT data. Table 4
demonstrates the transfer learning through trans-
lation. By simply using an off-the-shelf machine
translator, we can boost the NLU performance on a
low-resource target language by 12.79% and 11.7%
for the bilingual and the trilingual models, respec-
tively. Adding few-shots and full MTurk data re-
duces the benefit of MT data to 2-4.8% and 2.7-

5.4% for the Bi and Tri models, respectively. For
the sake of comparison, we repeat the Bi and Tri ex-
periments on a distilled version of mBERT: distilm-
BERT (Sanh et al., 2019) (details in Appendix A.3).
Results in Table A.2 illustrate the importance of
utilizing unlabeled utterances from VA system in
pretraining, particularly in early stages of bootstrap-
ping NLU model for a new language, where our
model achieves up to 25.1 SemER improvement
over distilmBERT in zero-shot setting. Neverthe-
less, similar TL gains are obtained on distilmBERT
with the Tri model outperforming the monolingual
model in all settings.

In addition to the overall, i.e., where all ut-
terances have equal contribution to performance
(micro-average), Table 4 also reports the average
performance per domain, where each domain has
equal weight despite its size (macro-average). Con-
sidering the average performance and the overall
performance, the best performing model in terms
of SemER is the trilingual model finetuned on a
mix of labeled English, French and Arabic MT data
in all zero-shot, and few-shot setting. Although the
Bi model beats the Tri model overall in pre-prod
setting, the Tri model is still better on average per
domain. This suggests that the trilingual model is
improving performance for the smaller domains
on the target Arabic language. In fact, the Tri
model outperforms on average all other models
in zero-shot, few-shot, and pre-prod setting. For
the latter model setting, we further investigated
whether adding English/French data hurt specific
domains. We looked at top large domains that
did not benefit from adding English and French in
Table A.4: AlarmsAndNotifications, SmartHome,
and CallingAndCommunication domains with per-
formance reduction of 2.94%, 0.53% and 9.93%.
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CallingAndCommunication domain consistently
under performed in the Tri model when compared
to the Mono model, in all zero-shot, few-shot, and
pre-prod models. In these domains, there were is-
sues related to language differences. For example,
the top failing utterances in SmartHome were re-
quests to turn off/on appliances. In Arabic turn
off/on is a single token (ø
 Q

�
º�/ú
Î

�	ª ��/ú


æJ
 	�



@/ù


�	®£),

while in English it is two tokens. Similarly, utter-
ances in the CallingAndCommunication domain
are related to finishing the call, in English that
would be “hang up”, but in Arabic it is again a sin-
gle token (ú
Î

	®�̄ 

@/ú
æî 	E



@/ø
 Q

�
º�/ù
 ª¢�̄ @). This causes

imbalance in carrier phrases and a change in the
distribution of label sequence for these domains,
e.g., compare the two label sequence in the two
languages: “turn|Action on|Action light|Device”
with “ú
Î

�	ª ��|Action �èZA 	�B
 @|Device”. This can be

mitigated by down-sampling English data for these
domains, which is left for future experimentation.
Overall, even without MT data, the multilingual
pre-prod models beat the monolingual model 14
out of 18 domains on the DC task and in 13 out
of 18 domains for IC-NER task, clearly showing
the effect of cross-lingual transfer of NLU learning
from rich English and French source languages to
the low-resource Arabic language, despite being
linguistically very different.

5 Conclusion

In this paper, we addressed the problem of boot-
strapping an NLU model for Arabic from two
high-resource Indo-European languages. We pre-
sented two multilingual BERT-based models, pre-
trained and distilled in-house, and compared them
to a monolingual Arabic baseline model to ex-
plore cross-lingual transfer learning. In an effort
to tackle the unique challenges in Arabic language,
we adopted a preprocessing step in which we de-
diacritize the text to reduce the variance and incon-
sistencies in the data for an already low-resource
language. We also split functional affixes and adopt
BPE encoding to deal with inflectional affixation
in Arabic. Furthermore, in order to reduce the dis-
tance between the target language and the source
languages we used off-the-shelf machine transla-
tor to pretrain and finetune the models, in addition
to large-scale open-source Wikipedia and internal
datasets. Transfer learning performance gains on
the target Arabic language showed a reduction of

up to 20.76% in semantic error rate for the IC-NER
task and 30.21% in classification error for the DC
task for the trilingual model in few-shot setting.
Similar cross-lingual learning gains were achieved
in a zero-shot setting and pre-prod setting with the
improvement gap between monolingual and multi-
lingual models narrowing as data from MT and the
Arabic target language is added to finetuning the
models.
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A Appendix

A.1 Limitations
The task-specific knowledge transfer proposed in
this paper is dependent on the availability of anno-
tated data in high-resource languages for the same
NLU tasks: domain/intent classification and NER.
That is, although the training data is not in the tar-
get language, it still covers the same domains and
majority of the intents in the test sets. The ability
of the model to generalize to new domains and in-
tents (out-of-domain) in the target language needs
further assessment and experimentation. The affix-
splitting and de-diacritization preprocessing step
proposed in this paper works only for languages
with templatic and concatenative morphology, like
Arabic and other Semitic languages (e.g., Hebrew).
Additionally, the transfer learning gains obtained
with machine translation can be limited by the qual-
ity of the adopted translator itself. The experiments
conducted in this paper uses only a single machine
translator for both pretraining and finetuning. Ex-
ploring different off-the-shelf machine translators
and the impact of the translation quality on NLU
tasks needs further experimentation and requires
large GPU resources, particularly for pretraining.

Table A.1: Average performance difference (∆) be-
tween models with and without diacritics in 5-fold ex-
periments on NLU tasks (+ve values in favor of model
without diacritics).

DC IC Slot Frame
∆ accuracy accuracy F1 accuracy
Avg. 0.07 0.38 0.97 2.91
fold1 2.59 1.45 1.34 3.44
fold2 -0.99 1.69 0.24 2.07
fold3 -0.92 0.46 0.86 3.37
fold4 -0.23 -0.31 0.23 1.46
fold5 -0.08 -1.38 2.17 4.21

A.2 Diacritics harm NLU model
In Arabic, short vowels are indicated on letters as
diacritics and are used to disambiguate the meaning

of the word. Full diacritization is used in classical
Arabic, but are often omitted from written texts in
MSA. As a result, Arabic has many homographs,
that can be distinguished from the context. We con-
ducted a limited-scope study to assess the impact
of diacritics on NLU model performance using a
set of 1,306 utterances fully diacritized and anno-
tated internally, the utterances cover 12 of the 18
domains used in this paper. We performed a 5-
fold cross-validation experiment on the 1,306 set
with and without diacritics. We created 5 folds
of train-test splits, stratified per domain. Then we
duplicate these sets and strip the diacritics. Finally
for each of these 10 sets we train a statistical NLU
model and evaluate its performance. In addition to
training 10 models corresponding to 5 folds of data
splits with and without diacritics, each fold was
trained and tested 5 times to average the variations
in stochastic model performance.

Table A.1 above represents performance aver-
aged across 25 runs for each of the models (with
and without diacritics). T-test on domain accuracy,
overall intent accuracy and slot F1 showed no sig-
nificant difference in the means. Overall frame
accuracy is slightly better in the model without
diacritics, with p=0.01 in two-sample two-tailed t-
Tests. To investigate the difference in performance,
we further looked at the tokens in the broken utter-
ances in the model with diacritics with respect to
the model without diacritics (i.e., utterances that
are correctly recognized in the model without di-
acritics but not in the model with diacritics). We
found that on average, the coverage percentage of
the tokens in the broken utterances by the train-
ing data reduced by 6.59% when adding diacritics.
This suggests that diacritics is adding noise through
annotation inconsistencies and increasing out-of-
vocabulary data, thus reducing model performance.

A.3 Comparison to open-source
distilmBERT (Sanh et al., 2019)

We repeat the multilingual experiments on distilm-
BERT (Sanh et al., 2019), a distilled version of
mBERT pretrained and distilled on concatenation
of Wikipedia data from 104 languages including
English, French, and our target language Arabic.
distilmBERT is slightly larger than our distilled
model with 6 layers, 768 dimension and 12 heads,
compared to our 4-layer distillBERT described in
Subsection3.3.1. Because distilmBERT is multilin-
gual, we only run the bilingual and trilingual ver-
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Table A.2: SemER and DCER performance of DistilmBERT (Sanh et al., 2019) relative to our monolingual base-
line (% change) for Bilingual (Bi) and Trilingual (Tri) on IC-NER and DC tasks evaluated on 864,127 Arabic
utterances. Average performance is across domains. Bold represents best performance within the same setting
(zero-shot/few-shot/pre-prod).

Zero-shot Few-shot Pre-prod
∆% SemER Bi Tri Bi Tri Bi Tri

Overall w/o MT 19.8 17.6 3.3 -3.6 -52.1 -55.2
with MT -8.5 -11.3 -18.4 -20.5 -59.4 -59.9

Average w/o MT 34.8 22.1 -0.5 -10.8 -42.1 -44.2
with MT -11.9 -16.3 -20.9 -24.1 -50.0 -50.9

∆%Overall DCER
Overall w/o MT 59.7 41.8 10.8 3.4 -55.7 -55.4

with MT -8.3 -11.1 -17.4 -17.4 -61.2 -61.7
Average w/o MT 74.3 46.1 -9.0 -16.0 -48.5 -48.3

with MT -19.6 -24.6 -30.0 -32.8 -54.9 -55.2

sions of it, i.e., models finetuned on task-specific
annotated data from English, French, and/or MT
data. For each model, we finetune different ver-
sions of the model one with MT data and one with-
out (w/o) MT data in each of the settings: zero-
shot, few-shot, and pre-prod using the same data
described in Table3, resulting a total of 12 mod-
els. TableA.2 shows the performance of Bi and
Tri models using pretrained distilmBERT evalu-
ated on our internally gathered real-world Arabic
dataset. The reported SemER and DCER error rates
in are relative to our baseline model, so that the
values can be compared to our results reported in
Table 4. The zero-shot performance w/o MT shows
the power of pretraining our in-house models on
unlabeled data from a VA system combined with
Wikipedia data. Overall, our Tri model beats the
corresponding distilmBERT model by 25.1 SemER
reduction and 64.45 DCER reduction relative to
baseline. However, the gap in performance reduces
to 2.71 SemER point reduction in few-shot setting
to Tri distilmBERT slightly beating our model with
2.59 SemER in pre-prod setting. This could be
attributed to the larger model distilmBERT uses.
Nevertheless, a similar trend in the gains obtained
from transferring the NLU task-specific knowledge
and through MT from English and French in dis-
tilmBERT, this generalizes our conclusion that a
multilingual model, and particularly the Tri one,
outperforms a monolingual model for early stage
bootstrapping NLU model for Arabic as seen in
Zero-shot, Few-shot and Pre-prod setting.
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Table A.3: Zero- and few-shot performance relative (%∆) to baseline for DC and IC-NER tasks on Arabic.

∆SemER Zero-shot Few-shot
# Test Bi Tri Mono Bi Tri Bi Tri Mono Bi Tri

Domain Utterances + MT + MT + MT + MT + MT + MT
Overall 864127 0.29 -7.5 -10.64 -12.49 -19.2 -15.06 -20.76 -14.24 -20.47 -23.21
Average 48007 4.09 -6.16 -6.3 -11.8 -17.88 -13.28 -22.55 -8.69 -18.51 -24.03
Music 202589 -3.48 -19.67 -25.17 -16.91 -35.63 -15.8 -26.54 -28.3 -25.28 -32.25
Knowledge 137882 -79.26 -64.66 -48.69 -56.14 -53.56 -61.13 -47.94 -45.02 -55.02 -54.02
General 131709 42.24 35.17 18.08 16.18 12.14 -0.04 -8.5 20.11 0.66 -2.7
AlarmsAndNotifications 110817 64.82 57.91 27.87 13.99 19.95 5.44 -2.84 9.59 -2.84 -1.06
SmartHome 68787 14.58 -1.24 14.34 3.7 -6.69 2.7 -17.38 9.03 -5.7 -14.24
CallingAndCommunication 56787 4.66 6.72 -3.65 -5.22 -1.72 -6.04 2.07 -4.18 -10.36 -1.05
ToDos 42428 35.44 26.58 14.4 22.41 13.68 21.51 7.41 8.45 11.58 9.63
Weather 23422 -22.14 -15.67 -14.31 -13.4 -23.93 -33.79 -28.13 -10.24 -20.31 -23.62
Calendar 23157 -7.79 -27.53 -38.56 -36.95 -40.68 -22.35 -31.9 -45.92 -43.44 -45.93
Video 17285 -0.68 -12.74 -3.43 -21.46 -25.45 -24.2 -27.1 -6.05 -21.12 -27.0
AssistantGeneratedContent 16870 174.99 99.59 71.06 87.71 85.94 41.32 75.49 66.07 72.19 75.58
Apps 8887 -17.85 -47.81 24.54 7.35 -29.67 -12.66 -48.93 19.05 -33.62 -47.69
Books 8748 -7.76 -28.27 -27.99 -34.83 -30.8 -24.33 -36.41 -31.51 -33.24 -38.33
Help 7727 31.02 28.79 5.34 13.58 6.06 13.91 1.61 4.28 10.39 3.33
News 4448 -25.07 -25.07 -42.05 -44.85 -45.29 -27.98 -37.12 -43.79 -30.13 -49.08
Shopping 2121 12.82 1.09 -10.69 -17.54 -15.86 -9.44 -14.71 -8.95 -18.03 -18.89
MovieShowTimes 374 -39.31 -48.25 -42.18 -50.3 -49.83 -40.82 -56.11 -47.51 -44.51 -51.94
Sports 89 21.16 -21.16 -34.61 23.08 7.7 30.78 -25.01 -30.76 13.48 -28.83
∆DCER
Overall 864127 -8.89 -22.65 -12.92 -18.13 -21.52 -27.32 -30.21 -14.73 -28.04 -29.25
Average 48007 -2.48 -24.15 -13.32 -18.9 -24.31 -23.5 -32.7 -15.62 -30.08 -33.2
Music 202589 -0.07 -25.45 -28.71 4.3 -36.43 -39.98 -57.1 -60.82 -68.58 -67.29
Knowledge 137882 -82.25 -71.46 -54.14 -61.49 -58.45 -61.96 -59.44 -79.83 -78.99 -80.83
General 131709 67.37 39.34 -10.9 -23.51 15.14 -74.88 -82.13 -76.33 -76.81 -75.85
AlarmsAndNotifications 110817 266.49 229.82 193.52 139.7 201.5 11.9 18.81 37.92 10.89 21.11
SmartHome 68787 -11.36 -32.1 33.32 -14.94 -16.44 3.02 -3.31 -7.96 -4.75 -29.93
CallingAndCommunication 56787 26.82 26.5 48.31 37.22 28.65 -22.6 -62.32 12.77 -51.95 -61.02
ToDos 42428 157.05 57.58 46.96 77.85 59.61 -19.11 -25.62 32.78 -12.45 13.47
Weather 23422 0.54 -1.5 7.89 6.46 -13.89 10.9 -2.32 1.05 4.82 -1.83
Calendar 23157 -58.25 -84.35 -81.31 -67.32 -76.38 -27.47 -30.26 22.14 -21.85 -25.23
Video 17285 7.34 -17.83 -5.47 -19.97 -22.64 -62.12 -51.18 -50.89 -59.94 -58.97
AssistantGeneratedContent 16870 314.18 120.79 116.59 115.87 114.9 -0.02 -27.45 -34.02 -2.87 -35.15
Apps 8887 -31.77 -63.78 11.48 -14.4 -42.7 40.72 45.03 112.88 16.99 88.94
Books 8748 -19.04 -52.47 -62.12 -72.2 -65.31 77.01 100.26 109.78 113.02 108.13
Help 7727 22.6 21.17 5.12 9.18 3.79 -8.97 -8.97 0.11 -20.8 -12.13
News 4448 8.3 16.78 -6.95 -18.85 -23.74 6.67 -56.67 -56.67 -16.67 -56.67
Shopping 2121 24.14 9.78 0.11 -13.97 -9.99 33.23 22.08 34.89 29.25 31.19
MovieShowTimes 374 -67.63 -68.6 -71.5 -75.85 -69.57 -31.32 -27.03 -4.02 -16.72 -24.68
Sports 89 3.33 -56.67 -50.0 6.67 -26.67 -19.84 -29.11 10.73 -4.84 -16.08
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Table A.4: Pre-prod DCER and SemER performance relative (%∆) to baseline for DC and IC-NER tasks on
Arabic.

∆SemER # Test Mono Bi Tri Monol Bi Tri
Domain Utterances + MT + MT + MT
Overall 864127 -49.32 -55.24 -52.49 -56.6 -57.85 -57.31
Average 48007 -41.46 -44.49 -44.68 -47.42 -46.48 -47.76
Music 202589 -46.72 -58.09 -51.21 -58.67 -60.5 -62.93
Knowledge 137882 -42.29 -55.68 -57.66 -52.81 -61.29 -59.64
General 131709 -50.01 -47.1 -55.04 -50.54 -46.71 -53.02
AlarmsAndNotifications 110817 -68.49 -66.66 -67.28 -69.93 -66.64 -66.99
SmartHome 68787 -54.05 -68.49 -56.93 -60.1 -69.29 -59.57
CallingAndCommunication 56787 -55.56 -45.78 -41.64 -56.86 -53.13 -46.93
ToDos 42428 -43.56 -41.27 -34.58 -52.05 -40.41 -39.96
Weather 23422 -58.86 -52.36 -56.84 -63.35 -45.63 -52.72
Calendar 23157 -57.59 -54.83 -60.57 -63.86 -62.73 -64.23
Video 17285 -15.78 -31.34 -31.09 -25.94 -33.63 -35.72
AssistantGeneratedContent 16870 -65.39 -63.49 -51.95 -55.44 -61.86 -43.44
Apps 8887 -64.95 -67.54 -72.14 -69.82 -67.88 -74.16
Books 8748 -10.65 -18.31 -16.92 -16.18 -21.07 -21.65
Help 7727 5.86 10.24 5.17 2.6 7.91 3.29
News 4448 -47.58 -51.96 -49.69 -49.77 -52.32 -54.26
Shopping 2121 -8.83 -21.15 -18.89 -18.28 -24.94 -27.57
MovieShowTimes 374 -57.75 -59.38 -63.89 -61.71 -60.0 -60.89
Sports 89 -19.23 -9.6 -21.16 -38.46 -9.6 -32.68
∆DCER
Overall 864127 -53.6 -61.58 -59.48 -58.99 -62.91 -61.62
Average 48007 -47.53 -53.44 -51.71 -51.33 -53.88 -53.91
Music 202589 -66.53 -70.47 -67.01 -69.06 -68.77 -73.53
Knowledge 137882 -48.61 -61.49 -62.96 -58.19 -65.64 -65.11
General 131709 -30.69 -27.65 -41.26 -34.41 -35.52 -42.22
AlarmsAndNotifications 110817 -71.58 -75.34 -66.29 -73.34 -77.13 -68.65
SmartHome 68787 -63.99 -80.65 -64.55 -70.78 -78.4 -64.69
CallingAndCommunication 56787 -64.15 -69.59 -52.2 -67.32 -68.56 -49.49
ToDos 42428 -17.45 -28.54 -26.88 -20.87 -20.15 -26.9
Weather 23422 -67.58 -64.27 -65.91 -70.16 -50.76 -57.58
Calendar 23157 -89.16 -88.84 -89.53 -89.58 -90.47 -91.34
Video 17285 -6.21 -18.02 -20.16 -8.84 -17.7 -22.75
AssistantGeneratedContent 16870 -75.52 -63.42 -45.24 -39.51 -72.86 -27.67
Apps 8887 -76.62 -77.19 -83.24 -79.24 -77.12 -82.92
Books 8748 -8.17 -17.89 -19.55 -14.96 -23.41 -26.38
Help 7727 -5.92 -0.44 -5.46 -7.8 -3.83 -9.63
News 4448 -29.78 -48.92 -35.68 -46.33 -54.39 -56.69
Shopping 2121 -6.32 -22.32 -11.11 -9.79 -16.0 -19.67
MovieShowTimes 374 -80.19 -86.47 -85.02 -84.06 -87.92 -84.06
Sports 89 -56.67 -56.67 -56.67 -63.33 -53.33 -63.33
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Abstract

We investigate part of speech tagging
for four Arabic dialects (Gulf, Levantine,
Egyptian, and Maghrebi), in an out-of-
domain setting. More specifically, we look
at the effectiveness of 1) upsampling the
target dialect in the training data of a joint
model, 2) increasing the consistency of the
annotations, and 3) using word embeddings
pre-trained on a large corpus of dialectal
Arabic. We increase the accuracy on aver-
age by about 20 percentage points.

1 Introduction

Although POS tagging has achieved high results
across languages and benchmarks (Bohnet et al.,
2018; Heinzerling and Strube, 2019; Wang et al.,
2021), there are still challenges, particularly across
different domains and for languages with rich mor-
phology, especially in terms of handling rare and
unknown words (Plank et al., 2016; Yasunaga et al.,
2018). For languages such as Arabic, their diglos-
sic nature adds additional complexity, as POS
tagging models must capture a plethora of lexi-
cal and syntactic variation plus orthographic dif-
ferences. For Arabic, the majority of available
POS taggers are trained on Modern Standard Ara-
bic (MSA), such as MADAMIRA (Pasha et al.,
2014) and Farasa (Darwish and Mubarak, 2016).
There is however a growing interest in developing
tools specifically for dialectal Arabic (described
in Shoufan and Alameri (2015) and Elnagar et al.
(2021)), given its preferred use in daily communi-
cation, especially on social media platforms and
integrated into voice systems.

Our ultimate goal is the computational analy-
sis of syntactic differences across Arabic dialects,
which requires syntactically annotated parallel data.
However, the existing dialectal parallel corpus,

∗The work was done prior to joining Amazon.

MADAR (Bouamor et al., 2018), does not provide
any linguistic annotation. Thus we need access to
a POS tagger (and ultimately a parser) that pro-
vides reliable analyses across different dialects, in
an out-of-domain settings, since all existing POS
tagged corpora are from domains different from
that of MADAR. In this challenging setting, we
investigate methods to improve POS tagging accu-
racy for the dialects. We investigate solutions that
create a single tagger across all dialects as well as
individual taggers for each of the four dialects of
interest.

The paper is organized as follows: Section 2
gives a short description of dialectal differences,
section 3 explains our research questions, section 4
provides a survey of related work. Section 5 de-
scribes the corpora and the experimental setup, in
sections 6–9, we present the results and an error
analysis. We conclude in section 10.

2 Arabic Dialects

Dialects of Arabic show a wide range of linguis-
tic differences, within the dialects themselves and
compared to MSA. MSA is mostly used in for-
mal writing such as books and news articles while
dialects are used for most other daily communica-
tions. Arabic dialects are interesting because much
of the variation involves function words, providing
strong signals of the presence of syntactic differ-
ences.

In Table 1 we provide an example sentence in
four dialects that exhibit three instances of syn-
tactic variation. The first example is the comple-
mentizer 	à



@ ‘that’. 	à



@ is used in MSA, Levantine

(LEV) and Egyptian (EGY) but not in Maghrebi
(MAG). In MAG, the complementizer is optional,
resulting in different syntactic structures. Another
example is found in the use of the interrogatives
across dialects. MSA and MAG use an interrog-
ative pronoun (the hamza-alef



@ in 	á 	¢��



@ in MSA
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Dialect Sentence Buckwalter1

MSA ¼A�	Jë Éj�J� �éÊ¾ ��ÖÏ @ 	à@ 	á 	¢��@ X@ �QÓ mrAd AtZn An Alm$klp stHl hnAk

LEV ¼A�	Jë Éj	J�K hP �éÊ¾ ��ÖÏ @ é 	K @ Qº 	®Ó �I	K@ X@ �QÓ mrAd Ant mfkr Anh Alm$klp rH tnHl hnAk

EGY ¼A�	Jë Éj	J�Jë �éÊ¾ ��ÖÏ @ 	à@ Q» A�	̄ X @ �QÓ mrAd fAkr An Alm$klp htnHl hnAk

MAG ¼A�Ü �ß Ém��' ø
 XA
�	« �éÊ¾ ��ÖÏ @ 	á 	¢�J» ��@ �ð X@ �QÓ mrAd wA$ ktZn Alm$klp gAdy tHl tmAk

Eng. Do you think (that) this is the solution for the problem Murad?

Table 1: A parallel sentence selected from MADAR

and ��@ �ð in MAG) while no question word is used
in the other dialects. A final difference concerns
the future marking. While in all dialects, future
marking is obligatory and precedes the verb Ém��',
each dialect uses a different marker ( �� in MSA,

ø
 XA
�	« in MAG, �ë in EGY (in Éj	J�Jë), and hP in

LEV). Note that in EGY, the particle is realized as
a clitic variant as opposed to a separate word in
MAG and LEV. Additionally, for MAG, the future
marker ø
 XA

�	«, is inflected and carries agreement,
unlike in EGY and LEV.

3 Research Questions

Our main question is how we can improve POS
tagging for dialectal Arabic when testing on out-of-
domain data. To address this question, we break
it down into four sub-questions: 1) Does the POS
tagger profit more from having access to a large
training set even though the majority of training ex-
amples are from a different dialect, or is a smaller,
dialect specific training set more appropriate? 2)
Does upsampling help mitigate the data imbalance
in a joint dialectal model? 3) Can we increase
consistency in annotations, using minimal effort?
And will increased consistency yield an increased
accuracy? 4) Can using pre-trained embeddings
improve POS tagging performance?

4 Related Work

4.1 Arabic POS Tagging
Many of the currently available POS taggers
are trained on MSA, such as MADAMIRA and
Farasa (Pasha et al., 2014; Abdelali et al., 2016)
(MADAMIRA also supports Egyptian). Recently,
more attention has been given to POS tagging for
dialectal Arabic. One approach for dialectal Ara-
bic has been to adapt an MSA model. For exam-

1http://www.qamus.org/transliteration.
htm

ple, Zribi et al. (2017) adapted an MSA morpho-
logical analyzer, which includes a POS tagger, to
Tunisian Arabic by integrating a Tunisian-based
lexicon, containing roots and patterns. While they
report the system’s accuracy as 87.3%, such adapta-
tion methods are less effective than dialect-specific
taggers. Alharbi et al. (2018); Alharbi and Lee
(2020), e.g., found that a tagger designed for a spe-
cific dialect, in this case Gulf, performed better
than an adapted MSA tagger. Other dialect specific
taggers include the tagger by Al-Shargi et al. (2016)
for Moroccan and Sanaani and the one by Khalifa
et al. (2018) for Emirati2. The difficulty of adaption
can be attributed to the diglossic nature of Arabic,
which makes it challenging for such systems to
process colloquial Arabic (Farghaly and Shaalan,
2009; Diab and Habash, 2007). Arabic has the stan-
dard form (MSA), and the spoken forms of Arabic
(in addition to other varieties such as Classical Ara-
bic), which coexist and are used by speakers in
distinct situations. Each of those varieties has its
own linguistic features.

A problem concerning dialect specific taggers is
that they do not use uniform annotation schemes.
Thus, they may be ineffective in a cross-dialectal
setting. Darwish et al. (2018) approach this prob-
lem by introducing a multi-dialectal POS tagger
for the dialects of Gulf, Levantine, Egyptian and
Maghrebi by developing a CRF tagger, which is ex-
tended by Darwish et al. (2020) to using bi-LSTM
layers as input. Their system provided state-of-
the-art performance for POS tagging of dialectal
Arabic.

4.2 Domain Adaptation for POS Tagging

Domain adaptation has been pivotal in attempts
to handle the differences in data distributions be-
tween a source and target domain. Kübler and Bau-
com (2011) use an ensemble of three POS taggers

2See Duh and Kirchhoff (2005); Habash et al. (2013) for
overviews of dialect specific POS taggers and NLP tools.
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Dialect No. words: train No. words: test
Gulf 74 162 21 208
Levantine 80 940 23 090
Egyptian 83 908 23 986
Maghrebi 71 090 20 234

Table 2: Size of the Darwish corpus per dialect.

trained on the source corpus to annotate sentences
in the target domain; they then select identically
predicted sentences and add them to the training
data. These data selection techniques yielded im-
provements when POS tagging target domain data.

Kuncham et al. (2014) adapt a Hindi morpholog-
ical analyzer for a domain specific use by adding
domain specific words to the lexicon. Another ap-
proach is creating POS tagging experts. Mukherjee
et al. (2017) create genre experts for POS tagging
by using topic modeling in both the training and
test set, where they train an expert for each topic
and then use the expert to POS tag the same topic.
They then assign new test sentences to the genre
expert by using similarity metrics.

The importance of including small amounts of
target data is attested by Attia and Elkahky (2019).
This is further supported by Behzad and Zeldes
(2020) who find that a tagger trained on a small
amount of Reddit data can outperform taggers
trained on much larger out-of-domain corpora.

5 Experimental Setup

5.1 Multidialectal POS-Tagged Corpus

For training, we use the multi-dialectal POS-tagged
corpus by Darwish et al. (2018, henceforth the Dar-
wish corpus) since, to the best of our knowledge,
it is the only publicly available, POS tagged multi-
dialectal corpus for Arabic. The sentences in this
corpus are selected from a large collection of Ara-
bic tweets. The corpus includes four major dialects
(350 sentences each): Gulf, Levantine, Egyptian,
and Maghrebi (representing sub-varieties spoken in
Morocco, Algeria and Tunisia). To extract dialec-
tal sentences without code-switching with MSA,
Samih et al. (2017b) used a list of exclusively di-
alectal words such as Maghrebi A �ÒJ
» (Eng.: like/as)

and Levantine ½J
ë (Eng.: like this). A detailed
description of the tweet selection methodology is
provided by Eldesouki et al. (2017); Samih et al.
(2017b). Table 2 gives an overview of the corpus.
Since the sentences are taken from Twitter, they are

mostly comments on events, conversations, and at-
titudes. The corpus was morphologically analyzed
using a dialectal morphological analyzer (Samih
et al., 2017b).

The POS tagset is derived from the MSA corpus
described by Darwish et al. (2017), it includes 18
MSA POS tags, plus two additional dialect spe-
cific tags: Prog_Part (tense marker) and Neg_Part
(negation marker). A native speaker of each dialect
annotated the corpus for POS.

5.2 MADAR

For testing, we use MADAR (Bouamor et al.,
2018). The corpus is based on the (English) Basic
Traveling Expression Corpus (BTEC) by Takezawa
et al. (2007). The English text was translated into
dialects of Arabic. This means that we have a sig-
nificant difference in domains between MADAR
and the Darwish corpus.

MADAR is a collection of parallel sentences
from different dialects representing the Arabic va-
rieties of 25 cities3 in addition to MSA, i.e., the
information in MADAR is more fine-grained. For
compatibility with the Darwish corpus, we group
the MADAR data into four major dialects: Egyp-
tian (EGY), Gulf (GLF), Levantine (LEV), and
Maghrebi (MAG).

Our initial preprocessing consists of normaliz-
ing all Hamzas in all dialects to Alifs and Yaas
and then converting to Buckwalter transliteration4.
Additionally, we removed all hashtags, URLs, and
handles from the data since (1) they are not nec-
essary for the purposes of this study (2) this was
necessary since the POS tagger does not seem to
be able to handle URLs, etc.

5.3 Designing the Gold Standard

Since MADAR is not annotated for POS tags, we
selected 100 sentences per dialect to annotate man-
ually. Since we have several translations of each
original sentence per dialect (one per city), we en-
sure that only one version of an original sentence
is chosen for a dialect, thus ensuring lexical and
syntactic variation in the test sentences. Table 3
shows an overview of the test set.

3The following cities are covered: Aleppo, Alexandria,
Algiers, Amman, Aswan, Baghdad, Basra, Beirut, Benghazi,
Cairo, Damascus, Doha, Fes, Jeddah, Jerusalem, Khartoum,
Mosul, Moscut, Rabat, Riyadh, Sanaa, Salt, Sfax, Trupoli,
Tunis.

4We use the conversion to Buckwalter transliter-
ation from https://github.com/KentonMurray/
Buckwalter/blob/master/buckwalter.py
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Dialect No. words
GLF 699
LEV 666
EGY 754
MAG 727
Total 2 846

Table 3: Size of our MADAR test set per dialect

In order to obtain a segmentation close to the
one in the Darwish corpus, we used the multi-
dialectal Arabic morphological analyzer by Samih
et al. (2017b); Eldesouki et al. (2017); Samih et al.
(2017a). This morphological analyzer uses a uni-
fied segmentation model for the four major dialects
Gulf, Levantine, Egyptian, Maghrebi.

We then used the multi-dialectal Arabic POS
tagger by Darwish et al. (2018) to automatically
POS tag the sentences. Each dialect was corrected
by two speakers of Arabic. We then examined
inter-annotator agreement: Across all dialects, the
annotators showed high agreement (95% for Egyp-
tian, 90% for Levantine, 90% for Gulf, and 85%
for Maghrebi). This was followed by an additional
pass to resolve differences between annotators. We
used the Camel POS tagging guidelines5 to guide
our decisions6. For instance, some negation mark-
ers were marked as PART, when they are supposed
to be marked as NEG_PART.

5.4 Part-of-Speech Tagger

We train the POS tagger using the Bi-LSTM archi-
tecture introduced by Darwish et al. (2018, 2020);
Alharbi et al. (2018)7 for tagging dialects of Arabic.

A sentence is fed into the bi-LSTM with a final
forward LSTM layer. The neural network of the
tagger by Darwish et al. (2018) uses embeddings
of stems and affixes trained on the training data,
rather than pretrained models. For example, for the
word ��ñ�JÊ 	gYÓ, the vector represents the stem and

the clitics: Ð, É 	gX, ñ�K, and ��.

5https://camel-guidelines.readthedocs.io/en/latest/morphology/
6Camel uses a different tagset from that in the Darwish

corpus, but it offers guidelines on how to annotate specific
phenomena.

7Available from https://github.com/qcri/
dialectal_arabic_pos_tagger.

6 First Experiments

6.1 Reproducing Prior Results
We first reproduce the results reported by Darwish
et al. (2018) for the joint dialectal experimental
setup8. Following Darwish et al. (2018), we train
on the Darwish corpus using the concatenation of
the training sets of all dialects. We then test on
each dialect separately using the dialect’s test sec-
tion from the same corpus. Results are shown in
Table 4. The first row reports the results by Dar-
wish et al. (2018), and the second row are our re-
sults using our preprocessing (see section 5.2). Our
results show a higher accuracy than the results re-
ported by Darwish et al. (2018). This may be due to
improvements in the POS tagger or the additional
preprocessing step, in which we removed Twitter
specific tags: hashtags, URLs, and handles.

6.2 Testing on MADAR
We now train the POS tagger using the training
sections from the Darwish corpus for all dialects
(the joint model)9 and test on each dialect from
MADAR separately. In this setup, target and source
data are from the same dialects10, but different in
terms of domains. The results are shown in row 3 in
Table 4. The accuracy is lower for all dialects than
for the in-domain data in row 2. For instance, the
accuracy for GLF is 59.5% for MADAR, but 97.7%
when tested on Darwish. We expected the accuracy
to be lower for the out-of-domain test data, but the
drop in accuracy is rather extreme, between 27.3
and 38.2 percent points. The OOV rates between
the Darwish corpus and the MADAR test set range
from 36% to 44%, which at least partly explains
the results.

These results lead to the question whether train-
ing a joint dialectal model is the best solution. The
joint model has the advantage of a large training
size, but 3/4 of the training data are from dialects
other than the one that we are testing on. For this
reason, we experiment with training and testing on
each dialect separately, to see whether a smaller
but dialectally more similar training set results in
higher accuracies. In this experiment, we train, e.g.,
on the Egyptian dialect training data from Darwish
and test on Egyptian from MADAR. The results are

8Note that the currently available version is different from
the one used by Darwish et al. (2018, 2020); Alharbi et al.
(2018).

9We experimented with adding the MSA section to the
training set. Results were considerably lower.

10Or as close as possible based on the two corpora.
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Model Train Test set GLF LEV EGY MAG
1) (Darwish et al., 2018) Darwish joint Darwish 87.2 88.6 93.2 87.7
2) ours + preprocessing Darwish joint Darwish 97.7 96.6 95.6 94.4
3) ours + preprocessing Darwish joint MADAR 59.5 61.3 68.3 61.4
4) ours + preprocessing Darwish single dialect MADAR 66.3 67.6 74.4 67.4
5) ours + preprocessing Darwish joint upsampled MADAR 72.8 75.0 81.1 74.2

Table 4: Summary of POS tagging results.

Figure 1: Results per dialect (precision) for MADAR.

reported in row 4 of Table 4. This setting performs
worse than testing in-domain (row 2) but improves
over the results of using the joint model. For in-
stance, the accuracy for Gulf (GLF) increases to
66.30%, compared to 59.5% for the joint model.
The accuracy gain is similar across all dialects. The
increase in accuracy despite the smaller training set
may be due to the fact that the Darwish corpus fo-
cuses on highly dialectal data, which maximizes
dialectal differences.

6.3 Error Analysis

We further examine the tagging errors for each di-
alect: In Figure 1, we show a heatmap for tagging
quality for MADAR; we show precision per tag
and dialect for the experiment in row 3 in Table 4
(e.g., PREP was correct 75.25%). We focus on
the tags which produced the majority of the er-
rors: Pronouns (PRON), Nouns, Numbers (NUM),
Adjectives (ADJ), Particles (PART), Prepositions
(PREP), Verbs.

Numbers have the lowest tagging precision rate
across all dialects, it ranges from 17.39% for MAG
to 5.00% for LEV. This low accuracy is due to
inconsistencies in annotations in the training set,
where numbers sometimes are tagged as nouns and
in other cases as NUM. For instance, the number
three in the phrase ��K
A

��̄ X �HC
��K (Eng.: ‘three min-

utes’) and in �H@ �ñ 	J� �HC
��K (Eng.: ’three years’) are

assigned NUM and NOUN respectively. Another
issue, which also applies to other POS tags, is the
inconsistency in spelling across speakers, for in-
stance, ú


	GA��K is sometimes spelled with �H, but in

other instances with �H. This is an issue for LEV
and EGY, where variation in spelling is more likely
to occur due to phonetic variation.

Spelling variation may also result in ambiguity in
POS tagging. For example, particles (PART) show
a remarkably low accuracy for GLF and LEV be-
cause of homographic words shared across dialects,
resulting in ambiguity. As an example, the word
��ð, (Eng.: which) in GLF is a particle, the same or-

thographic form is a noun in LEV
���ð (Eng.: face).

Since the model is trained on all dialects, the LEV���ð is incorrectly assigned the tag PART.
We also notice that future and negation markers

show different performance across dialects. For
LEV, for instance, the system fails to assign the
future marker to any future clitic. A closer exami-
nation shows that the same future marker (hP) is
marked as FUT_PART in the LEV training data
but marked as PART in the MAG data, indicating
annotation inconsistency across dialects. Such in-
consistencies will be addressed in section 8.

7 Addressing the Data Imbalance

One drawback of using a joint model of the four
dialects is that it is trained on only 25% examples
of the target dialect, which means that dialect spe-
cific, correct decisions may be overruled by other
dialects. In section 6.2, we showed that creating
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Word Original POS New POS
Negation markers PART NEG_PART
Interrogatives PART ADV
Rel. Pronouns PART PRON
FUT and PROG markers inconsistent fixed
unmarked CONJ PART/NOUN CONJ
Adverbs NOUN ADV
Verbal suffixes PRON concatenated Verb and suffix
Nominal suffixes NSUFF concatenated Noun and suffix

Table 5: Annotation changes

Figure 2: Distribution of POS tags across dialects before (left) and after (right) annotation changes. For instance,
EGY has 16% PRON of all POS tags.

individual POS tagger models per dialect improves
results. Here, we investigate whether we can use
upsampling to further improve results. Upsampling
is a standard method for handling data imbalance,
for example in shared tasks on Arabic dialect iden-
tification (Zitouni et al., 2020; Habash et al., 2021)
and for POS tagging non-standardized web data
(Neunerdt et al., 2014; Horsmann and Zesch, 2015).
For this approach, we duplicate instances of the tar-
get domain in the training data. For example, if
the target domain is Egyptian, then in the training
data (consisting of the four dialects), we duplicate
the Egyptian examples, creating a more balanced
training set by increasing the number of examples
of the target class.

The results of this experiment are shown in Ta-
ble 4, row 5. These results show an improvement
overall across all dialects in comparison to the joint
model (row 3) and the single dialect model. The
best performance was achieved for LEV, its ac-
curacy increased by 13.7 percent points over the
joint model; for EGY, it increased by 12.8 percent
points.

This shows that upsampling can successfully
combine the advantages of having a large training
set and a focused one.11

11We also explored tripling the number of samples for the

8 Annotation Changes

A closer examination of the POS tagger errors
shows that in some cases, the problems derive from
the gold annotations of the training data. Apart
from the expected annotation errors due to lack
of attention, which are mostly random, we also
find more systematic inconsistencies, partly across
dialects.

One such inconsistency concerns dialect-specific
POS tags, such as negation, progressive, and future
markers. For instance, in the GLF data, none of the
negation markers were annotated with the negation-
specific POS tag.

Systematic inconsistencies can potentially be
corrected semi-automatically. To address the anno-
tation inconsistencies, we further experiment with
annotation changes on the Darwish corpus (our
training data; Darwish et al. (2018)). We created
a list of annotation inconsistencies, focusing on
those which can be found and corrected automat-
ically. We used the Camel Lab guidelines12 as a
reference since they provide specific and consistent
POS tagging guidelines for dialects of Arabic. We
performed systematic changes on the corpus while
maintaining consistency across dialects. A list of

target dialect, but this was less effective.
12https://camel-guidelines.readthedocs.io/en/latest/
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Dialects GLF LEV EGY MAG
our baseline 59.5 61.3 68.3 61.4
baseline upsampled 72.8 75.0 81.1 74.2
on new annotation 82.3 75.2 80.2 73.8
new annotation upsampled 73.6 73.8 80.7 73.8

Table 6: Summary of POS tagging accuracy per dialect before and after annotation changes.

the targeted annotations in shown in Table 5.
For the distribution of POS tags in each dialect

before and after the corrections, see Figure 2, focus-
ing on the four most frequent POS tags. The plots
show that in the original annotations, the ratios per
POS tag are similar across dialects; after the cor-
rections, there are more differences, showing that
we model differences between dialects better. Note
that the size of the corpus has changed due to the
annotation changes, resulting in differences in POS
tag distributions within dialects: We reattached the
verb suffixes (previously tagged as PRON), for ex-
ample, the verb Qê 	¢�
 (V) and the suffix @ �ð (PRON)

are reattached into a single word @ �ðQê 	¢�
. We also
reattached nominal suffixes (previously tagged as
NSUFF), such as ú
ÍYJ
� (Noun) and �è (NSUFF)

into the single word �éJ
ËYJ
�. As a consequence, the
number of words decreases (e.g., the word count
for Levantine decreases by 6%). Reattaching ver-
bal suffixes also causes a decrease in pronouns
across all dialects but Levantine shown in Figure 2.
In LEV, relative pronouns which were originally
tagged as PART are now categorized as PRON.

We then perform experiments training a joint
model on all dialects after annotation modifica-
tion, and test on each dialect separately to check
whether the annotation changes boost the tagging
performance.

Results are reported in Table 6. When compar-
ing the results after modifying the annotations, we
notice a considerable improvement in results over
the baseline for all dialects, with increases ranging
from 11.9% (EGY) to 22.8% (GLF). For GLF and
LEV, the results on the improved annotations with-
out upsampling even increase over the upsampled
baseline (i.e., from 72.8% to 82.32% for GLF). We
attribute this improvement to a higher consistency
in the annotations. A comparison of the results on
the improved annotations with and without upsam-
pling shows that given the improved annotations,
upsampling is less relevant or even harmful: The
accuracy for EGY increases from 80.2% to 80.7%

while the accuracy for GLF and LEV decreases
(GLF: from 82.3% to 73.6%), and the accuracy
for MAG remains stable. One explanation is that
some words became more ambiguous as a result of
the annotation changes. The word A �Ó, for example,
was annotated inconsistently across dialects. It is
ambiguous between a pronoun and a particle read-
ing. However, in the original annotations, it was
mostly annotated as particle. Another example is
the negation marker: This POS tag was originally
used in all dialects but Gulf. Additionally, the di-
alects use different words for negation, but not all
were annotated as such. Now they are annotated
consistently across dialects, which has changed
the majority reading from pronoun or particle to
negation marker.

9 Using Pretrained Word Embeddings

Next we investigate whether word embeddings can
be beneficial and have a positive impact on the
quality of POS tagging. The assumption is that the
pre-trained word embeddings derived from large
corpora of dialectal Arabic can help mitigate prob-
lems with lexical coverage in the randomly initial-
ized embeddings in the out-of-domain setting.

The choice of the pretrained embeddings is im-
portant. We use the word embeddings trained on
a large corpus of dialectal Arabic (Erdmann et al.,
2019).

To train the embeddings, Erdmann et al. (2018)
collected data for four major dialects of Arabic:
Gulf, Levantine, Egyptian, and Maghrebi, which
cover the four dialects of our test data. The cor-
pora are a mix of crawled data from a variety of
forums and blogs, including comments on posts
(Almeman and Lee, 2013; Khalifa et al., 2016; Zbib
et al., 2012), MADAR (Bouamor et al., 2018), news
commentary corpus (Zaidan and Callison-Burch,
2011), tweets from the corpus of Palestinian Ara-
bic (Jarrar et al., 2014), with the number of sen-
tences per dialect ranging between 1.1M and 1.7M.
The model was trained using fastText (Bojanowski
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original + embeddings
vectors 1 998 2 134 625
dimension 300 400
window size 10 10
batch size 128 128

Table 7: Embedding layer parameters

GLF LEV EGY MAG
Without embeddings 82.3 75.2 80.2 73.8
With embeddings 83.2 84.3 87.9 78.9

Table 8: Accuracy of POS tagging with and without
using pre-trained embeddings using improved annota-
tions.

et al., 2017)13. Since MADAR is part of the train-
ing data for the embeddings, we can expect a higher
lexical coverage for the test data.

Table 8 shows the results for POS tagging with
and without using the pre-trained embedding and
the improved annotations. The results show that
the performance on all dialects increases, and for
all but GLF the gains are considerable, LEV gains
the most: For this dialect, the accuracy increases
from 75.2% to 84.3%. For GLF, we see a moderate
increase from 82.3% to 83.2%. This dialect had
the highest accuracy before embeddings, as it has
the highest lexical overlap with the training corpus.

We also had a look at the tagging errors for
the model using the pre-trained embeddings. A
heatmap of POS tag precision is provided in Fig-
ure 3. We see that numbers are still the most dif-
ficult POS tag, similar to the results in Figure 1.
However, for all dialects but MAG, the accuracies
are considerably higher. For MAG, most of the
numbers were mistagged as NOUN. This seems to
be due to inconsistencies in the training data. Since
the spelling of numbers tends to differ between di-
alects, the POS tagger cannot learn from the other
dialects. The same pattern of gains holds for parti-
cles, previously the second most difficult category,
except for MAG. The current second most difficult
POS tag are adjectives. Here we see a decrease
over all dialects in comparison to Figure 1. This
can be explained by the systematic ambiguity be-
tween nouns and adjectives. The POS tagger seems
to favor annotating these ambiguous words as ad-
jectives, which leads to a high precision for nouns,

13We do not use BERT embeddings since they cannot be
easily integrated into the POS tagger architecture. See Table 7
for embedding parameters.

Figure 3: Results per dialect (precision) when using
pre-trained embeddings.

and a low one for adjectives.
For instance, the adjective 	­�

�
@ (Eng.: sorry) is

tagged as NOUN because of its alternative interpre-
tation ‘regret’.

10 Conclusion and Future Work

We have investigated POS tagging for Arabic di-
alects when the test set is out-of-domain. This
setting has proven to be difficult, originally result-
ing in a low accuracy. Our work shows that we can
improve the POS tagger’s accuracy by upsampling
the target dialect in the training data, by increasing
consistency of annotations, and by using word em-
beddings pre-trained on a large corpus of dialectal
Arabic. On average we have seen improvements of
about 20 percent points.

Our overarching goal is the investigation of
morpho-syntactic and syntactic differences be-
tween Arabic dialects. Our next step is to experi-
ment with the granularity of POS tags. The current
small POS tagset may not provide enough infor-
mation for an investigation of syntactic differences.
We also plan to develop a parsing model for Arabic
dialects.
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Abstract

Deep learning algorithms can identify related
tweets to reduce the information overload that
prevents humanitarian organisations from us-
ing valuable Twitter posts. However, they rely
heavily on human-labelled data, which are un-
available for emerging crises. Because each
crisis has its own features, such as location,
time and social media response, current mod-
els are known to suffer from generalising to
unseen disaster events when pre-trained on
past ones.Tweet classifiers for low-resource lan-
guages like Arabic has the additional issue of
limited labelled data duplicates caused by the
absence of good language resources. Thus, we
propose a novel domain adaptation approach
that does not rely on human-labelled data to au-
tomatically label tweets from emerging Arabic
crisis events to be used to train a model along
with available human-labelled data. We eval-
uate our work on data from seven 2018–2020
Arabic events from different crisis types (flood,
explosion, virus and storm). Results show that
our method outperforms self-training in classi-
fying crisis-related tweets in real-time scenar-
ios.

1 Introduction

Arabic represents the world’s fifth most spoken
language and Arabic language users are the fastest-
growing language group on the web (Lane, 2019).
In February 2011, protestors in Egypt used Twit-
ter as their main communication platform (Tufekci
and Wilson, 2012). This emphasises that Twitter is
an important and rich source of real-time and use-
ful information during crises in Arabic countries.
People share their statuses and post information
about injured or dead people and infrastructural
damage (Vieweg, 2012). They also tweet to ask for
help or to offer help to others. Although humani-
tarian organisations could use these information to
significantly improve crisis response with regard
to reducing human and financial losses, they do

not due to the information overload issue (George
et al., 2021). To solve this problem, deep learn-
ing algorithms have been utilised to identify Ara-
bic tweets from unseen crises to support disaster
management and enhance situational awareness in
the Middle East (Adel and Wang, 2020; Alharbi
and Lee, 2021). However, they did not consider
the domain-shift between source and target tweets
posted during these events, which prevents the mod-
els from reaching a good generalisation level. As a
result, semi-supervised approaches that automati-
cally generate new labelled training data from an
unlabelled corpus to reduce the gaps between the
two domains are desirable.

Distant supervision has been applied to auto-
matically generate new labelled training data for
event extraction task (Chen et al., 2017; Zeng et al.,
2018). Moreover, semi-supervised domain adapta-
tion techniques have been successfully adopted to
incorporate unlabelled target data to labelled source
data to reduce the domain-shift between the two do-
mains. Our work here is motivated by the success
of applying distant supervision and domain adap-
tation methods to high-resource English-language
tweets presented in our previous works (ALRashdi
and O’Keefe, 2019; Alrashdi and O’Keefe, 2020).
However and unlike English, Arabic is considered
a low-resource language, with several notable is-
sues highlighted in the crisis literature. First is the
lack of labelled Arabic tweets for crisis response
(Adel and Wang, 2020). Second, the lack of good
supporting resources for Arabic, such as external
knowledge bases or language dictionaries (Alharbi
and Lee, 2019). Finally, Arabic tweets are informal
and regional in nature, and Arabic regions have
unique dialects which differ in syntax, phonology
and morphology (Chiang et al., 2006).

In this paper, we propose an adaptive domain
adaptation method from our previous work for
English crisis response in (Alrashdi and O’Keefe,
2020) to overcome all these challenges for Arabic
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crisis response. Our work, here, aims at minimis-
ing the domain shift between the target and the
source Arabic tweets. We use a distant supervision-
based framework to label the unlabelled target data
(pseudo-labelling), whereby an initial keyword list
is established using clusters from past events. The
most related keywords are then selected using a sta-
tistical method. The selected keyword list is then
expanded by employing distant supervision via
an external source (Almaany1), and those tweets
with a bigram of keywords are labelled as positive
tweets, while tweets with none of the keywords are
labelled as negative tweets. The generated labelled
data is then mixed with the available source data
to train a new target model. Unlike self-training
in (Win and Aung, 2018; Li, 2021), our method
does not replicate the label noise that exists in the
current dataset. In addition, crisis data that cannot
be detected using existing keyword alert systems,
as in (Sakaki et al., 2010), will be detected by our
method because of the new crisis keywords derived
from Almaany. To the best of our knowledge, this
is the first attempt to use distant supervision un-
der the umbrella of domain adaptation techniques
to classify unseen crisis-related Arabic data from
current events. The experimental results show that
the proposed method can be seen as a robust ap-
proach to classifying unseen Arabic tweets from an
emerging event regardless of the crisis types used
to create the keyword list. Furthermore, it extends
our framework’s abilities from our prior work to au-
tomatically label data from low-resource languages
with limited capabilities.

2 Related work

Distant supervision (DS). Recent NLP studies
have shown the effectiveness of using DS to gen-
erate training data via external sources. The re-
searchers in (Chen et al., 2017) employ DS to au-
tomatically generate a large-scale dataset using a
linguistic knowledge base (FrameNet) for event
extraction tasks, where triggers and arguments are
extracted from Wikipedia data. Zeng et al. (2018)
argue that detecting key argument is enough for de-
termining the event type for event extraction tasks.
They extract the most related arguments that best
describe the event from existing structured knowl-
edge (FreeBase). However, we use an Arabic dictio-
nary (Almaany) for Arabic ill-formed texts, tweets,
based on the existence of essential keywords in the

1available on: https://www.almaany.com

synonyms of a related form.
Domain adaptation (DA). Li et al. (2018b) in-
troduce a semi-supervised DA approach that does
not require limited labelled data from the target
domain. They use a pre-trained model on one crisis
dataset to classify tweets from an emerging event
– to be added to the training data in the retrained
stage. Their iterative self-training method shows
good results, particularly when classifying tweets
related to a specific crisis. This method outper-
forms expectation-maximisation when combined
with naive Bayes (Li et al., 2018a). Self-training
has been also combined with deep learning mod-
els and findings indicate that using unlabelled tar-
get data resulted in better adaptation performance
(Li et al., 2021). Alharbi and Lee (2022) preform
similar study by applying data selection with pre-
trained learning models on tweets related to Arabic
crises. Another work extends domain adaptation
with adversarial training to include a graph-based
semi-supervised learning (Alam et al., 2018). F1
score on only two datasets (Queensland Floods and
Nepal Earthquake) improves the performance with
5%–7% absolute gain.
To contribute to this line of research, we propose
an adaptive yet novel semi-supervised DA that
uses DS to give pseudo-labels to unlabelled data
from target event to be then incorporated to labeled
source data from past disasters to build a robust
Arabic crisis-related classifier. We compare our
method to the widely used labeling technique in
the literature, self-training. We also explore using
keyword sets from different crisis type to the target
event.

3 Proposed Method

The method consists of two stages as described in
algorithm 1.

3.1 Distant supervision-based labelling
framework

The proposed labelling framework is described by
the steps shown in Figure 1.

Step one: Creating the initial keyword
list. We use K-means to classify several Arabic
corpora from different events. K-means has
been successfully applied to different Arabic
Twitter data (Sangaiah et al., 2019; Saeed et al.,
2022). For cluster optimisation, elbow method
was uncertain for our data because the results
shown in the figures are not clear. Because of

250



Algorithm 1 Robust domain adaptation approach
with pseudo-labelled target data.

1. Given: Clusters of tweets related to several
crisis events from different time intervals and
locations (CLS); manually Labelled tweets of
source data (MLS); unlabelled tweets from
target domain (UT) retrieved using Twitter
API and publicly available tweet IDs; and
manually labelled test data from target domain
(MLTT).

2. DS-based labelling stage: Use our framework
to label UT based on CLS and employing
distant supervision via external knowledge
base (giving them pseudo-labels).

3. Adaptation stage: Build a target model using
MLS with the pseudo-labelled data from the
target domain.

4. Evaluate the model on MLTT.

Create crisis type 
keyword list 

Unlabelled Arabic 
data from source 

events 

Initial 
Keyword list 

Select top K 
keywords 

Expand the 
Keyword list (DS) 

Reduce the noise 
(Bigram of words) 

Top K
Keyword list 

KW = RSi * CR 

Expanded 
Keyword list 

Unlabelled tweets 
from target 

Arabic crisis event  

Automatically 
label tweets 

Twitter  

Labelled data 
from target 

event  

Gather tweets 
using Tweets’ ID 

Almanny
Arabic-to–Arabic 

Dictionary  

Clustering  
(K-means) Clusters  

Figure 1: The proposed labelling framework.

that, we use silhouette score measurements to
determine the optimal number of clusters to apply
K-means to the data for every crisis event from
the unlabelled corpora. After that, we assign
profiles as labels for each cluster. The reason
behind labelling the clusters is that assigning
profiles that describe the tweets within the clusters
is another way to decide whether the cluster is
related to the crisis and informative. To do so,
we follow the centroid approach: we pick the
centre data point of each cluster to extract the
cluster’s features. This approach is suitable for

our work because the variance within the clusters
is slight, and the centre data point of the cluster
is the closest one to represent it. Our data are
similar in that the tweets are all posted during a
crisis and different in providing information about
it. Therefore, other approaches can be misleading
for our data. To ensure the effectiveness of the
centroid approach, we select the closest three data
points instead of one. We then extract the features
for each cluster and use them to assign profiles
from these data points. Our data represents many
crisis topics, including: advertisements; political
opinions; irrelevant to the crisis; emotional
support; infrastructural and utility damage; dead,
injured or affected people; and providing help
and caution advice. For example, the closest
three data points for cluster #3 in the Beirut
Explosion corpus (3,445 tweets) are: "TlyO�
.531 Y�� �f�r� �¤ry� # ºAny� CA�f�� Ylt�
https://t.co/Hbah7vFFKi.https://t.co/HLYVLF7zco"
, "AmyJ¤ry¡ ¨� �d� Am�  wk§ A� ¢bJ�
Y�r���¤ Yltq�� �� ­ryb�  �d�� ¨�AFA�A�¤

�¤ry� ��r� CA�f�� # �¤ry� CA�f�A#"
and "z¡ ©@�� �¶Ah�� CA�f�®� w§dy� �R¤�
¢n� �t� CA�f�¯� �¤ry� # Ty�Anbl�� Tm}A`��
Y�r��� ��rK� ªwqF �� ºAb��¤ ryb� CA� 
https://t.co/uwD2JWpyF4". These tweets contain
the words "Ylt�", which mean (dead people),
"CA�f��" (explosion) and "Y�r�" (injured
people). It is obvious that the most represented
tweets of the cluster talk about dead and injured
people during the Beirut Explosion incident.
As a result, this topic is assigned to cluster #3.
After assigning topics to clusters, we divide the
clusters into two classes: related and informative
and irrelevant or not informative. In particular,
infrastructure and utility damages, dead, injured or
affected people, and providing help and caution
advice are classified as related and informative.
On the other hand, advertisements, political
opinions, and emotional support are labelled
as irrelevant or not informative. While doing
this, we observe that all the crisis events have a
cluster with a vast number of tweets advertising
for specific products or services. We decide to
label the tweets expressing political opinions and
emotional support as not informative because the
information in the posted tweets offers no benefits
to humanitarian organisations. Finally, the initial
keyword list is created based on the chosen clusters
(related and informative) from different collections
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related to the same crisis type. We stem each
word to its root by utilising ISIRI Stemmer, as in
(Al-Horaibi et al., 2017; Abuaiadah et al., 2017),
to avoid word redundancy and reduce the amount
of linguistically similar words. We also use NLTK
libraries to remove stop words such as ", �� ,¨�
�@¡", hashtags such as "CA�f�A#", places such as

" �VAb��rf�" and useless Twitter-specific words
such as "RT" and "via" from the initial keyword
list. To conduct fair experiments, at this point, we
eliminate the test event data.
Step two: Selecting top K keywords. The top K
keywords are then chosen based on an intrinsic
filtering method. To select the top K keyword list
for Arabic crisis events, we calculate the keyword
(KW) value, inspired by (Chen et al., 2017), for
each keyword in the initial keyword list. In a
tweet, a word that describes a given crisis type
can be a verb, a noun or an adverb. For instance,
for the Floods crisis type, the top K keyword list
contains "�r�", "�yF",and "rW�", which have
the highest KW values compared to the other
words in the initial Floods list. Intuitively, a word
describing a crisis type appears more than other
words in the related tweets. In addition, if the same
word appears in both related and unrelated tweets,
it has a low probability to be a keyword of this
crisis type. Thus, KW is calculated as follows:

RSi =
Count(Wi, CT )

Count(CT )
(1)

CRi = log
3

(Count(CTCi)
(2)

KWi = RSi ∗ CRi, (3)

where RSi (role saliency) represents the saliency
of i-th keyword to identify a specific word of a
given crisis type, Count(Wi, CT ) is the number
of a word Wi that occurs in all the tweets related to
the crisis type CT, and Count(CT) is the count of
times that all words occur in all the tweets related
to the crisis type. CRi (crisis relevance) repre-
sents the ability of the i-th keyword to distinguish
between the tweets related to the crisis type and
irrelevant tweets, and Count(CTCi) equals 1 if
the i-th keyword occurs only in the related tweets
and 2 if the i-th keyword occurs in both related
and irrelevant tweets. We compute KWi for all the
words in the initial keyword list from step one and
sort them according to their KW values to select
the top K keywords for a given crisis type. Table
1 shows that crisis-related and flood-related words

Ranking Keyword KW Value
1 rW� 0.00371
2 �r� 0.00130
32 rs� 0.00065
98 C� �C 0.00019

Table 1: KW values of some words from the initial
Floods keyword list.

have higher KW values than the unrelated ones.
Other statistical methods such as pointwise mutual
information (PMI; (Church and Hanks, 1990)) or
term frequency-inverse document frequency (TF-
IDF; (Jones, 1972)) have not been used here for
solid reasons. Calculating PMI for positive and
negative examples to give the final PMI score is not
a fair metric in our case because of the imbalanced
data problem in Kawarith dataset. On the other
hand, this problem does not affect our formula as
Count(CT) accounts for the total number of words
in the related tweets only. TF-IDF is not suitable in
our case because IDF has more impact on the final
result than TF; in our case, they should be equally
important since tweets are short and full of noise.
If we used TF-IDF on our data, rare words such as
misspelled words would have higher TF-IDF than
essential keywords. Additionally, an important key-
word may appear in both related and not related
tweets. For instance, in earthquake crisis-type data,
the word "earthquake" may appear very frequently
in related earthquake event tweets but only once
or twice in unrelated earthquake event tweets. On
the other hand, our method does not discard the
impact of word frequency if the word appears in
both related and unrelated tweets.
Step three: Applying distant supervision. The
list containing top K keywords is then expanded to
include similar semantic words from the Almaany
Arabic-to-Arabic dictionary. Almaany is an online
dictionary that provides corresponding meanings
with similar semantic words for each term in Arabic
and has been widely used by in Arabic researches
(Touahri and Mazroui, 2021; Al-Matham and Al-
Khalifa, 2021). We retrieve all the synonyms pro-
vided by Almaany for each crisis keyword if the
corresponding meaning of the top keyword is re-
lated to the crisis type. For example, the top key-
word "�yF" exists in the Almaany dictionary but
with two corresponding meanings based on the
shape and the signs of the word: " �"yaF " and "
�ÌyF".The meaning of " �"yF" is the water of the
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rain that rushes over the earth’s surface, whereas
"�ÌyF " refers to converting material from a solid
state to a liquid state. According to their meanings,
" �"yaF " is related to the Floods crisis type, but "
�ÌyF" is not. Thus, all the synonyms associated

with " �"yaF ", such as "  ASy� " and "  A�wV "
can be mapped to " �"yaF ", which is a crisis key-
word gathered from the first step and selected in
the second step as one of the top K keywords based
on its high KW value. In other words, if one of
the top crisis type keywords exists in the Almaany
dictionary and its meaning relates to a given crisis
type (Floods or Explosion), then distant supervi-
sion assumes that all the synonyms related to the
given word express that crisis type. As a result, the
number of keywords increases in the final list. For
instance, the number of keywords rises from 10 to
78 in the keyword list for the Floods crisis type.
This list contains two types of keywords: strong
keywords (top K keywords) and weak keywords
(extracted from Almaany). If a word exists in the
top K keywords and is a synonym associated with
another top K keyword at the same time, then we
consider it a strong keyword. Weak keywords may
bring noise to the data, which we try to reduce in
step five. As a result, 7 final keyword lists are gen-
erated according to the test event and the crisis type
of the test event.
Step four: Gathering unlabelled tweets from
prior crisis events. These tweets are obtained us-
ing Twitter API by their IDs provided by an Arabic
twitter corpus (Kawarith) (Alharbi and Lee, 2021).
Step five: Noise reduction. We filter the unla-
belled corpus gathered from step four after deleting
duplicated and non-Arabic tweets by applying a
specific lexical feature (bigram of keywords). After
cleaning the unlabelled tweets, only the examples
with two keywords from the final keyword list re-
main. This step reduces the effect of a powerful
hashtag when the hashtag without the "#" symbol
is one of the keywords. For example, if we use "#
A�¤Cw�" as one of our hashtags in the previous
step, and "A�¤Cw�" is one of the keywords in the
final keyword list, then tweets like "�yf§A� xA�
�AbW� X�� ¤ �K� xA� ¤ A�¤Cw� # ��
�yq�¯ ¢l�� ºAJ  � d§¤r� d§¤r� �Akl� ¤
��dn� ¢l�A� �Akl� ¤ �AbW� ��K�� �Ð w¡A�
?? A�dn� H� ¯� ¤" will not be selected for the
Covid’19 event. On the other hand, the tweet "@RT
@masrawy: �§r�� 51 T�A}� 5 �rO� ��A`#
��C¤±� dh`� CA�f�� �y}Af� �Kk� Tyl��d��"

will be selected for the Cairo Bombing event be-
cause of the appearance of at least two keywords
from the final Explosion keyword list: "T�A}�"
(derived from "
A}�" and "CA�f��" (derived from
"rÌ��" in this case. This process also eliminates
several tweets that contain only one weak keyword
expanded from Almaany, which decreases most
of the noise caused by step three. For instance,
the tweet "@3ashoouur: ¢f}A`�� ¢l�� ºAJ  �
d��¤ 
y� ¨� ¨t�� ¤ A�� �yFwb��  wk� ¢§A���
" will not be chosen for the Dragon Storm event
since " ¢f}A�" is a weak keyword derived from
Almaany using "�O�" which is associated with
one of the top K keywords for the Floods crisis
type, "CAO��".
Step six: Labelling the corpus as related and
not related examples. A collection of data from
the new crisis event is automatically generated by
labelling tweets from step five as relevant (positive)
examples and tweets with no keywords from the ex-
panded keyword list as not related (negative) exam-
ples. For instance, the tweet " RT @ww6223ww6:
�A�A�t�� ¨� �`�� ºAn��¯ ¢l��  Ð�� �y�wt�A�
CA�t�� T·� ¤ �yy�AnO�� T·� ¨� T§CA�t�� T�r���
�VAb�� rf�#" will be labeled as not related be-
cause of the absence of keywords from the final
Floods crisis-type list.

3.2 Adaptation stage

We add the pseudo-labelled target data created in
the first stage to the available manually labelled
source data from the same crisis type as the target
crisis (from Kawarith) to build a new target model
to classify the unseen tweets from the emerging
event. Pseudo-labelled target data generated by
our distant supervision-based framework provides
new keywords than those existed in the source data.
Adding these data to the manually labelled tweets
brings target-related features to the training data,
including location and crisis nature. By mixing
the source and target data in training the target
model, we increase the ability of the target classi-
fier to identify related target tweets, including any
type of information during the target event lifetime
(Sit et al., 2019). For example, tweets containing
advice, warnings and alerts start to appear at the be-
ginning of the event onset and decrease thereafter
while tweets containing reports on damage and af-
fected individuals reach their peak in the middle of
the disaster.
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4 Experiments

To determine the effectiveness of using pseudo-
labelled target data generated by our framework
in domain adaptation settings, we compare two la-
belling with three adaptation methods. To automat-
ically give labels to the unlabelled target data we
apply Distant Supervision (DS) – using our distant
supervision-based framework; and Self-Labelling
(SelfL; (Li et al., 2018b)) – using a pre-trained
model on MLS.

To incorporate target labelled data, we use three
adaptation methods: Target Model (TM) – build-
ing a model following the source architecture as
described in the above section; Finetuning (FT) –
modifying all the weights of the pre-trained model
using the pseudo-labelled or self-labelled target
data; and Feature extraction (FX) – treating the
pre-trained model as a feature extractor. Here, we
only train a linear classifier using pseudo-labelled
or self-labelled data on the top of the extracted
features.

As a result, we compare 8 classifiers on 14 set-
tings (keyword sets from the same or different crisis
type of the target event - both from Kawarith, as
shown in Table 2): (1) SL-LT, supervised learning
model trained on MLTT (upper limit); (2) SL-LS,
supervised learning model pre-trained on MLS (
lower limit); (3) DS-TM; (4) SelfL-TM; (5) DS-
FX; (6) SelfL-FX; (7) DS-FT; and (8) SelfL-FT.
All the models are tested on MLTT. To train SL-LT,
we split MLTT into training (70%) and testing sets
(30%). The same testing set is then used to evaluate
all the models on the given events. We consider
the lower limit model to be our baseline, while the
upper limit model is our ideal case.

We follow (Alharbi and Lee, 2021) in clean-
ing Arabic input tweets. We substitute hyperlinks
with the Arabic word "X��C", which means HTTP
address or URL. Similarly, we replace user men-
tions with "�d�ts�", hashtags with "�AtJA¡",
and numbers with "��C". Four types of letter nor-
malizations are performed: (1) "� ,� , �", the dif-
ferent forms of alef are normalized to " � "; (2) "
« ,¹", forms of elaf maqsora, to "© ", (3) "¦", a
form of waw, to " ¤"; and (4) ta marboutah "£ , ­"
to "£".We also eliminate stop words, special char-
acters, punctuation, Twitter-specific words such as
"RT", elongation, emojis, non-Arabic characters,
diacritics and short vowels. We use ConvBiLSTM
(Tam et al., 2021) as the tweet classifier which con-
tains two sub-models: the CNN model for feature

Setting Keyword Set Target Set
S1 Explosion Cairo Bombing
S2 Explosion Beirut Explosion
S3 Floods Jordan Floods
S4 Floods Kuwait Floods
S5 Floods Hafer-albatin Floods
S6 Floods Covid’19
S7 Explosion Covid’19
S8 Floods Dragon Storm
S9 Explosion Dragon Storm
S10 Floods Cairo Bombing
S11 Floods Beurit Explosion
S12 Explosion Jordan Floods
S13 Explosion Kuwait Floods
S14 Explosion Hafer-albatin Floods

Table 2: Source, keywords and target set for each setting
(S) in our experiments.

extraction and the BiLSTM model for interpreting
the features across time steps in both directions. We
define a sequential model and add various layers
to it. The first is the embedding layer, which rep-
resents fastText Arabic embedding as it has been
pre-trained using Arabic Wikipedia articles and
outperforms other embeddings in Arabic text clas-
sification (DHARMA et al., 2022; Habib et al.,
2021). The pre-trained embedding has been also
fine-tuned in our work using tweets from Kawarith.
The embedding layer converts tweets into numer-
ical values and feature embedding. Feature em-
bedding is then fed into the CNN layer with 64
filters and max pooling of size 4. The output of
the CNN layer (reduced dimensions of features) is
received by the BiLSTM layer with 100 neurons,
followed by dropout layers with a rate of 0.5 for
regulating the network. The final dense layer is the
output layer with two cells representing categories
along with a sigmoid activation function to produce
classification results. To obtain the best parameter
for our model, we utilise Adam as an optimiser
and binary cross-entropy loss and set the maximum
length to 100. In the end, our model with 25 epochs
and a batch size of 32 yields better results. And due
to the stochastic nature of the learning algorithm,
we repeat every experiment 30 times and take the
mean as the final score.

5 Results and Discussion

Results from the first column in Table 3 show that
SL-LS can be useful when classifying target Arabic
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S/M SL-LS DS-TM SelfL-TM DS-FX SelfL-FX DS-FT SelfL-FT SL-LT
S1 0.753 0.833 0.608 0.683 0.784 0.628 0.795 0.945
S2 0.768 0.831 0.589 0.618 0.584 0.635 0.592 0.881
S3 0.798 0.822 0.687 0.804 0.647 0.803 0.625 0.924
S4 0.746 0.803 0.653 0.708 0.819 0.725 0.802 0.929
S5 0.717 0.747 0.757 0.754 0.679 0.754 0.670 0.839
S6 0.744 0.846 0.741 0.850 0.757 0.842 0.757 0.954
S7 0.744 0.831 0.741 0.730 0.757 0.729 0.757 0.954
S8 0.658 0.741 0.560 0.742 0.647 0.725 0.640 0.852
S9 0.658 0.734 0.560 0.651 0.647 0.612 0.640 0.852
S10 0.753 0.843 0.608 0.694 0.784 0.689 0.795 0.945
S11 0.768 0.771 0.589 0.682 0.584 0.687 0.592 0.881
S12 0.798 0.810 0.687 0.640 0.647 0.644 0.625 0.924
S13 0.746 0.767 0.653 0.719 0.819 0.753 0.802 0.929
S14 0.717 0.737 0.757 0.505 0.679 0.532 0.670 0.839

Table 3: Results in F1 score for 8 models tested on 5 crisis events from the same crisis type and 9 crisis events from
different crisis type as the keywords set. Note that S is the setting and M is the model. Best results are in bold.

data. F1 scores for most settings are above 0.70,
except for settings 8 and 9 (0.658), which represent
the same target data (Dragon Storm). This outcome
suggests that crisis data from other crisis types of
the target event can be used to train a model for
identifying Arabic tweets for crisis response. This
result is consistent with prior studies (Nguyen et al.,
2017; Li et al., 2018a). On the other hand, Dragon
Storm in settings 8 and 9 does not share any of
the common features, such as crisis type, location,
occurrence time or dialects, with the source events
or the keyword sets. This is not the case for the
Covid’19 event, since dialects used to post tweets
about Covid’19 have been used in the data of the
source event, including Saudi and Kuwaiti. This
observation clarifies the gap in F1 scores between
Dragon Storm and Covid’19 (0.658 < 0.744).

5.1 Keyword and target sets share crisis types

From Table 3, we find out that at least one of the
domain adaptation models outperforms SL-LS in
all the settings. The highest scores are recorded
by DS-TM for all the settings except settings 4
(SelfL-FX) and 5 (SelfL-TM). In contrast, it is clear
that DA techniques are not always better than SL-
LS. For example, SelfL-FX causes the Beirut Ex-
plosion model’s performance to decrease by 18%,
while SelfL-FT causes the Hafer-albatin Floods
model’s performance to fall by 4%. This is based
on the level of similarity between source and target
data and the nature of the adaptation methods. In
FX, the high-level features of the source data are

transferred to the target data; in FT, more specific
target features are incorporated through changing
the weights of some layers. Having said that, the
Beirut Explosion data differs from the source data
even with the existence of another explosion event
(Cairo Explosion). The Cairo and Beirut Explo-
sion data are written in different dialects and have
dissimilar characteristics: Cairo Explosion was a
terrorist act, whereas Beirut Explosion was caused
by mismanagement on the part of the Lebanese
government. On the other hand, the two Floods
events in the source data used to train the model
make the Hafer-albatin Floods data very similar.
To summarise, DS-TM can be seen as the best gen-
eral approach among the other 5 domain adaptation
classifiers – regardless of the similarity between
source and target domains – as it reports the best
results in 3 out of 5 settings and a very minor gap
compared to the best score in the other two (< 1%).
An interesting finding, from columns 2 and 3 for
settings (1-5) in Table 3, is that DS performs better
as a labelling method than SelfL when TM is used
as an adaptation method in 4 out of 5 settings. For
setting 5, SelfL-TM is better than DS-TM with a
gap of 1% in model performance. However, it is
clear from the results that DS-TM always improves
the performance by an average of 5.5%. In contrast,
SelfL-TM causes a decline in performance for 4 out
of 5 target events (average of 12.2%). The model
performance when FX is used to adopt pseudo-
labelled target outperforms that with self-labelled
data in 3 settings (2, 3 and 5). The same scenario is

255



replicated for the last adaptation method, finetun-
ing (FT). These outcomes suggest that the impact
of the labelling method is greater than the impact
of the adaptation method when pre-trained models
are used due to the nature of the labeling method.
DS produces pseudo-labelled target data with im-
portant keywords extracted from the keyword set
with the same type and new keywords derived from
Almaany. This can be very useful if the test set
includes these initial or derived keywords. How-
ever, if the source and target data are alike in terms
of having similar event features (e.g., location, in-
frastructure damage, people response and dialects),
then SelfL can produce accurate self-labelled target
data. On review, we observe that 5 out of the 10
top keywords are present in tweets from setting 3,
the Jordan Floods incident. Additionally, 62.5%
(50 out of 80) of the expanded keyword list oc-
cur in the target data. This increases the ability of
the DS labelling method to accurately label tweets
from this event to the extent that building a target
model along with the source data performs better
than other models. In setting 5, SelfL-TM out-
performs other domain adaptation methods. The
reason behind this result is that Hafer-albatin is
very similar to the other two Floods events, espe-
cially Kuwait Floods. Hafer-albatin and Kuwait
are proximal locations and share dialects. Another
reason is that the incident data contain 5 out of
the top 10 Floods keywords, yet the percentage
of the expanded keywords from Almaany is low
(38%). Although SelfL-TM should report better
results for Kuwait floods than DS-TM because of
the similarity level with Hafer-albatin Floods and
the small number of common top keywords (3 out
of 10), it does not. This can be explained by the
nature of the Arabic language, any root word in
Arabic has more than 10 shapes regardless of the
language signs. This increases the ability of our
framework to retrieve more related tweets where
most of the expanded keywords occurring in the
target data are shapes from root words such as "
C@�§ , ¤C@�§ ,C@� ,r§@��" from " C@�

". This represents a significant advantage in us-
ing our framework to automatically label Arabic
crisis tweets from emerging events. We also note
that, in setting 2, both labelling methods cause a
substantial drop in model performance when FT or
FX is used as the adaptation method, unlike in the
other settings. This is because of the high level of
divergence between the source and target domains

– to the extent that using a pre-trained model in the
domain adaptation method always inhibits model
performance.

5.2 Keyword and target sets from different
crisis types

As stated in column 2 for settings (6-14) from Table
3, and as expected, DS-TM results slightly decrease
when using crisis data from different crisis types
as the target data to create the keyword set. We
find that the number of the shared top or expanded
keywords occurring in the target data decreases.
Evidently, when the number of shared keywords
decreases, the performance of DS labelling method
also declines. However, this is not the case in set-
tings 1 and 10. Our results are better in classifying
the Cairo Explosion data when the Floods keyword
set is used in place of the Explosion keyword set.
This is because the number of the top Floods key-
words exist in tweets related to Cairo Explosion
event is higher than that of the top Explosion key-
words (6 > 5). The high divergence level between
the Cairo and Beirut Explosion data helps in pro-
ducing such an outcome. For the Kuwait Floods
event, the performance of DS-TM drops from 0.803
to 0.767 in F1 score. It is worth noting that the top
keyword list changes from the previous list and
does not include " C@�", which gives DS-TM an
advantage in the previous section. For the Covid’19
and Dragon Storm events, Table 3 shows that the
results of DS-TM change when using different cri-
sis types to build the keyword sets for Floods and
Explosion- settings 6 to 9. It seems that the frame-
work with the Floods keyword set generates better
pseudo-labelled data from Covid’19 and Dragon
Storm than with the Explosion keyword set. This
is definitely caused by the number of shared top
or expanded keywords. The Dragon Storm data
includes 6 top keywords and 55% of the expanded
keywords from the Floods keyword set. On the
other hand, only 2 top keywords and 16% of the
expanded keywords are shared with the Explosion
keyword set. The performance of our standalone
model supports this finding: for example, its F1
score for tweets related to Covid’19 in setting 6 is
higher than in setting 7. This is because setting 6
uses the Floods keyword set, while setting 7 uses
the Explosion keyword set. Based on these obser-
vations, we can posit that Arabic tweets from an
event of any crisis type can be used to generate
keyword sets for any emerging disaster. However,
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the performance of DS-TM can be improved by
using crisis data from the same or similar crisis
type to establish the initial keyword list for the
given emerging Arabic event. We note that us-
ing tweets from different crisis types to pre-train
a model to classify target events presents several
problems. The main issue is that keywords from
related tweets in the source data can be remarkable
keywords in the irrelevant target data. An example
of this case is setting 9, where the Explosion crisis
type included in the source data features terrorism-
associated words due to the nature of bombings and
explosions, while unrelated tweets from the Dragon
Storm target event contain these words due to the
crisis locations (Palestine and Syria), where people
often post about terrorist acts. Using DS to auto-
matically label the Arabic target corpus – before
merging with the manually labelled source tweets
to build DS-TM – dramatically reduces this prob-
lem. DS-TM does not use models pre-trained on
source data, and the DS labels the tweet as related
and informative only if it contains two keywords
from the expanded keyword set; it is rare to find
two terrorist words in one tweet posted during the
Dragon Storm crisis. Thus, the DS outperforms
SelfL in the three adaptation methods. Another
issue is that the number of shared top or expanded
keywords can be reduced when tweets from crisis
events belonging to different crisis types to the tar-
get data are used to generate the keyword sets. This
is the case in settings 11, 12, 13 and 14. Although
this issue restricts the capacity of DS to produce
good target pseudo-labelled data, the best reported
domain adaptation model for setting 11 is DS-TM.
This is because of the divergence level between
the source and target events, which leads SelfL to
produce noisy self-labelled data related to Beirut
Explosion incident. In contrast, DS-TM does not
outperform SelfL-FX for the Kuwait Floods event
– even in setting 13 with the increased number of
common top keywords. Nevertheless, this number
is still too small (4 > 3) to change the performance
of DS-TM. We also observe that DS-TM remains
the best reported domain adaptation model for the
Jordan Floods disaster in setting 12. Here, the
length and content of the keyword set change when
using incidents from another crisis type. Although
the number decreases, the list becomes richer by
including words with multiple shapes present in the
Jordan Floods data: " 	XA �® 	K @" and " T�CA�". This
is because of the powerful nature of the Arabic

language in having multiple shapes on one root as
discussed above. For setting 14 (Hafer-albatin), the
number of common keywords decreases from 5 to
2, with no words with multiple shapes like “�w}
”. Thus, SelfL-TM produces the best results among
the 6 domain adaptation models. In general, DS-
TM is the most robust tweet classifier among all the
mentioned domain adaptation models. In all cases,
it improves model performance after incorporating
the pseudo-labelled data, unlike the alternatives.

The last column in Table 3 show that the best
recorded DA models for all settings are very far
from the results for the upper limit, LT. One possi-
ble explanation is that the source data are collected
from events from various crisis types. In general,
therefore, the results of these Arabic domain adap-
tation models show much room for improvement.

6 Conclusion

We introduced a domain adaptation method to au-
tomatically label Arabic tweets from emerging dis-
asters. Our goal is to overcome the issues of low-
resource languages in applying solutions to domain
shifts between source and target data. We use clus-
ters instead of manually labelled tweets along with
Almaany to extend the initial keyword list. Re-
sults showed that our method always improves the
model performance (average of 3.7% absolute gain
in F1 score) if the keyword sets share the crisis type
of the target events.We also ran experiments to use
keyword sets from different crisis types to the tar-
get incident. As a result, we found out that our
framework can classify unseen tweets from a given
disaster using a keyword set from different disasters
and DS-TM always improves model performance
(average of 5.5% absolute gain in F1 score). To this
end, we can say that that DS-TM represents robust
models to classify tweets from emerging events for
languages with limited resources. It also expands
our approach’s ability to use corpora from other
crisis types of the target data to create keyword
sets that suit the situation of Arabic tweets. We
hope that leveraging automatically labelled data
will accelerate the current research on classifying
Arabic tweets in crisis response. In the future, we
want to extend our method to other low-resource
languages like Spanish. We also believe that tweets
share features with ill-formed texts, which points
to the potential of our method to identify specific
events, behaviors or feelings expressed on other
communication platforms.
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Abstract
The lack of resources such as annotated
datasets and tools for low-resource languages
is a significant obstacle to the advancement of
Natural Language Processing (NLP) applica-
tions targeting users who speak these languages.
Although learning techniques such as semi-
supervised and weakly supervised learning are
effective in text classification cases where an-
notated data is limited, they are still not widely
investigated in many languages due to the spar-
sity of data altogether, both labeled and unla-
beled. In this study, we deploy both weakly,
and semi-supervised learning approaches for
text classification in low-resource languages
and address the underlying limitations that can
hinder the effectiveness of these techniques.
To that end, we propose a suite of language-
agnostic techniques for large-scale data collec-
tion, automatic data annotation, and language
model training in scenarios where resources are
scarce. Specifically, we propose a novel data
collection pipeline for under-represented lan-
guages, or dialects, that is language and task
agnostic and of sufficient size for training a lan-
guage model capable of achieving competitive
results on common NLP tasks, as our experi-
ments show. The models will be shared with
the research community 1.

1 Introduction

In recent years, the emergence of social media plat-
forms allowed the increased use of the informal
form of a language in online user-generated con-
tent. As a result, more languages are present in
online content, introducing a challenge to language
processing tools that are developed to improve user
experience. This is evident in the discrepancy in
the levels of support for many tasks in language
technologies for different languages, such as the
lack of keyboard support and spell checking exten-
sions for low resource languages, even those with
a large online user base (Soria et al., 2018).

1https://huggingface.co/reemalyami

Supervised learning models for text classifica-
tion are ubiquitous in natural language processing
tasks (Minaee et al., 2021). For high-resource lan-
guages such as English, Chinese, and German, a
variety of annotated datasets are constantly made
available by both industry and academia (Wang
et al., 2019a; Xu et al., 2020; Schabus et al., 2017).
On the other hand, low-resource languages such as
many Asian languages still suffer from a shortage
of annotated datasets for fundamental NLP tasks,
including text classification (Joshi et al., 2020).
Given that many NLP applications, whether speech
or text, heavily rely on classification, this short-
age can negatively impact the accessibility of AI-
enabled services to speakers of these languages
(Minaee et al., 2020). To assist in reducing this gap
of opportunity, a large body of studies in the NLP
community is dedicated to facing challenges with
low-resource languages using several approaches.

One approach is to focus on developing multilin-
gual models that are capable of learning language-
agnostic representations of data (Wang et al., 2020).
Another approach uses meta-learning and few-shot
learning models to improve results on tasks with
small sets of annotated data (Pires et al., 2019;
Artetxe et al., 2017). Adapting to small sets of data
can also be achieved using semi-supervised models
where a seed of annotated data is used to boot-
strap a supervised model using only a relatively
small set of labeled data (Van Engelen and Hoos,
2020). Weakly supervised models fall into this
class of approaches as well, where primary exter-
nal knowledge sources are incorporated to provide
larger sets of annotated data for the model (Elna-
gar et al., 2019; Guellil et al., 2020). For extremely
low-resourced languages, these techniques are diffi-
cult to apply due to the lack representative datasets
whether labeled or unlabeled (Joshi et al., 2020).

In this work, we address the challenges facing
incorporating learning techniques designed for sce-
narios where annotated data is scarce. Specifically,
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for Arabic dialects, the main challenge is that in
data sources where dialectal data in a raw form
is abundant, it is rarely distinguished from other
Arabic dialects, posing a challenge when the goal
is to target a specific dialect. To that end, we curate
and construct datasets and dictionaries, develop
an automatic annotation scheme, develop multiple
Pre-trained Language Models (PLMs) and conduct
an empirical study to examine the performance
of the text classification task under the learning
paradigms of semi, weak and full supervision. Al-
though Arabic is a widely spoken language, with
over 400 million speakers, it still remains a low-
resource language, especially in terms of the avail-
ability of annotated datasets for emerging NLP
tasks (Althobaiti, 2020). Thus, the approaches pro-
posed in this work, although testing on Arabic, are
applicable to any similarly low-resourced language.

In summary, the contributions of this paper are:

1. Propose a novel data collection pipeline from
Twitter that is language and task agnostic.

2. Construct seven Arabic dialect-specific dictio-
naries.

3. Develop an automatic annotation technique
for Arabic dialects.

4. Train seven Arabic dialect-specific language
models.

5. Propose a novel technique for Arabic dialect
classification that improves over conventional
semi-supervised methods.

6. Evaluate the performance of Arabic dialect
identification in supervised, weakly super-
vised, and semi-supervised settings.

The remainder of this paper is organized as fol-
lows. In the next section we present related work.
Section 3 presents the data collection and annota-
tion pipeline. In Section 4 we describe the pro-
posed language models. Section 5 describes the
classification models. In Section 6 we describe the
experimental setup and evaluation. In Section 7 we
provide a discussion. In Section 8 we conclude and
describe future directions for the work.

2 Related Work

2.1 Arabic Dialect Datasets
Arabic belongs to the group of diglossic languages,
where different variations of the language are spo-
ken in the community sharing the language. Arabic

has two general forms, Modern Standard Arabic
(MSA) the form used in written and formal commu-
nication among all speakers, and dialectal Arabic
(DA), which are local variants of the language used
in day-to-day communication varying based on re-
gion. In Arabic, there are multiple dialects in dif-
ferent regions of the Arab world: Gulf, Levantine
and North Africa. Users commonly communicate
in informal contexts using their local dialect rather
than the formal MSA, more so in spoken than writ-
ten. This introduces a challenge for Arabic-based
applications. As a consequence of the scarcity of
dialectal resources for Arabic, many studies fo-
cus on building Arabic dialectal corpora to inves-
tigate various NLP tasks in Arabic (Einea et al.,
2019; Abdul-Mageed et al., 2020; Bouamor et al.,
2018; Haouari et al., 2020; Elnagar et al., 2018;
Hasanain et al., 2018) (Alyami and Olatunji, 2020;
Al-Twairesh et al., 2018; Baly et al., 2019; Abdul-
Mageed et al., 2018a; Abidi et al., 2017; Itani et al.,
2017; Elnagar and Einea, 2016). Several of these
datasets are publicly available (Haouari et al., 2020;
Bouamor et al., 2018; Abdul-Mageed et al., 2020;
Elnagar et al., 2018; Einea et al., 2019) and have
greatly assisted both the research community and
industry in tackling Arabic NLP challenges.

Datasets for the Arabic Dialect Identification
(ADI) task vary in size, variety, granularity level,
and the domain of the text. As seen in early
work, datasets that investigate specific dialects on
a specific domain, namely, news domain, do so
on a certain granularity level that is the regional
level (Zaidan and Callison-Burch, 2011, 2014; Mal-
masi et al., 2016). Other work developed dialec-
tal datasets at the city and country levels. The
first focuses on the dialects in specific cities in
a country (Bouamor et al., 2018, 2019a; Abdul-
Mageed et al., 2018b). Country-level studies fo-
cus on a specific country and all the sub-dialects
spoke in that country. More recent works on the
country level dialect focus on a specific task (Yang
et al., 2020; Farha and Magdy, 2019; Habash et al.,
2019) or investigate the combination of MSA data
with other dialects (AlYami and AlZaidy, 2020;
Alshargi et al., 2019; Khalifa et al., 2016). In many
works, the collected data is based on crawling data
from user-profile content, resulting in data samples
that, semantically, represent the content discussed
by specific users around a specific set of seed words
(Abdul-Mageed et al., 2020; Bouamor et al., 2018,
2019a). In regards to automatic annotation of Ara-

261



bic datasets, the existing tools focus specifically
on linguistic annotation for limited Arabic vari-
eties, especially MSA, which in turn cannot readily
be used to annotate other dialects (Habash et al.,
2009).

2.2 Arabic Dialect Identification

In many cases, it is beneficial to identify the spe-
cific dialect prior to performing core NLP tasks
such as parsing, tokenizing or other downstream
tasks such as semantic inference (Abdelali et al.,
2016). For this reason, we conduct our study on
the specific problem of Arabic dialect classification.
Many ADI studies use n-gram based Language
Model (LM) where they adopt different character
level n-gram representations due to the Out Of Vo-
cabulary (OOV) problem (Malmasi and Zampieri,
2017; Mishra and Mujadia, 2019; Ragab et al.,
2019). Other features for classification such as
Term Frequency — Inverse Document Frequency
(TF-IDF) are used as well (Ragab et al., 2019;
Bouamor et al., 2019b; Abdelali et al., 2021; Ta-
lafha et al., 2020; Gaanoun and Benelallam, 2020).
Since many of these techniques lead to produc-
ing sparse representations, other work proposed
utilizing static dense vectors (Elaraby and Abdul-
Mageed, 2018; Meftouh et al., 2019).

Although dense vectors tend to improve classifi-
cation performance in general, their adaptations in
ADI yield results comparable to those of the n-gram
models (Abu Farha and Magdy, 2019). Addition-
ally, a key aspect to consider in Arabic dialects is
polysemous words due to Arabic dialects having
a shared vocabulary among them, yet the words
in many cases have different meanings from one
specific dialect to another (Zampieri and Nakov,
2021). Recent studies building on contextual fea-
tures demonstrated promising results on a range of
token and sequence classification tasks, including
the dialect identification task (Zhang and Abdul-
Mageed, 2019; Abdelali et al., 2021; Gaanoun and
Benelallam, 2020; Abdelali et al., 2021).

Due to the shortage in datasets for many indi-
vidual Arabic dialects, few efforts have utilized
semi-supervised learning (SSL) in classifying Ara-
bic dialects that showed promising results and some
outperformed supervised learning approach (Zhang
and Abdul-Mageed, 2019; Beltagy et al., 2020; Al-
thobaiti, 2021). In recent years weak-supervision is
utilized in text classification problems such as Ara-
bic dialect identification, sentiment analysis and

document classification as seen in the case of clin-
ical text classification (Huang, 2015; Deriu et al.,
2017; Meng et al., 2018; Wang et al., 2019b).

3 Data collection and annotation for
low-resource languages

In this section we describe our proposed ap-
proaches for large data collection for specific lan-
guages and dialects and our automatic annotation
approach for large data.

3.1 Large Data Collection
In order to build large datasets for low-resource lan-
guages we propose two approaches used to develop
two datasets, Arabic Dialect Short Text dataset
(ADST) and the Arabic Dialect Dictionary dataset
(ADD). The collection approach for each is de-
scribed below.

Arabic Dialect Short Text (ADST) is collected
from Twitter, since many Arab countries are among
the top 20 countries to use Twitter (Twi), in addi-
tion to the Twitter’s feature that allows retrieving
tweets given specific keywords. We use Tweepy
API that permits data collection for research pur-
poses under the digital millennium copyright act
2. Our approach for language or dialect specific
data, defines two parameters: keywords and the
location of the dialect, defined using country geo-
coordinates (latitude and longitude) via Free map
online tool 3 (loc).

In contrast to studies where keywords are
static, which limits dialect diversity and cover-
age (Bouamor et al., 2019a; Abdul-Mageed et al.,
2020), we propose to collect keywords dynami-
cally, i.e. collected from Twitter on a daily basis.
Keyword are obtained from the trending keywords
feature in Twitter for each of the targeted countries
to capture words related to the speakers of a given
dialect.

In order to collect country coordinates for Twit-
ter Data Collection we divide this into two sub-
components. These components are as follows:

1. Country Centric Point: To ensure collecting
dialectal tweets from the specified countries.
One of the parameters that can be passed to
the Twitter query is the latitude and longitude
of the targeted point to collect tweets from

2https://help.twitter.com/en/
rules-and-policies/copyright-policy

3https://www.freemaptools.com/
radius-around-point.htm
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the selected geographical location on the map.
Since Twitter permits that a geometric cen-
tering point on the country’s map is specified
using latitude and longitude and curating all
the tweets in the circle radius inside each coun-
try using an online tool to obtain these data
points as illustrated in the Figure 1.

Figure 1: Specifying a centring geographical point in Saudi
Arabia.

2. Coordinates: After defining a centring point
the countries coordinates were retrieved along
with area of the circle radius. In order to verify
the retrieved coordinates another online tool
is utilized were it yielded identical results 4.

Data Preprocessing

The preprocessing step includes de-duplication,
Arabic letter normalization, removal of digits, char-
acter elongation, and samples with less than seven
tokens in order to have richer representation. The
effect of preprocessing on ADST size is shown in
Table 1.

Country Retrieved Tweets Unique Tweets 7+ Tokens Tweets
Saudi Arabia (SA) 4,693,533 3,614,590 2,415,622

Egypt (EG) 5,677,800 3,313,610 2,099,977
Kuwait (KU) 4,047,308 823,546 477,973
Oman (OM) 665,463 316,500 200,384

Lebanon (LB) 670,715 294,275 204,430
Jordan (JO) 657,472 232,124 97,400
Algeria (DZ) 245,480 115,564 103,488

Table 1: ASTD size and the effect of the preprocessing
on the tweets

Arabic Dialect Dictionary (ADD)
In this study a dictionary refers to a list of words
and symbols that is usually used to automatically
label data in case human annotation is unavailable
as it is a cost effective method (Jurafsky and Martin,
2009). In our work seven Arabic dialectal dictionar-
ies are built from different Arabic dialect sources.

4https://latitude.to/lat/23.48690/lng/
44.82030

A dictionary for each country is built by collect-
ing popular dialect-specific terms from public web-
sites Mo3jam 5 and Atlas Allhajaat 6, where both
sources provide a list of dialectal terms. The ADD
is normalized using a similar process to ASTD
in addition to stopword removal. Stopwords are
collected from an online linguistic repository (El-
Khair, 2017; ASW) of 1,614 stopwords. Finally,
the ADD is reviewed by a human reviewer for fi-
nal cleaning; the resulting dictionary description is
shown in Table 2.

Country SA DZ EG JO LB KU OM
#ADD 7,045 3,869 2,227 1,453 1,195 2,066 1,550

Table 2: The ADD Size

3.2 Automatic Data Annotation

Annotating a large dataset of Arabic dialects for
the ADI task manually is costly, which introduces
the need for an automatic annotation approach.

Figure 2: Tweets Automatic Annotation Process.

Our proposed automatic annotation process is
shown in Figure 2. The annotation is performed
through a labeling function that utilizes ADD as an
external source to generate automatic labels. The
data is annotated automatically using the dialect-
specific dictionary (ADD), where the tweets cu-
rated from a particular country are labeled as a pos-
itive sample of the country dialect only if the tweet
contains n or more tokens from the corresponding
country’s dictionary, as illustrated in Figure 3. In
our work we set n = 2 after an empirical assess-
ment. After annotating the dialect, each dialect
has its own automatically annotated dataset. Each
dataset contains the positive dialect instances, and
for the negative samples, the other automatically
labeled dialect samples from other dialects are in-
corporated, producing a balanced dataset. The size
of the resulting dataset is shown in Table 3.

5https://ar.mo3jam.com/
6http://www.atlasallhajaat.com/
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Figure 3: Sample tweet that is automatically labeled

Dialect SA DZ EG JO LB KU OM
Total 104,976 61,860 104,976 17,496 20,304 53,052 29,664

Table 3: Automatically Annotated Data

4 AraRoBERTa

This section provides a description of the dialect-
specific language models developed using the
large datasets we collected. To obtain the Ara-
bic RoBERTa (AraRoBERTa) models, we train
7 BERT-based models using the RoBERTa-base
configuration with Masked Language Modeling
(MLM) pre-training objective (Devlin et al., 2018;
Liu et al., 2019). It consists of 12 encoder lay-
ers/blocks, 768 hidden dimensions, 12 attention
heads, and 512 maximum sequence length (Devlin
et al., 2018; Wolf et al., 2020). The batch size is 32
with 10 epochs after initial experimentation based
on the loss. Although initial experimentation is
done on the hyperparameter, the adopted values are
similar to the literature.

The optimization is similar to the adopted BERT
optimization (Liu et al., 2019), using the Adam
optimizer (Kingma and Ba, 2017) with similar pa-
rameters. The collected tweets described in Section
3.1 from each dialect are utilized for pre-training
the corresponding AraRoBERTa dialectal language
model as shown in Table 4. We use the Byte Per
Encoding (BPE) tokenizer using HuggingFace im-
plementation 7. BPE resolves the OOV problem,
making it simpler, more efficient, and provides a
small vocabulary size that is 52K (Sennrich et al.,
2016). The developed AraRoBERTa models and
the selected contextual baselines are described in
Table 4 in term of the Arabic training data, the
vocabulary size and the model configuration. In
this work AraRoBERTa is built using HuggingFace
Transformers API (Wolf et al., 2020) on (1x16GB
NVIDIA Tesla P100) GPU.

Also, other contextual baselines are used to com-
pare the performance of AraRoBERTa variations
against as shown in Table 4. These models are: 1)
mBERT: The multilingual version of BERT that is

7https://huggingface.co/docs/
transformers/tokenizer_summary#
byte-pair-encoding

trained on 100 languages including Arabic (Devlin
et al., 2018). 2) XLM-R The multilingual version
of RoBERTa that is trained on 100 languages (Con-
neau et al., 2020). 3) AraBERT A monolingual
model developed on Arabic specifically MSA (An-
toun et al., 2020).

5 ADI Models

The ADI task is formed as a classification task.
We adopt three classification models using semi
and weak supervision paradigms. In these models,
we build on a transformer-based classifier. In this
section, we provide an overview of our proposed
models.

5.1 Dialect Classification Problem
The Arabic dialect classification problem is de-
fined as follows. Given a set of short texts,

D = {(t1, y1), (t2, y2), ...(tn, yn)}
where t denotes the short text instances, n denotes
the number of instances and the label is denoted by
Y = {P,N} where P represent a specific Arabic
dialect and N represent the negative samples that
does not belong to the dialect, the model performs
binary classification to assign each ti a yj label.

5.2 Semi-Supervised Model
The conventional SSL approach known as self-
training illustrated in Figure 4 does not ensure
having negative samples in the training data since
the data is collected from a specific country affect-
ing the performance of the model. Hence, another
semi-supervised approach is proposed to mitigate
the limitation of the conventional SSL approach.

Figure 4: The pipeline for conventional semi-supervised clas-
sification model.

The proposed SSL task learns from both the la-
beled and unlabeled data. For the labeled data, we
manually annotated dataset as follows. A human
expert labels each tweet as belonging to one of
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Model Training Data Vocabulary Configuration
Source Variant #Tokens Tokenizer Size Arch. #Params.

mBERT Wikipedia MSA/Multi-Lang Ar(153M)/All(1.5B) WP Ar(5K)/All(110K) base 110M
XLM-RB CommonCrawl MSA/Multi-Lang Ar(2.9B)/All(295B) SP Ar(14K)/All(250K) base 270M
AraBERT Several (3 sources) MSA 2.5B SP Ar(60K)/All(64K) base 135M

AraRoBERTa-SA

Arabic Twitter

SA DA 45.4M BPE 52K base 126M
AraRoBERTa-EG EG DA 37.2M BPE 52K base 126M
AraRoBERTa-KU KU DA 8.9M BPE 52K base 126M
AraRoBERTa-OM OM DA 3.8M BPE 52K base 126M
AraRoBERTa-LB LB DA 3.6M BPE 52K base 126M
AraRoBERTa-JO JO DA 2.6M BPE 52K base 126M
AraRoBERTa-DZ DZ DA 1.9M BPE 52K base 126M

Table 4: Configurations of existing models and AraRoBERTa models. WP is WordPiece and SP is SentencePiece
tokenizers.

seven pre-defined dialects which is then reviewed
by another expert. Both annotators are either na-
tive speakers or closely familiar with the dialect.
The seven dialects we consider are: Saudi Arabia,
Kuwait, Oman, and Egypt, Algeria, Jordan, and
Lebanon. For the last 3 countries, native speakers
are recruited to label the data from a freelance ser-
vice website 8. The annotators are compensated
based on their offer in the platform. A request
explaining the required task is raised, then each
freelancer offers her/his services with the price de-
fined by the freelancer. If a mutual agreement is
reached, the freelancer is paid before performing
the task.

Only annotators with the location corresponding
to the needed dialect were hired. A meeting with
each freelancer is conducted to explain the task
then an initial sample of 10 tweets is annotated by
the annotator to ensure the task is understood by the
annotator. In addition to this data, the dataset from
the NADI shared task, released under the creative
commons license, is used (Abdul-Mageed et al.,
2020). The proposed semi-supervised model is il-
lustrated in Figure 5. For dialect i the classifier CSi

takes as an input the annotated data DA and after
initial training it is utilized to produce the pseudo-
labels: YS = {PS , NS} on the unlabeled data DU .
In the pseudo-labeled data DSi the negative sam-
ples are denoted by NSi = PS1 , . . . PSm−1 where
PSi ̸∈ NSi and |PSi | == |NSi | as illustrated in the
figure where the colors denote the negative sample
that corresponds to the positive sample for each
dialect. That is then augmented with the labeled
data for the model to train on both data until the
defined termination criteria is reached.

8https://khamsat.com/

Figure 5: The pipeline for the proposed semi-supervised clas-
sification model.

5.3 Weakly-Supervised Model

This learning task learns from unlabeled data by
providing an approximate label. The set of weak
labels (class) are assigned using a labelling func-
tion g that utilizes an external source of infor-
mation to annotate the unlabeled instances DU

producing YW , where YW = {Pw, Nw}, denot-
ing a weak label. This is performed on all un-
labeled data to create a new training set DW =
{(tw1 , yw1), (tw2 , yw2), .....(twm , ywm)}, where m
denotes the number of samples and wi ∈ YW . Here
the labels YW are produced automatically, as illus-
trated in Figure 6. The weakly labeled data DW

produced by the automatic annotator for dialect i is
subsequently used to train a binary classifier CWi

to predict dialect i.

6 Experiments and Evaluation

Here we describe the evaluation experiments for
fully, semi and weakly supervised learning models
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Figure 6: The pipeline for the weakly-supervised classification
model.

for the ADI task. The performance is evaluated
using the F-1 measure, following existing literature.

6.1 Supervised ADI

We follow an experimental setup similar to the pre-
training task as described in Section 4 except for
the number of epochs, which is five. This experi-
ment evaluates the performance of AraRoBERTa
variations on the dialect classification task using
the manually annotated data described earlier with
a train/validation/test split of 70/10/20 respectively.
Additionally, the results are compared with other
contextual baselines described earlier and with a
traditional machine learning model, namely, Logis-
tic Regression (LR) as it yielded the best results
on the same task in a previous study (AlYami and
AlZaidy, 2020). The training data for LR is similar
to the ones described above and TF-IDF is used
to represent text. The experiment is preformed
with 10-fold cross validation and a train/test split
of 80/20.

Experimental Results The results for the super-
vised experiments are shown in Table 5. Larger
AraRoBERTa models, namely, AraRoBERTa-SA
and AraRoBERTa-EG, outperform other models.
AraRoBERTa-KU model outperforms its multi-
lingual counterparts and is slightly lower than
AraBERT. In other cases, both AraRoBERTa and
AraBERT yielded similar results, and the other mul-
tilingual models outperformed them. Except for
AraRoBERTa-OM yielding the lowest performance
among other models. Although AraRoBERTa mod-
els are trained on maximum 1.8% of the data that
AraBERT is trained on, it yields very competitive
results. In five out of seven AraRoBERTa flavors,
it outperformed the contextual baseline models as
shown in Table 5.

For the remaining two, although trained an even
smaller fraction, it yielded a similar performance
to AraBERT and multilingual models. This encour-
ages training other models on a specific content
even if the available data size is smaller compared
to other training data in the literature. Addition-
ally, when comparing AraRoBERTa against LR

the two largest AraRoBERTa models outperform
it. Also, AraRoBERTa-KU yields a slightly lower
result. However, from the results, when having ac-
cess to small dataset size, traditional ML performs
better.

Dialect AraRoBERTa AraBERT mBERT XLMR LR
SA 0.836 0.806 0.823 0.784 0.791
EG 0.934 0.898 0.872 0.879 0.862
KU 0.916 0.913 0.883 0.886 0.921
OM 0.718 0.845 0.839 0.896 0.883
LB 0.849 0.849 0.879 0.866 0.892
JO 0.848 0.856 0.872 0.833 0.881
DZ 0.859 0.855 0.873 0.908 0.923

Table 5: The supervised classification results. The best
results are in bold.

6.2 Semi-supervised ADI

The performance of semi-supervised classifiers is
evaluated on the same test set used in the super-
vised baseline. Then, it is compared against it.
The sample size for the unlabeled data is reduced
due to computational limitations where a random
sample of 16,000 training samples are selected to
perform the semi-supervised experiments with a
0.95 threshold for the prediction confidence for the
pseudo-labeled instances. The training stops when
the remaining unlabeled data points are less than
5% .

Experimental Results The results of the SSL
classifier are shown in Table 6. We can notice
it outperforms the performance of the supervised
models in multiple dialects. Also, we can notice
that AraRoBERTa-Om and AraRoBERTa-LB that
were built on the lower end in terms of training
data, yield better performance than its supervised
AraRoBERTa counterparts.

!

Dialect Supervised SSL
SA 0.84 0.83
EG 0.93 0.93
KU 0.92 0.89
OM 0.72 0.80
LB 0.85 0.88
JO 0.85 0.83
DZ 0.86 0.87

Table 6: The semi-supervised classification results. The
best results are in bold.
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6.3 Weak-supervised Dialect Classification

The performance of weak-supervised classifiers
is evaluated on the same test set used in the super-
vised baseline. Then, it is compared against it. This
setup follows the supervised setup, however, the
number of epochs is different since initial experi-
ments showed that three epochs are suitable as the
training data is larger and the training loss flattens
before reaching three epochs.

Experimental Results The results for the weak-
supervised experiments are shown in Table 7 in
general for all models across dialects yield lower
performance compared to AraRoBERTa supervised
classifiers as shown by the performance change.
Although the classification data size is larger by
around 6x for the Jordan dialect and up to 33x
for Saudi dialect. However, the degrade in per-
formance is noticeable in AraRoBERTa models
trained on smaller data size like AraRoBERTa-JO
rather than larger models like AraRoBERTa-SA.

!

Dialect Supervised WSL
SA 0.84 0.81
EG 0.93 0.86
KU 0.92 0.61
OM 0.72 0.40
LB 0.85 0.78
JO 0.85 0.71
DZ 0.86 0.78

Table 7: The weak-supervised classification results. The
best results are in bold.

7 Discussion

This section provides an analysis for the experimen-
tal results and discusses the significant findings.

7.1 Supervised Classification Model

As shown in the experiments above, we note that
the least performing model on the supervised clas-
sification task is AraRoBERTa-OM. The model
has a false-negative rate of 20.75%, whereas the
false-positive rate is only 2.25%, indicating a bias
towards rejecting Omani texts although the model
is balanced for positive and negative samples. To
probe this further, the model was tested again on
a slightly-modified version of the test set, where
we replaced positive samples that were misclassi-
fied by the model, with different positive samples
that contained more Omani-specific terms. The

amount of replaced samples is around 10% of the
test data. As a result, the ability of the model to
identify the Oman dialect increased, reflected by an
3% increase in the true-positive rate and a decrease
in the false-negatives from the previous 20.75%
to 18.12%. This can be due to the training set of
AraRoBERTa-OM, which could have contained a
larger portion of utterances with majority of tokens
are Omani specific terms and did not account for
ones with majority of tokens that are common with
other dialects.

In other cases, the classification inaccuracies
may not be a result of the training set for the lan-
guage model but rather be due to the dialect itself.
For instance, AraRoBERTa-SA and AraRoBERTa-
LB both exhibit a more inclusive bias, i.e. labeling
other dialects as positive, with false-positive rates
of 11.38% and 11.62%, respectively, compared to
low false-negatives of around 4% for each. To
probe this further we examine missclassified sam-
ples in the test set, where we show some examples
in Figures 7 and 8. For the examples in Figure 7 ,
although the full tweet belongs to another dialect,
Jordan dialect, we can see all of the words in the
tweet can be used by Saudi speakers in regions near
the Saudi/Jordan border.

On the other hand, in Figure 8, the first sample is
Egyptian dialect where the second is Saudi, using
words that are specific to these dialects. This con-
trast indicates that a bias towards false-positives
can be attributed to either a training set for the lan-
guage model that is not sufficiently representative
of the dialect, or to the approach with which Ara-
bic dialects are generally defined, i.e. by country.
Typically, regions along the borders of countries
commonly share a similar dialect, which in cer-
tain datasets becomes more pronounced in cases of
large and centrally located countries such as Saudi
Arabia.

Figure 7: A sample of the misclassified tweets by
AraRoBERTa-SA, these samples are negative samples. How-
ever, the model classified them as Saudi.

7.2 Semi-supervised Learning
The results of the SSL classifier are shown in Table
8. Note that the performance at iteration-0 is su-
pervised and semi-supervised at iteration 1 and 2.
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Figure 8: A sample of the misclassified tweets by
AraRoBERTa-LB, these samples are negative samples. How-
ever, the model classified them as Lebanese.

The performance in later iterations outperforms the
model’s performance at iteration-0 in the majority
of the models. Indicating the effectiveness of the
proposed approach.

LM Iteration Training F-1 Remaining %

AraRoBERTa-SA
0 2,800 0.818 9%
1 28,528 0.834 7%
2 30,028 0.83 <1%

AraRoBERTa-EG
0 2,800 0.933 63%
1 17,020 0.925 34%
2 23,608 0.911 2%

AraRoBERTa-KU
0 2,800 0.902 68%
1 17,416 0.882 28%
2 22,420 0.886 2%

AraRoBERTa-OM
0 2,800 0.84 51 %
1 17,284 0.802 43%
2 22,564 0.784 3%

AraRoBERTa-LB
0 2,800 0.876 72%
1 23,440 0.883 25%
2 27,928 0.864 1%

AraRoBERTa-JO
0 2,800 0.839 65%
1 20,488 0.832 32%
2 27,016 0.812 <1%

AraRoBERTa-DZ
0 2,800 0.859 84%
1 27,016 0.854 13%
2 29,608 0.873 <1%

Table 8: The semi-supervised classifiers results. The
Remaining % equals the remaining samples/original
sample size (16K).

7.3 Weak-supervised Classification Model
In order to understand the results obtained by the
AraRoBERTa models in weak-supervised setup,
we looked at the performance of the models on
the validation data as shown in Table 9. We can
see the results obtained indicate the model learned
from the automatically labeled data and obtained
high results. However, the performance on the test
data indicates that the models with lower results
have learned from noisy samples, which can be
one of the downsides of utilizing this approach.
Here we can see this when comparing super-
vised AraRoBERTa-KU and the weak-supervised
AraRoBERTa-KU, we can see the model is pre-
dicting the automatic positive sample as a negative
sample. Indicating that these samples are noisy
since the supervised version can identify the posi-
tive samples easily. On the other hand, we can see
the effectiveness of weak-supervised on the same

task but in different dialects like SA and EG. Pro-
viding a promising way of automatically labeling
the dialect given a model trained on large data like
SA and EG.

Dialect Validation Test Performance
Change

SA 0.9 0.812 -8.8%
EG 0.955 0.857 -9.8%
KU 0.948 0.744 -20.4%
OM 0.915 0.404 -51.1%
LB 0.966 0.783 -18.3%
JO 0.884 0.708 -17.6%
DZ 0.929 0.776 -15.3%

Table 9: The performance of AraRoBERTa in the weak-
supervised setting on both the validation and test phases
in all dialects based on the F-1 score.

8 Conclusion

This paper proposed different approaches for Ara-
bic dialect text classification as a low-resource sce-
nario and conducted an empirical study to evaluate
the performance of the adopted approaches. The
paper proposed a novel data collection pipeline
from Twitter that is language and task agnostic.

Also, developed dialect-specific contextual lan-
guage models to learn from unlabeled data that
yield effective and stable performance across di-
alects, as seen in supervised classification. While
AraRoBERTa models were pretrained on a frac-
tion of the data size that other contextual baselines
were trained on, the results showed that most of
the supervised AraRoBERTa models outperformed
these models. In addition, when compared to the
traditional ML model, larger AraRoBERTa models
outperform it as well.

Additionally, to the best of our knowledge, we
constructed the first dialectal dictionary to utilize
it in the automatic annotation in scenarios where
labeled data are not available and then utilized in
a weak-supervised task. Although the automatic
function contains one hand-crafted rule, this ap-
proach is a promising technique for annotating
large data and utilizing it in a text classification
task. Also, the proposed SSL model can be adopted
when only a few labeled examples are available
where it shows its effectiveness and stability.
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Abstract

With the fast pace of reporting around the globe
from various sources, event extraction has in-
creasingly become an important task in NLP.
The use of pre-trained language models (PTMs)
has become popular to provide contextual repre-
sentation for downstream tasks. This work aims
to pre-train language models that enhance event
extraction accuracy. To this end, we propose
an Event-Based Knowledge (EBK) masking ap-
proach to mask the most significant terms in the
event detection task. These significant terms
are based on an external knowledge source that
is curated for the purpose of event detection for
the Arabic language. The proposed approach
improves the classification accuracy of all the
9 event types. The experimental results demon-
strate the effectiveness of the proposed masking
approach and encourage further exploration.

1 Introduction

Our lives are a sequence of events. Some of them
concern the individual, some have their effect ex-
tended to a greater population, where others can
even have a global effect. As the sources of news
about events vary and the speed of the reporting
has increased dramatically, event extraction has be-
come an important challenge for governments and
different agencies to have appropriate responses to
the concerning events. Event extraction composes
mainly of 2 tasks. The first is event detection, in
which the event is detected, usually by a trigger,
and then classified. A subsequent task is event
argument extraction. It aims to identify different
semantic entities related to the detected and clas-
sified event. There are several challenges related
to event extraction and annotation, such as having
multiple event types for the same piece of news,
i.e. Multi-label problem. Also, multiple roles for
the same entity, commonly referred to as the role
overlap problem. In addition, similar sentences
that contain the event trigger and the same entities

may be classified as being an event or not based
on the tense, whether it is an event that happened
or something that is planned for in the future. All
these challenges contribute to the complexity of the
event extraction problem.

As with many downstream tasks, a sophisticated
text representation, through contextual represen-
tation and attention mechanisms, was able to im-
prove the performance of event detection models as
shown in various studies related to events in the En-
glish language (Yang et al., 2019; Wang et al., 2019;
Caselli et al., 2021). However, this has not been
widely explored yet in event extraction for events
reported in the Arabic Language. Event detection
studies related to Arabic Language mainly focus
on feature extraction using statistical approaches
such as TF-IDF (Chouigui et al., 2018) and N-gram
along with Part-of-Speech (POS) and Named Entity
Recognition (NER) (Smadi and Qawasmeh, 2018;
Alsaedi and Burnap, 2015) or using rule-based ap-
proaches as in (Mohammad and Qawasmeh, 2016).

In addition, domain adaptation through continu-
ing to pre-train a contextual model, such as Bidirec-
tional Encoder Representations from Transformers
(BERT) (Devlin et al., 2018), on domain-specific
corpora such as events (Caselli et al., 2021), or
modifying the masked language modeling (MLM)
learning task to focus on entities have shown signif-
icant effect on the performance of the downstream
task that they are catered towards (e.g., NER, medi-
cal domain NLP tasks, stance detection tasks) (Lin
et al., 2021; Kawintiranon and Singh, 2021). As im-
posing an inductive bias to the MLM learning task
has yet to be explored for the event extraction task,
or when modeling the Arabic Language, we pro-
pose Event-Based Knowledge Masked Language
Model (EBK-MLM) for the purpose of better de-
tection and classification of events reported in the
Arabic Language.

The contribution of this work is as follows: (1)
We collect and annotate an Arabic Event dataset
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namely AraEvent1 which consists of 2 sub-datasets
AraEvent(November) and AraEvent(July) that is
sourced from 4 popular Twitter news accounts. (2)
We customize the MLM learning task to have an
inductive bias towards the most significant terms in
events, which achieves an average of 3.67% accu-
racy improvement in the event detection and clas-
sification task when tested on a non-homogeneous
dataset, with up to 6.25% improvement in some
event types2.

The rest of this paper is structured as follows: in
Section 2, we present some related work to our
study. Then in Section 3, we propose the pre-
training method. In Section 4, we present our fine-
tuning experiments, whose results we discuss in
Section 5. In section 6, we list the limitations of
our work. Finally, in Section 7, we conclude and
set some future directions.

2 Related Work

2.1 Event Extraction
Event detection, the first component of event ex-
traction, usually starts by identifying the trigger,
which is the word that most clearly identifies an
event type, then the event classification task would
follow (Chen et al., 2015; Nguyen and Grishman,
2015; Liu et al., 2016; Chen et al., 2017). However,
more recent work (Liu et al., 2019) focuses on de-
tecting the event without identifying the trigger as
some events do not contain triggers. In addition,
annotating the clearest trigger is a time-consuming
task. The study proposed Type-aware Bias Neu-
ral Network with Attention Mechanisms that takes
as an input a tokenized sentence with NER tags
coupled with the event type then builds the repre-
sentation based on the target event type. The output
is 1 if the sentence conveys the event type, zero
otherwise. The attention mechanism gave more
weight to the trigger words when developing the
representation. The resulting model had similar per-
formance on the ACE2005 event extraction dataset
to SOTA event detection models (Sun et al., 2019;
Chen et al., 2015; Nguyen and Grishman, 2015;
Liu et al., 2016; Chen et al., 2017) that started with
identifying the trigger, however, without using at-
tention.

Using the representation of pre-trained contex-
tual language models such as BERT for different
downstream tasks, and more specifically here the

1https://huggingface.co/datasets/Asma/AraEvent
2https://huggingface.co/Asma/EBK-BERT

event extraction task, have been gaining attraction
recently. In (Yang et al., 2019; Wang et al., 2019)
fine-tuned BERT is used for event argument extrac-
tion. The first study (Yang et al., 2019) identifies
the trigger first via multiple fine-tuned BERT mod-
els for sentence classification, then based on the
class(es) of events triggered, the arguments are ex-
tracted via a second BERT component fine-tuned
for token classification to extract the arguments.
In (Wang et al., 2019), a hierarchical approach is
applied, in which the instance embedding from
the BERT module for each token is concatenated
with a rule-oriented embedding generated by hier-
archical modular attention to classify Person, Time,
Organization and Location. The result from this
classification is finally fed to the Argument Role
Classifier. The study (Caselli et al., 2021) fol-
lows a domain adaptive retraining approach, in
which it continues pre-training BERT from the
’bert-base-uncased’ checkpoint on 79, 515 articles
containing news about past or ongoing protest-
related events. This improves the Trigger detec-
tion F1 score from 0.41, when using BERT , to
0.73 when using the PROTEST � ER model
that is pre-trained on protest-related articles. It also
improves the argument extraction F1 score from
0.20, when using BERT , to 0.42 when using the
PROTEST�ER model. Our work aims to adapt
the MLM task to give higher significance to words
related to the events of our interest.

2.2 Arabic Event Extraction

In recent years, event detection and extraction
systems that support the Arabic Language have
evolved gradually. In a study, an event detection
framework is introduced, which aims to detect dis-
ruptive events using temporal, textual, and spatial
features (Alsaedi and Burnap, 2015). First, to dif-
ferentiate between event and non-events tweets, a
Naive Bayes classifier is trained and tested on a
dataset that consists of 1200 tweets. The words
composing the tweet are taken into account as fea-
tures with the attributes: Unigrams, Bigrams, POS,
NER. Compared to SVM and Logistic Regression,
Naive Bayes performed the best, achieving an F1
score of 0.80. An unsupervised rules-based ap-
proach is proposed to extract events from Arabic
tweets (Mohammad and Qawasmeh, 2016). Ex-
tracting the event, demystifying the NER and the
Temporal resolution are all the three stages men-
tioned to extract the event. Focusing on event detec-
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tion phase, Automatic Content Extraction (ACE)
guidelines are mapped into syntax rules that use
POS tags to extract event statements, event triggers,
event time, and event type. For evaluation, 1, 000
Arabic tweets are used to evaluate the proposed
approach, which maintained a 75.9% accuracy for
extracting event triggers using Naive Bayes. An-
other study (Smadi and Qawasmeh, 2018) extracts
a set of features from tweets for the events ex-
traction task. Morphological features are used to
analyze the structure of the text. POS, semantic
features like NER, and word features such as Uni-
grams and their TF-IDF represents the different
sets of features extracted by the system. To evalu-
ate the proposed approach, a dataset of 2k Arabic
tweets is utilized, and three classifiers are used:
SVM, Naive Bayes, and Decision Tree. Results
shows SVM scoring the highest F1 score for the
event trigger extraction task scores with 92.6%.The
study (Chouigui et al., 2018) presents statistical
approaches for the event extraction task.

Focusing on Arabic news articles’ titles, key-
words are extracted by calculating the term weight
for each word utilizing TF-IDF and comparing it
with a threshold. For each keyword extracted, the
event is defined using the POS co-occurrence rule.
To evaluate the system, another news site is used
for the events extraction task. The results shows
that the performance of the approach is class-based
and works well for domain-specific events such as
the economy. As for datasets, EveTAR (Almerekhi
et al., 2016) is the first publicly-available Arabic
event detection dataset. In total, there are 590M
tweets covering 66 significant events (eight cate-
gories). Using Wikipedia’s Current Events Portal,
it was collected over a one-month period. Tweets
related to an event are grouped according to their
time period of occurrence in order to represent
that event. After cleaning and removing inacces-
sible tweets belonging to inaccessible accounts,
the second version of the dataset comprised of
355M tweets (Hasanain et al., 2017). A recent
study (Alharbi and Lee, 2021) presents a multi-
dialect Arabic Twitter corpus for crisis events that
include more than a million Arabic tweets from
22 crises and hazards between 2018 and 2020. To
benchmark the dataset, AraBERT base model is
fine-tuned by using annotated data from the same
event to categorize tweets according to different la-
bels. Despite limited task-specific training data,
BERT-based models perform well on this task.

Transformer-based models have yet to be used or
evaluated for the detection and extraction of Arabic
events of various types.

2.3 Arabic Pre-Trained Language Models
(PTMs)

Pre-trained contextual representation models are
known to be well suited for tasks that require
understanding a given text, such as sentiment
analysis, NER, and extractive question answering.
One of the first Arabic PTMs with BERTbase ar-
chitecture is AraBERT(Antoun et al., 2020). It
uses the BERTbase configuration (Devlin et al.,
2018) and is trained on both the MLM and Next
sentence prediction tasks (NSP). Other Arabic
PTMs trained on the BERT configurations are
QARiB(Abdelali et al., 2021), MARBERT, AR-
BERT(Abdul-Mageed et al., 2021), and CAMeL-
BERT(Inoue et al., 2021). They mainly differ in the
pre-training data source, such as whether they in-
cluded Dialectal Arabic (DA), e.g., QARiB, MAR-
BERT, CAMeLBERT-DA, CAMeLBERT-Mix or
used only Modern Standard Arabic (MSA), e.g.,
AraBERT, ARBERT. Other differences include the
size of the pre-training data and the ratio of DA to
MSA, e.g. CAMeLBERT and QARiB. However,
changing the masking procedure for the MLM train-
ing task has not been, to the best of our knowledge,
investigated for Arabic Language.

Also, although multiple studies utilize PTMs in
various tasks and applications, the use of contextual
representation for event extraction in Arabic, has
not been investigated yet.

2.4 Variations in the MLM learning task for
PTMs

Masked Language Modeling (MLM) is a training
task in which a model tries to learn the masked to-
ken representation using the surrounding unmasked
words. It is adopted by BERT (Devlin et al., 2018)
to train Language models by masking 15% of the to-
kens in pre-training. In BERT, 80% of the masked
tokens are masked by [Mask], 10% by the original
token, and 10% by a random token (Devlin et al.,
2018). Several studies have varied the masked
token selection for the MLM training objective.
A study proposed BERTSpan that masks contigu-
ous random spans (Joshi et al., 2019). BERTSpan
outperforms BERT on the extractive question an-
swering tasks, coreference resolution, and 9 GLUE
tasks. In (Sun et al., 2019), Enhanced Represen-
tation through kNowledge IntEgration (ERINE) is
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proposed to mask phrases and entities rather than
random tokens. ERNIE is applied to 5 Chinese
NLP tasks, including natural language inference,
semantic similarity, named entity recognition, sen-
timent analysis, and question answering and it im-
proved NER and natural Language inference the
most.

In Sentiment Knowledge Enhanced Pre-training
for Sentiment Analysis (SKEP)(Tian et al., 2020),
Pointwise Mutual Information is used to identify
the most important words for the sentiment analy-
sis task. It outperforms RoBERTa on sentence-
level sentiment classification, Aspect-level sen-
timent classification, and opinion role labeling.
Knowledge Enhanced Masked Language Model
(KE-MLM) is proposed for Stance Detection (Kaw-
intiranon and Singh, 2021). It uses log-odds-ratio
to identify key stance tokens then used them for
selecting the mask. It outperforms SKEP and
other BERT variations on the Stance Detection
task. Another specific application for knowledge-
based masking is in the medical domain, in which
Medical Entities are masked (Lin et al., 2021). It
outperforms random masking and other baseline
models on three clinical NLP tasks, TLINK tempo-
ral relation extraction, DocTimeRel classification,
and negation detection, and one biomedical task,
PubMedQA. Using cloze-like masking is proposed
to provide indirect supervision to downstream tasks
in a self supervised setting (Zhang and Hashimoto,
2021). The approach is evaluated on three text-
classification tasks by masking words that exhibit a
strong indication for the classes of the downstream
task during a second stage pre-training of BERT.
The results showed improved performance of mod-
els using cloze-like masking over other contextual
models not masked using cloze-like masking. As
knowledge-based masking is not addressed for the
purpose of event extraction, in this work, we aim to
leverage the knowledge related to certain types of
events in the masking process in order to improve
the representation of word related to our down-
stream task.

3 Pre-training EBK-BERT

We propose Event Knowledge-Based BERT (EBK-
BERT), which leverages knowledge extracted from
events-related sentences to mask words that are sig-
nificant to the events detection task (Section 3.1).
This approach aims to produce a language model
that enhances the performance of the down-stream

event detection task, which is later trained during
the fine-tuning process. The BERT-base config-
uration is adopted which has 12 encoder blocks,
768 hidden dimensions, 12 attention heads, 512
maximum sequence length, and a total of 110M
parameters. The details of the implementation is in
the following subsections.

3.1 EBK Token Masking
As previous studies have shown, contextual rep-
resentation models that are pre-trained using the
MLM training task benefit from masking the most
significant words, using whole word masking. To
select the most significant words we use odds-ratio
(Szumilas, 2010). Only words with greater than 2
odds-ratio are considered in the masking, which
means the words included are at least twice as likely
to appear in one event type than the other. Calculat-
ing the odds-ratio for event detection is calculated
as:

logodds(w, e) =
ke and wk ⇥ k!e and !wk
k!e and wk ⇥ ke and !wk (1)

were w is the word we are calculating the log-odds
ratio for, with respect to a particular event e. Top 5
significant words are presented in Table 1

In order to mitigate the effect of noise gener-
ated by rare words, we perform word lemmatiza-
tion using the Farasa lemmatizer (Abdelali et al.,
2016), which combines, to a great extent, different
word surfaces to their lemma. As presented in Ap-
pendix A Table 9, the vocabulary size shrinks after
lemmatization. It combines words such as  ‡ A  íJ⌦  ÆÀ @,

⇣H A  K A  íJ⌦  Ø, and  ‡ A  íJ⌦  Ø, into one word  ‡ A  íJ⌦  Ø, which
helps focus the mask later on the most significant
part of the word and avoid inflated odds-ratio val-
ues due to the infrequent terms. It is worth noting
that there are words that appear in 2 or, at maxi-
mum, 3 event types. Event types Contact, followed
by Personnel and Nature most significant words
have the highest presence in the pre-training cor-
pus based on 8 million sentences drawn randomly.
The density of the frequency of the words is: 78.7%
of the words are composed of one token, 19.7% of
the words are composed of two tokens, and less
than %2 words compose of more than 2 tokens.

3.2 Pre-training Data
The pre-training data consists of news articles from
the 1.5 billion words corpus by (El-Khair, 2016).
Due to computation limitations, we only use arti-
cles from Alittihad, Riyadh, Almasryalyoum, and
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top Personnel Transaction Contact Nature Movement Life Justice Conflict business

1 » A ⇣Æ⇣JÉ @ ⌦̇mk
.

@P ˘ ⇣Æ⇣JÀ @ ⌦̇Ê  ï P @ Z Cg. @ …⇣J ⇣Æ”  ëJ. ⇣Ø º AJ. ⇣⌧ ⌘É @ Z A ⌘Ç  � @
2 » A⇣Ø @ …J⌦ìÒ⇣K Q�⌦  ¢  �  ‡ A  íJ⌦  Ø P X A  ́ …J⌦⇣J⇣Ø —Ó⇣E @ ⇣ÈªQ™” qÇ  �
3 l⇡⌘ÖP  X @Òj⇣JÉ @ Z A ⇣ÆÀ ⇣Èk. P X P X A  ™” H. Aì @ h A£

�
@  ≠í⇣Ø P A⇣J  k @

4 l⇡⌘ÖQ⇣K …K⌦ Ò÷ ⇣fl – X A  g h. P X Qj. Î ⇣ÈÀ Ag °J.  ì ºQ™” Z @QÂ⌘Ö
5 ⇣È“Í” …É AøÒJ⌦  K ⌘Im⇢'. P Aí´ @ h   Q  K …J⌦j. Ç⇣�  ̈ A ⇣ÆK⌦ @ ⇣ÈK⌦ A  Æ  K CÇ⇣�

Table 1: Top 5 significant words (after Farasa’s lemma-
tization) using odds-ratio

Alqabas, which amount to 10GB of text and about
8M sentences after splitting the articles to approx-
imately 100 word sentences to accommodate the
128 max_sentence length used when training the
model. The average number of tokens per sen-
tence is 105. The normalization is performed as
described in Section 4.1.1.

3.3 Preparing Data for BERT Pre-training

A WordPiece (Schuster and Nakajima, 2012) tok-
enizer is trained on the entire dataset (10GB text)
with a vocabulary size of 30522 using Hugging
Face’s tokenizers. For the baseline model, 15% of
the tokens, are randomly masked with [MASK].
For the EBK-BERT model, 10% of the tokens
are masked randomly and the remaining 5% are
masked by considering the top 80 � 100 words
from each event type ordered by the odds-ratio.

3.4 Pre-training Setup

Google Cloud GPU is used for pre-training the
model. The selected hyperparameters are: learning
rate=1e � 4, batch size =16, maximum sequence
length = 128 and average sequence length = 104.
In total, we pre-trained our models for 500, 000
steps, completing 1 epoch. Pre-training a single
model took approximately 2.25 days.

3.5 Pre-training Results

Due to computation limitations, the model is
trained for 1 epoch. We notice from Figure 1 that
EBK-BERT has lower training loss than the Rand-
Mask model. This, however, cannot be an indi-
cator to the performance of the model as 1/3 of
the masked words, which the model is learning
the representation for, focus on about 3000 words
from the 9 event types, whilst for the RandMask
all the 15% masked words are random which adds
complexity to the training process.

Figure 1: Training loss of EBK-BERT and RandMask
model.

4 Fine-tuning Experiment

4.1 Event Data

The events dataset construction process is com-
prised of three steps: (1) Scrape tweets from four
well-known Arabic news accounts on Twitter. (2)
Conduct cleaning and filtering procedures on the
collected tweets by applying text normalization. (3)
Perform the annotation task by labeling the tweets
according to their content.

4.1.1 Tweet Collection
Tweets are collected from well-known Arabic news
accounts, which are: Al-Arabiya, Sabq, CNN Ara-
bic, and BBC Arabic. These accounts belong to
television channels and online newspapers, where
they use Twitter to broadcast news related to real-
world events. The first collection process tracks
tweets from the news accounts for 20 days period,
between November 2, 2021, and November 22,
2021 and we call this dataset AraEvent(November).
We also pull test-specific data from different times
to minimize the impact of bias due to the pe-
riod in which we collected the data and we name
it AraEvent(July). The retrieval process of the
AraEvent(July) covers 6 days between July 6,
2022, and July 12, 2022, from the same news ac-
counts and utilizing Twitter Streaming API 3. As
a first pre-processing step, each retweet by these
accounts is filtered and excluded during the col-
lection process. The AraEvent(November) and
AraEvent(July) tweets datasets consist of around
12, 095 and 813 tweets, respectively. To ensure
the quality of the datasets, text normalization is ap-
plied to convert tweets to a more standard form by
eliminating noise from the data. The tweet normal-
ization process removes the following: diacritics,
punctuation marks, emoticons, URLs, user men-

3https://developer.twitter.com/en/docs/
twitter-api
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tions, emails. In addition, different surface forms
of character Alif (

�
@ @�

�
@) normalized to plain Alif ( @),

and Taa Marbouta ( ⇣Ë) normalized to Haa ( Ë). Fur-
thermore, we constrain the number of times the
character is repeated to a maximum of two repeti-
tions and replace successive spaces and newlines
with one space separation. Non-Arabic characters
are preserved as they might contain technical or
scientific details related to the event. Hashtags are
converted to plain text by separating the text into
words as some hashtags may retain significant in-
formation about the event. However, Hashtags that
contain the news account name in Arabic or English
and also the Breaking hashtag both are removed
because they are considered as redundant informa-
tion, for example, ÈJ⌦K. Q™À @# ,  ©  JK⌦ Y  KQ⇣K_ ⌦̇ÊÖ_ ⌦̇G._ ⌦̇G.#,

and …g. A´#. Finally, tweets containing words less
than 7 in total are filtered out along with dupli-
cate tweets. Tables 5 and 6 in the Appendix show
statistics for the final AraEvent(November) dataset
and AraEvent(July) datasets, respectively, after the
pre-processing steps conducted above.

4.1.2 Annotation

The annotation process is performed after the text
normalization and filtering steps and is conducted
manually by two of the authors and a volunteer, dis-
agreement was resolved by discussion. To specify
the annotation rules and conditions, we follow the
"Automatic Content Extraction (ACE) Arabic anno-
tation events guidelines" (ACE, 2005), ACE2005.
Based on the definition from (ACE, 2005), an event
is considered to be an action involving a connection
between participants. Therefore, a special collec-
tion of events’ types and subtypes are labeled and
considered while annotating the events dataset. Ac-
cordingly, a set of unclassified news tweets written
in Arabic are given, and after applying the anno-
tation guidelines, the results are broken down into
types and subtypes of events.

To start the annotation process, first, we consider
and focus on eight event types mentioned in (ACE,
2005): "Life, Movement, Transaction, Business,
Conflict, Contact, Personnel, and Justice events",
and the corresponding sub-type for every main type.
Tweet examples of types and sub-types of events
following the (ACE, 2005), are presented in Table
10, Appendix A. Second, based on our data, we
made some adjustments to the (ACE, 2005) guide-
lines to accommodate as many events as possible

which are published on the Arabic news accounts.
The modifications are either to expand the defini-
tion of a particular event type and make it include
a larger segment of acts or to add a new subtype
to the main event type. Furthermore, Table 11 in
Appendix A summarizes the key modifications this
study introduces, including defining the changes,
why we perform them, and also present illustrative
examples.

Additionally, the frequent occurrence of natural
events, especially the natural disaster, in the dataset
inspired us to propose a main event type, Nature,
and a subtype of this event, namely Natural Dis-
asters. Floods, earthquakes, volcanoes, pollution
from volcanoes that cause a loss of life or prop-
erty are labeled as natural disasters. The following
tweet is an example of Nature type event with sub-
type as Natural-disaster:

• Arabic: ˙Õ @ X A”P I. m⇡Ö   ‡ A  g X Ë Y‘´ @ ⇣á £ @"
ÒÉ @ …J. k.  ‡ AøQK. P Aj.  Æ  K @ È  ¢mÃ Q⇣�” 3 5 0 0 ® A  Æ⇣KP @
"  ‡ AK. AJ⌦À @ ⌦̇

 Ø

• Translation: "Smoke plumes and ash clouds
were released to an altitude of 3,500 meters
at the moment of the eruption of Mount Aso
volcano in Japan"

In this work, we do not include fires as natural
disasters due to the lack of information on the cause
of the fire. There are also two types of events to
consider: ’None’ and ’Other’. The label ’None’ is
used if there is no identified event in the tweet. On
the other hand, ’Other’ type is used to label any
event that is not from the pre-defined list of types
that the system considers and if the constructions
of the event are not clearly defined or ambiguous.
Examples of tweets labeled in Twitter Event dataset
with ’None’ and ’Other’ types respectively are:

• Arabic: È ⇣ÆJ⌦⌘K È⇣Ø C™À @ I. ⌧. ÇÀ @ @  YÍÀ ⌦̄ P A ⌘Ç⇣⌧É @"
" ËP A  íÀ @ ÈK⌦ Ò™÷œ @ ⇣H AK.  Q∫J⌦÷œ @ » A  Æ£ B @ È  J÷fiÖ  ·�⌦K.

• Translation: "consultant, for this reason, the
close relationship between childhood obesity
and harmful intestinal microbes"

• Arabic: ©” AÓ ⇣Dª @QÂ⌘Ö  · ™⇣K È  í�. A ⇣ÆÀ @  ≠K⌦ QÂ⌘ÑÀ @"
⇣H @P AJ⌦Ç À  ·j ⌘ÇÀ @ ⇣H A¢m◊ Z A ⌘Ç  � B ⇣HP @ ΩK. ÒJ⌦ª

" È∫ “÷œ @ ⌦̇
 Ø ÈJ⌦�K AK. QÍ∫À @
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Type1 Subtype1 Type2 Subtype2 Type3 Subtype3 Tweet

Life Die Life Injure Conflict Attack
Arabic:  ·�⌦K⌦ P Aj⇣J  K B @ B AJ. ” Aø ⌦̇◊ Òj. Î ⌦̇

 Ø  ·K⌦ Q  k @ 3 3 ÈK. Aì @ ê A m⇡⌘Ö @ 3 …⇣J ⇣Æ” ÈK⌦ Y  J  ́  B @ È£QÂ⌘ÑÀ @
Translation: "Uganda police 3 killed, 33 injured in Kampala suicide bombings"

Conflict Attack Life Die - -
Arabic: l .⇢'⌦  Q  �À @ H. —k. AÍ” YK⌦ ˙Œ´ ê A  m⇡⌘Ö @ Ë Y´ …⇣J ⇣Æ” —ÓDÑÀ @ ÄÒ ⇣ÆÀ AK. – Òj. Î ⌦̇

 Ø
Translation: "In a bow and arrow attack, several people were killed by an attacker
in Norway"

Table 2: Examples of more than on event type labels

• Translation:" Al-Sharif Holding announces its
partnership with Cubic Art to establish charg-
ing stations for electric cars in the Kingdom"

A tweet can have one, two, or three main types
associated with a subtype based on the occurrence
of the event as the examples show in Table 2. As a
consequence of the annotation approach described
above, for the AraEvent(November) dataset, we
end up with 2, 146 annotated events each with their
corresponding type and subtype. In addition, 858
tweets contain ’Other’ events, and a total of 8, 069
tweets are of the ’None’ type. The AraEvent(July)
dataset contains 110 annotated events, each with
a type and subtype with 257 tweets of the ’Other’
type and 446 of the ’None’ type.

4.1.3 Annotation Results

In this section, we present the statistics of the types
of events that exist on the AraEvent(November)
and AraEvent(July) datasets at the level of one
event or the set of events that took place simulta-
neously. The AraEvent(November) statistics are
present in Appendix A Table 7 in terms of indi-
vidual or paired events only. The individual event
type with the highest frequency based on the data
we have is the Justice event with 527 tweets. The
Conflict type comes as the next highest event with
449 tweets. The Life type ranked third with 304
tweets. The least accounted event type in the data is
the Transaction type with 41 tweets. Regarding the
paired events, the two highest events that occur con-
currently are Life and Conflict as they record 203
tweets. Second, Conflict and Justice events happen
at once in 37 tweets. Nature and Life event types
occurred 11 times as the third most overlapped
event. On the other hand, Personnel and Business
types overlap with one event type only as following:
Personnel and Conflict, Justice and Business. In
addition, a set of Life, Justice, and Conflict events
occur at the same time in 9 tweets. Table 2 shows
an example of Life and Conflict paired events. The
following is an example of paired events between
Nature and Life:

• Arabic: ë  m⇡⌘Ö ® QÂî” ÈK⌦ XÒ™ÇÀ @ ⌦̇
 Ø ÈK. Q™ ⌘É

 ‡ @QK⌦ @ H. Ò  Jk. ⌦̄ Ò⇣Ø » @  QÀ  P ⌦̇
 Ø  ·K⌦ Q  k @ 3 ÈK. Aì @

• Translation: "It was felt in Saudi Arabia, one
person was killed and 3 others injured in a
strong earthquake in southern Iran."

Regarding the AraEvent(July) dataset, individual
and paired event type statistics are present in Ap-
pendix A Table 8. In terms of the lowest individual
event types recorded in the data are Transaction and
Nature events with 2 tweets each. Moreover, no
business events are accounted for in the data. The
individual event type with the highest frequency,
based on the data we have, is the Justice event with
24 tweets. With 23 tweets, the Life type is ranked
second, and lastly, the Conflict type is ranked third
with 20 tweets.

4.2 Evaluation Experimental Setup
The event detection problem is a Multi-Label prob-
lem. The same sentence can contain multiple
events. We follow (Liu et al., 2019) approach, in
which we convert the multi-label problem to multi-
ple binary classification problems. As we have 9
event types, from Section 4.1, we fine-tuned EBK-
BERT per event type. This fine-tuning is performed
to the RandMask model, too. To evaluate the mod-
els, four experiments are conducted.

1. The first experiment aims to evaluate the mod-
els when applied to test data from the same
duration. Train-test split is used with an 80:20
ratio of the AraEvent(November) dataset.

2. The second experiment aims to evaluate the
models when applied to test data from the
same duration, but with limited training sam-
ples. Training samples in this experiment
were limited to 100 balanced samples, and
testing varies between event types as it con-
stituted the balanced remaining samples not
consumed in training.

3. The third experiment aims to evaluate the mod-
els when applied to test data from a different
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duration. The AraEvent(November) dataset is
used for training, and AraEvent(July) dataset
is used for testing. Business, Transaction, and
Nature types were not considered in this ex-
periment due to having less than 10 samples
each.

4. The fourth experiment aims to evaluate the
models when applied to test data from a dif-
ferent duration, and with limited training sam-
ples. This experiment is considered to be
the strongest form of testing of the four se-
tups. Training samples in this experiment
are limited to 100 balanced samples from the
AraEvent(November) dataset, and testing is
done on the AraEvent(July) data.

In all the experiments, we balance the positive class
of an event type with a mixture of the other 8
types that do not overlap with the positive class,
in addition to sentences that do not contain any
events. Therefore, the final dataset of an event
type includes: 50% sentences from the positive
class of the event, 25% sentences from the other
event types, and 25% sentences that do not contain
events, the total amount of records for each class
is presented in Tables 3 and 4. To initiate the fine-
tuning step, AutoModelForSequenceClassification
class from the transformers library of Huggingface
4 is used. All models are fine-tuned on 3 epochs
with a learning rate of 5e�5, batch size of 8, and a
maximum sequence length of 128. For evaluation,
As the datasets are balanced, we only report the
mean of the accuracy per event type with a confi-
dence interval of 95%. The fine-tuning is repeated
10 times with random initial seeds.

5 Evaluation Results and Discussion

To evaluate the proposed approach, we compare
between the classification results of the fine-tuning
of both the baseline RandMask and our proposed
approach EBK-BERT. Starting with the first and
second experiment, as presented in Table 3, EBK-
BERT performs better than RandMask in all types.
The Business type had the most improvement with
about 3.5% improvement in accuracy. Then comes
Personnel, Movement, and Contact with 2 � 3%
improvement in accuracy. The remaining events
show an improvement of less than 1.6�0%. When
limiting the training data, the Business type still
shows the highest improvement with 4.2%, The

4https://huggingface.co

remaining types show an improvement of 0.4�3%
except for Nature, which is affected negatively by
the EBK Masking. The average improvement is
2.13% and 1.4% for the two experiments respec-
tively. We conclude from this that, for most of the
types, EBK Masking did amplify the fine-tuning
process to produce more accurate predictions for
homogeneous datasets.

As for the third and fourth experiments, where
the test set is from a different time period, the re-
sults are presented in Table 4. The average im-
provement of the third experiment is at 1.74% with
5 out of the 6 datasets scoring more than 1% im-
provement. The fourth experiment which limits the
training size to 100 shows the promising results of
EBK Masking when capturing the masks correctly.
The average improvement from the EBK Masking
is at 3.67%. However, this average comes from
two opposite responses to EBK Masking when test-
ing on non-homogeneous datasets. Conflict and
Contact had an improvement of 0.6% and �0.9%,
which is an indication of a bias in the selection
of significant words which did not generalize well
when tested in a different period with a different
event. Emphasizing that the models perform much
better when training on the entire training dataset.
Whereas for the remaining four event types, more
than 5 � 6.25% improvement is archived by EBK-
BERT. This indicates that EBK-BERT generalizes
well for different time periods even with limited
fine-tuning data. Still, it cannot be ascertained
whether this is the reason for the varying perfor-
mance between the types since there are a lot of
variables that may play a role, such as the data size,
the difficulty of the event, the bias in the most sig-
nificant words, and the percentage of the presence
of the most significant words in the pre-training
text.

6 Limitations

AraEvent is drawn from a short period, introducing
some bias towards events happening in that period
such as ⌦̇mk

.
@P and …ÇªÒJ⌦  K. Also, errors from the

lemmatization tool propagate to the ED task, as
shown in the Table 1 l⇡⌘ÖQ⇣K, l⇡⌘ÖP are both present
in the most significant words. In addition, as the
models were trained on MSA Arabic corpus, we
cannot generalize the results to dialectal Arabic as
it may impose its own challenges.
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80:20 training to test ratio Training size set to 100 balanced samples

Event type Training size Testing size Random EBK-BERT Testing size Random EBK-BERT

Personnel 189 47 0.862±0.014 0.891±0.013 136 0.866±0.013 0.862±0.013
Transaction 71 17 0.733±0.039 0.750±0.047 - - -
Contact 347 86 0.934±0.007 0.955±0.004 333 0.903±0.006 0.913±0.008
Nature 123 30 0.917±0.010 0.923±0.012 53 0.942±0.007 0.930±0.010
Movement 148 37 0.858±0.009 0.882±0.023 85 0.800±0.023 0.811±0.018
Life 858 214 0.880±0.006 0.917±0.003 972 0.796±0.008 0.825±0.009
Justice 393 234 0.910±0.006 0.927±0.003 1073 0.798±0.012 0.824±0.011
Conflict 1134 283 0.897±0.002 0.904±0.005 1317 0.807±0.004 0.811±0.001
Business 103 25 0.869±0.023 0.904±0.017 28 0.911±0.016 0.954±0.015

Table 3: Event classification accuracy results for AraEvent(November) based on an average of 10 runs per event
type and a confidence interval of 95%

Testing Dataset Full training set size Training size set to 100 balanced samples

Event type Testing size Training size Random EBK-BERT Random EBK-BERT

Personnel 32 236 0.913 ± 0.018 0.93125 ± 0.020 0.853± 0.024 0.903 ± 0.006
Contact 21 433 0.967 ± 0.014 0.962 ± 0.012 0.919 ± 0.020 0.910 ± 0.026
Movement 24 185 0.788 ± 0.0191 0.804 ± 0.017 0.746 ± 0.0284 0.808 ± 0.030
Life 45 1137 0.985 ± 0.006 0.990 ± 0.003 0.901 ± 0.0197 0.952 ± 0.00762
Justice 23 627 0.833 ± 0.016 0.86 ± 0.0113 0.769 ± 0.019 0.829 ± 0.023
Conflict 39 1417 0.827 ± 0.009 0.869 ± 0.013 0.770± 0.019 0.777 ± 0.017

Table 4: Event classification accuracy results of AraEvent(July) based on an average of 10 runs per event type and a
confidence interval of 95%

7 Conclusion and Future Work

This work aims to propose using the Event-Based
Knowledge (EBK) approach for selecting the Mask
for the MLM training task in order to improve the
model’s performance for the event detection task.
In this (EBK), the most significant words are ex-
tracted from an AraEvent(November) using odds
ratio. This dataset is pulled from news channels’
Twitter accounts and then annotated manually to 9
event types, inspired by ACE2005 Event Extraction
dataset, with some modifications. The event classi-
fication experiment results show improvement over
random masking by 0.56�3.645% across all event
types when tested on a homogeneous dataset, an av-
erage of 3.67% when tested on a non-homogeneous
dataset with limited fine-tuning data. This shows
the effectiveness of the proposed masking tech-
nique for event detection. The classification results,
although higher than random masking, raise sev-
eral questions on the reasons for the varying perfor-
mance across the types. Running the experiment
with different data sizes may asssist to answer the
question of whether the data size plays a role in nar-
rowing the effect of the proposed masking, in other
words: Is (EBK) or similar masking approaches
more suitable to perform tasks with small anno-

tated datasets? Another improvement to be made
to the approach is constructing the event datasets
gradually over an expanded period of time to mit-
igate the bias towards the data collection period.
Also, following the log-odds-ratio with Dirichlet
prior approach should help us mitigate the bias
of the collection period and rare words, in gen-
eral. We consider this study as preliminary work
as a proof of concept that mask approaches catered
to a certain downstream task are beneficial to the
downstream task for language models built for the
Arabic Language. This is illustrated in this study
on a language model built on a considerably lim-
ited amount of data. It is interesting to see if this
approach can be applied to pre-train large-scale
Arabic Language models for different downstream
tasks.

Acknowledgements

The authors would like to acknowledge the support
of King Fahd University of Petroleum and Minerals
to complete this work. We would like to thank
also Reem Alyami and Ebtehal Alsulami for the
valuable discussion and support.

281



References
Ahmed Abdelali, Kareem Darwish, Nadir Durrani, and

Hamdy Mubarak. 2016. Farasa: A fast and furious
segmenter for Arabic. In Proceedings of the 2016
Conference of the North American Chapter of the
Association for Computational Linguistics: Demon-
strations, pages 11–16, San Diego, California. Asso-
ciation for Computational Linguistics.

Ahmed Abdelali, Sabit Hassan, Hamdy Mubarak, Ka-
reem Darwish, and Younes Samih. 2021. Pre-training
BERT on arabic tweets: Practical considerations.
CoRR, abs/2102.10684.

Muhammad Abdul-Mageed, AbdelRahim Elmadany,
and El Moatez Billah Nagoudi. 2021. ARBERT &
MARBERT: Deep bidirectional transformers for Ara-
bic. In Proceedings of the 59th Annual Meeting of the
Association for Computational Linguistics and the
11th International Joint Conference on Natural Lan-
guage Processing (Volume 1: Long Papers), pages
7088–7105, Online. Association for Computational
Linguistics.

ACE. 2005. (automatic content extraction) arabic anno-
tation guidelines for events. Linguistic Data Consor-
tium.

Alaa Alharbi and Mark Lee. 2021. Kawarith: an arabic
twitter corpus for crisis events. In Proceedings of the
Sixth Arabic Natural Language Processing Workshop,
pages 42–52.

Hind Almerekhi, Maram Hasanain, and Tamer Elsayed.
2016. Evetar: A new test collection for event de-
tection in arabic tweets. In Proceedings of the 39th
International ACM SIGIR conference on Research
and Development in Information Retrieval, pages
689–692.

Nasser Alsaedi and Pete Burnap. 2015. Arabic event
detection in social media. In Computational Linguis-
tics and Intelligent Text Processing, pages 384–401,
Cham. Springer International Publishing.

Wissam Antoun, Fady Baly, and Hazem Hajj. 2020.
AraBERT: Transformer-based model for Arabic lan-
guage understanding. In Proceedings of the 4th Work-
shop on Open-Source Arabic Corpora and Process-
ing Tools, with a Shared Task on Offensive Language
Detection, pages 9–15, Marseille, France. European
Language Resource Association.

Tommaso Caselli, Osman Mutlu, Angelo Basile, and
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A Appendix

Source No. of tweets
before cleaning

No. of
duplicates

No. of tweets
after cleaning

Al-Arabiya 2945 170 2775
Sabq 2837 143 2694
CNN Arabic 3192 574 2618
BBC Arabic 3121 135 2986
Total 12095 1022 11073

Table 5: AraEvent(November) data statistics

Source No. of tweets
before cleaning No. of duplicates No. of tweets

after cleaning
Al-Arabiya 382 195 187
Sabq 394 199 195
CNN Arabic 400 181 219
BBC Arabic 400 188 212
Total 1576 763 813

Table 6: AraEvent(July) data statistics
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Type Personnel Transaction Contact Nature Movement Life Justice Conflict Business

Personnel 116 - - - - - - 1 -
Transaction - 41 - - 1 1 1 - -
Contact - - 216 - 1 - - - -
Nature - - - 60 1 11 1 4 -
Movement - 1 1 1 80 1 3 6 -
Life - 1 - 11 1 304 7 203 -
Justice - 1 - 1 3 7 527 37 2
Conflict 2 - - 4 6 203 37 449 -
Business - - - - - - 2 - 62
Total 118 44 217 77 93 527 578 700 64

Table 7: AraEvent(November) event types statistics

Type Personnel Transaction Contact Nature Movement Life Justice Conflict Business
Personnel 16 - - - - - - - -
Transaction - 2 - - - - - - -
Contact - - 11 - - - - - -
Nature - - - 2 - - - - -
Movement - - - - 12 - - 1 -
Life - - - - - 23 - 7 -
Justice - - - - - - 24 - -
Conflict - - - - 1 7 - 20 -
Business - - - - - - - -
Total 16 2 11 2 13 30 24 28 -

Table 8: AraEvent(July) event types statistics

kwordsk
before lemmatization

Odds ratio >2
(Before lemmatization )

kwordsk
after lemmatization

Odds ratio >2
(After lemmatization )

Presence of the words in
the pre-training corpus

Personnel 1017 445 798 272 11.40%
Transaction 470 283 404 375 8.31%
Contact 1328 447 975 447 14.69%
Nature 519 260 415 237 11.57%
Movement 766 413 637 363 9.72%
Life 2890 347 1922 305 6.08%
Justice 3619 371 2316 353 7.94%
Conflict 3700 455 2232 393 7.68%
business 648 303 532 289 10.48%
Total 14957 3324 10231 3034 -

Table 9: Statistics related to the significant words calculated by the odds-ratio
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Table 10: Examples of Labeling Results Following Guidelines from (ACE, 2005).
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Abstract 

Nowadays, the number of patent 
applications is constantly growing and 
there is an economical interest on 
developing accurate and fast models to 
automate their classification task. In this 
paper, we introduce the first public Arabic 
patent dataset called ArPatent and 
experiment with twelve classification 
approaches to develop a baseline for Arabic 
patents classification. To achieve the goal 
of finding the best baseline for classifying 
Arabic patents, different machine learning, 
pre-trained language models as well as 
ensemble approaches were conducted. 
From the obtained results, we can observe 
that the best performing model for 
classifying Arabic patents was ARBERT 
with F1 of 66.53%, while the ensemble 
approach of the best three performing 
language models, namely: ARBERT, 
CAMeL-MSA, and QARiB, achieved the 
second best F1 score, i.e., 64.52%. 

1 Introduction 

Over the past few years, there has been an 
increased focus on improving patent classification 
systems. This is due to the growing recognition of 
the importance of classification in improving the 
efficiency of patent examination and in providing 
better access to information for users of patent 
databases. 

Currently, patent examiners manually classify 
patents, which is a time-consuming process. If a 
method could be developed for automatically 
classifying patents, it would greatly reduce the 
amount of time needed to examine a patent 
application. This is an important area of research 

because it has the potential to significantly improve 
the efficiency of patent examination. 

Current research efforts in patent classification 
are focusing on improving the efficiency and 
accuracy of the classification process. One area of 
research is exploring the use of machine learning 
algorithms to automatically classify patents 
(Aristodemou & Tietze, 2018). Another area of 
research is looking at ways to improve the use of 
prior art information in the classification process 
(Harris et al., 2010). 

While classifying patent text is applied widely 
for some languages, such as, English. The Arabic 
version of the problem requires the availability of 
Arabic patent annotated corpus with considerable 
size as well as experimenting with different 
classification models. Therefore, the contributions 
of this paper include:  
1- Constructing the first Arabic Patent dataset 

(called ArPatent) labeled with the International 
Patent Classification (IPC).   

2- Evaluating twelve classification approaches in 
order to achieve a baseline for Arabic patents 
classification.   

The rest of the paper is organized as follows: 
sections 2 and 3 provide background and related 
work on patents and their classification; section 4 
presents the data collection and preprocessing 
process. Sections 5 and 6 discuss the used methods 
and the obtained results. Finally, section 7 
concludes the paper with limitation and research 
outlook. 

2 Background 

A patent is a form of intellectual property that gives 
its owner the legal right to exclude others from 
making, using, or selling an invention for a limited 
period of time. 

Establishing a Baseline for Arabic Patents Classification: A 
Comparison of Twelve Approaches 

 
 
 

Taif Al-Omar1, Hend Al-Khalifa2 and Rawan Al-Matham3 

iWAN Research Group, King Saud University 
1taifalomar@gmail.com, 2hendk@ksu.edu.sa,  3r.almatham@gmail.com 

 
 

 
 

287



A patent document typically includes a title, an 
abstract, a classification, a background section, a 
brief summary of the invention, a detailed 
description of the invention, one or more claims 
and drawings.

There are two schemes used for patent 
classification: (1) International Patent 
Classification (IPC) (International Patent 
Classification (IPC), n.d.) and (2) Cooperative 
Patent Classification (CPC) (Office, n.d.). 

IPC scheme is a hierarchical patent 
classification system used in over 100 countries to 
classify the content of patents in a uniform manner; 
hence it is usually used for Arabic patents 
classification. It was established by the World 
Intellectual Property Organization (WIPO) in 
1971. 

Each patent publication is given one 
classification Section (see Table 1) identifying the 
topic to which the invention relates 1 . Further 
classification sections and indexing codes may be 
given to provide further information about the 
contents.

3 Related Work

There are many studies in the literature that tackled 
automated patent classification. The earliest studies 
employed classical Natural Language Processing 
(NLP) and Machine Learning (ML) approaches 
with feature engineering. For instance, (Fall et al., 
2003) did many experiments in two levels, classes 
and subclasses. They compared the precision of 
using many classifiers, Naïve Bayes (NB), Support 
Vector Machine (SVM), Spars Network of 

1 https://ipcpub.wipo.int/
2 https://www.wipo.int/

Windows (SNoW) and K-Nearest Neighbor 
(KNN) classifiers on their self-collected 
WIPO 2 dataset named WIPO-alpha, with 
performing stop words removal, stemming, and 
term selection using information gain as a 
preprocessing step. The best result in classes-level 
experiments was obtained with NB classifier 
(79%). While in the subclasses-level the best result
was with KNN (62%).

Similarly, (Tikk et al., 2008) used stemming, 
dimensionality reduction, stop word removal and 
removal of rare terms with a neural network called 
HITEC which was evaluated on WIPO-alpha 
corpus and Espace A/B 3  corpora. there results 
outperform other state-of-the art classifiers 
significantly (by 6.5~14.5%). Additionally, (Lim & 
Kwon, 2016) created a list of stop words 
specifically for the patent domain and used a TF-
IDF weighing system to choose their feature set. 
The patent document classification was examined 
using a multi-label model and 564,793 registered 
Korean patents at the IPC subclass level. They 
achieved a precision rate of 87.2% when using 
titles, abstracts, claims, technical fields, and 
backgrounds.

Around 2017, the focus of automated patent 
classification research changed to Deep Learning 
(DL) approaches. (Grawe et al., 2017) trained 
Espace A/B patent dataset with Word2Vec and fed 
it to LSTM classifier. At the level of subclasses, 
they achieved an accuracy rate of 63%. Likewise, 
(Xiao et al., 2018) applied similar approach 
(Word2Vec and LSTM) with their self-collected 
domain-specific patent datasets for security. Their 
approach achieved 93.48% of accuracy. On the 
other hand, (Risch & Krestel, 2019) employed bi-
directional GRUs (another type of RNN) to 
improve classification performance compared to 
Word Embeddings trained with Word2Vec on Wiki 
pages and the FastText embedding that was trained 
on different datasets (WIPO-alpha ,USPTO4 -2M 
and  USPTO-5M ). Their approach increased the
average precision for patent classification by 17 
percent compared to state-of-the-art approaches. 

Moreover, (Sofean, 2021) created a self-trained 
Word Embedding that was trained on a million 
patents collected from multiple patents datasets 
(European, German, Japanese and Chinese 
patents), and then classified them using LSTM 

3 https://www.epo.org/
4 https://bulkdata.uspto.gov/

Section 
(Class)

Topic

A Human Necessities
B Performing Operations, 

Transporting
C Chemistry, Metallurgy
D Textiles, Paper
E Fixed Constructions
F Mechanical Engineering, 

Lighting, Heating, Weapons
G Physics
H Electricity

Table 1: IPC eight classification sections and 
topics
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network. He obtained an accuracy of 67%. Another 
paper by  (S. Li et al., 2018) developed DeepPatent 
algorithm for patent classification by combining 
Word Embeddings with CNN. It was tested on
USPTO-2M dataset. Their approach achieved 
precision of 73.88%. Similarly, (Zhu et al., 2020)
experiments were applied to classify Chinese short 
text patent using Word Embedding with CNN. 
Their results outperformed traditional RNN. 

However, using CNNs alone has gained the best 
results in patent classification task. In 
(Abdelgawad et al., 2020), they achieved an 
accuracy of 52.02% at the subclass level with the 
WIPO-alpha dataset.

(Lee & Hsiang, 2020) fine-tuned a pre-trained 
BERT model on a their self-collected patent dataset 
which contains three million patents. They focused 
on patent claims without other parts and the best 
results they achieved was 66.83% for F1.

Ensemble techniques were also among the used 
approaches in patent classifications. (Eleni 
Kamateri et al., 2022) experimented with CLEF-IP 
2011 test collection to compare the accuracy of 
classifying English patents using different 
individuals’ classifiers (CNN, Bi-LSTM, Bi-GRU, 
LSTM, and GRU) and using ensemble approach 
with three classifiers. Their highest accuracy 
(64.85%) was gained by using ensemble approach 
that combined three of their best performing 
classifiers. 

From the previous studies we noticed that there 
is a huge interest in the community for patent 
classification in languages such as English and 
Korean. Furthermore, the best results were 
obtained with fine-tuning BERT language models 
and ensemble approach. Therefore, in this paper we 
created the first Arabic patent dataset and applied 
the best classification approaches mentioned 
previously in the literature. 

4 Data Acquisition and Preprocessing 

4.1 Data Acquisition

Delivering an Arabic patent dataset is one of the 
contributions in this paper. The dataset was 
acquired by scraping the granted Arabic patents at 
the Saudi Authority of Intellectual Property 
(SAIP)5 website using Selenium6. All the available 
patents at the website were retrieved, mainly 9772 

5 https://www.saip.gov.sa/en
6 https://www.selenium.dev/

patents. All patents were typically composed of the 
following sections: title, abstract, applicant, the 
International Patent Classification (IPC) and other 
details (see Figure 1). The size of the acquired data 
was approximately 413 MB with 1.58M tokens —
words. We named our dataset “ArPatent” and it is
publicly available through our Github repository7. 

4.2    Preprocessing

We chose to classify the patents into one of the 
eight IPC sections by training the models using 
titles and abstracts onlybelow; as they are the 
common sections among almost all patents. 
Nevertheless, six patents had no abstract hence 
were removed from the dataset. Moreover, one 
patent had no accurate IPC section and was 
excluded, so the remaining patents reached 9765. 
To explore and understand the dataset, we 
calculated the unigram and bigram frequencies 
after the data has been preprocessed as shown in
Table 2 and Table 3.

The preprocessing steps consisted of removing 
Arabic and English punctuations or digits, 
removing elongation and normalizing Arabic 
letters by replacing different forms of alif “ ”
into the simple form “ ”, replacing “ ” into “ ”, and 
finally replacing any “ ” into “ ”. It is noteworthy 
to mention that words with English letters were 

7 https://github.com/iwan-rg/Arabic-
Patents

Figure 1: A screenshot of an Arabic patent 
document from SAIP5
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preserved as they might represent scientific or 
technical terms, therefore keeping them might 
enhance the classification performance and prevent 
information loss.

Furthermore, the min/max/average of number of 
words in titles and abstracts were computed and 
resulted in 4/237/53 for titles, and 10/35371/681 
for abstracts. We can say that our dataset is 
considered an imbalanced since the number of 
patents in each IPC section was far from equal, see 
Table 4.

8 https://github.com/iwan-rg/Arabic-
Patents

5 Methodology

To achieve the goal of finding the best baseline for 
classifying Arabic patents, different machine 
learning approaches were considered. First, from 
the traditional approaches, SVM were 
implemented with different word Embeddings 
techniques; namely: TF-IDF, and Skip-Gram 
Word2Vec. For Word2Vec, we used the pre-trained 
Embeddings AraVec (Soliman et al., 2017), and we 
also trained our own Word2Vec version, named 
ArPatent-Word2vec 8 , on the entire preprocessed 
Arabic patent text.

Moreover, since BERT-based models have 
shown state-of-the-art performance at language 
understanding, we fine-tuned multiple Arabic 
BERT-based models on the unprocessed titles and 
abstracts of ArPatent for the task of patent 
classification. The used fine-tuning 
hyperparameters were: learning rate of 2e-5 using 
Adam’s optimizer, A dropout layer of 0.1 at the 
feed-forward classifier, a batch size of 32 and 3 
epochs. Moreover, the max length of tokens was set 
to 350 tokens for the tokenizer, truncating any input 
beyond that length. Furthermore, stratified split 
was used for splitting the data into 10/10/80 for 
testing, validation, and training respectively. The 
evaluation metrics used are accuracy, macro-
precision, macro-recall and macro-F1 score, 
having the last as the primary metric since the 
dataset is highly imbalanced.

The following subsections give a summary of 
the used pre-trained models.

5.1 CAMeL-MSA

CAMeL-MSA (Inoue et al., 2021) is a pre-trained 
BERT model on Modern Standard Arabic (MSA) 
corpus that is comprised of the following public 
Arabic corpora: Abu El-Khair Corpus, dump of 
the Arabic Wikipedia on February 01, 20199, The 
unshuffled version of the Arabic OSCAR corpus, 
the Arabic Gigaword Fifth Edition and lastly the 
OSIAN corpus. The resulting dataset consisted of 
107GB of text, yielding 12.6B tokens. It is worth 

9 https://archive.org/details/arwiki-
20190201

Word Count Word Count
1 9726 7 2479
2 6557 8 2384
3 5073 9 2131
4 2893 10 2062
5 2558 11 1910
6 2517 12 1904
Table 2: The top 15 bigram words in the Arabic 

patent dataset along with their frequencies.

Word Count Word Count
1 6095 7 458

2 1175 8 399

3 815 9 362

4 788 10 342

5 621 11 332

6 459 12 332

Table 3: The top 15 bigram words in the Arabic 
patent dataset along with their frequencies.

Section (Class) No. of Patents
A 2169
B 2038
C 2783
D 61
E 733
F 741
G 764
H 476

Table 4: Number of patents in each IPC section
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mentioning that the authors removed lines that 
had no Arabic characters from the text.

5.2 CAMeL-MIX

Same authors of CAMeL-MSA have contributed 
to releasing a model that was pre-trained on 
different Arabic variants, i.e., the same MSA 
corpus mentioned earlier, a range of dialectal 
Arabic corpora and a classical Arabic corpus from 
OpenITI. The model was pre-trained on text size 
of 167GB with 17.3B tokens, which is the largest 
number of tokens among all other BERT variants 
mentioned in this paper.

5.3 ARBERT

ARBERT (Abdul-Mageed et al., 2021) is also a 
BERT-based model pre-trained on 61GB of MSA 
text with 6.5B tokens, gathered from 1,800 Arabic 
books, the fifth edition of GigaWord, Abu El-
Khair Corpus, OSCAR, OSIAN, and the 
December 2019 dump of Arabic Wikipedia.

5.4 MARBERTv2

MARBERT (Abdul-Mageed et al., 2021) was pre-
trained to be best suited for dialectical Arabic 
using 1B tweets. The dataset makes up 128GB of 
text —15.6B tokens. For MARBERTv2, they 
further pre-trained MARBERT on the same 
dataset of ARBERT in addition to AraNews 
dataset. New MARBERTv2 dataset makes up 
29B of tokens.

5.5 AraBERTv2

AraBERTv2 (Antoun et al., 2020), is a pre-trained 
BERT model for MSA NLP tasks. It was pre-
trained on 77GB or 200M sentences of Arabic 
content resulting in 8.6B tokens. The corpus 
consisted of manually scraped Arabic news 
websites and four publicly available corpora: 
Arabic Wikipedia dump from 2020/09/01 10 ,  
OSCAR unshuffled and filtered, The 1.5B words 
Arabic Corpus, and lastly the OSIAN Corpus. The 

10

https://archive.org/details/arwiki-
20200901

authors noted that words with Latin characters 
were preserved during the training.

5.6 QARiB

QARiB (Ahmed Abdelali et al., 2021) was pre-
trained on a collection of 420M tweets and 180M 
sentences of text. For the sentences, it was a 
combination of Arabic GigaWord Fourth 
Edition, Abu El-Khair Corpus and OpenSubtitles 
corpus. It resulted in 14B tokens

5.7 Max Voting Ensemble

An ensemble is a collection of models designed to 
exceed the performance of every single base-model 
by combining their predictions. Max voting —or 
majority vote— ensemble is one of the simplest 
methods of combining predictions. In max voting, 
each base-model makes a prediction and votes for 
each instance. In addition to fine-tuning the 
models, we considered designing an ensemble of 
the highest performing models. Since weighted 
sum ensembles presume that some models in the 
ensemble are more efficient compared to others; 
we considered applying both weighted and 
unweighted summing for predictions and reporting 
the highest.

Models Acc.
SVM-SG-
ARAVEC

60.55 50.33 51.06 50.46

SVM-
ArPatent-
Word2vec

63.42 50.64 54.37 51.80

SVM-TF-IDF 63.83 54.11 67.28 56.62
CAMeL-MSA 68.03 59.10 59.73 59.27
CAMeL-MIX 66.39 57.07 56.72 56.81
ARBERT 70.18 72.60 64.91 66.53
MARBERTv2 62.40 52.37 51.36 51.68
AraBERTv2 63.11 53.01 51.40 51.74
QARiB 67.83 58.26 57.84 57.95
ENSEMBLE-
1

70.49  73.36 63.54 64.52  

ENSEMBLE-
2

62.91 54.16 51.95 52.46

ENSEMBLE-
3

68.24 59.60 57.66 58.10

Table 2: Experimental Results with the following 
metrics: accuracy (Acc.), macro precision (P), 

macro recall (R) and macro F1 score (F1).
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6 Results and Discussions 

Table 5 shows our experimental results. We can 
see that the BERT-based models that were pre-
trained on MSA text only, namely ARBERT and 
CAMeL-MSA, had a superior performance with 
an F1 measure of 66.53 and 59.27 respectively. 
Moreover, among the SVM classifiers, the SVM 
with TF-IDF word Embeddings achieved a 
significantly higher performance (F1= 56.62).
Although ArPatent-Word2vec embeddings was
trained on the ArPatent text, yet it did not improve 
the classification task, this might be attributed to 
the models being trained on the title and abstract 
of a patent rather than the complete patent dataset.

On the other hand, the accuracy of 
ENSEMBLE-1 results outperformed all other 
models with 70.49%. ENSEMBLE-1 consists of
the three best performing models namely:
ARBERT, CAMeL-MSA and QARiB, with 
weighted sum of 1, 0.5 and 0.5, giving ARBERT 
the priority in voting. We also combined the SVM 
models in ENSEMBLE-2 with the same weighted 
sum, giving the priority to SVM-TF-IDF. 

The last ensemble, ENSEMBLE-3, was a 
combination of all SVMs and ARBERT, giving 
ARBERT and TF-IDF the twice weight of other 
SVMs.

From the results, we can observe that the best 
performing model in terms of F1 score was 
ARBERT. Although we tried to ensemble different 
models; but due to little diversity in base-models’ 
predictions; the performance could not get
improved, for example, refer to the confusion 
matrices in Figure 2, Figure 3 and Figure 4 for the 
models participating in ENSEMBLE-1 and notice 
the similarity in predictions. Moreover, due to the 
little number of samples for some classes, the 
overall performance was low, especially for class 
D where most of its instances were not classified 
correctly even with ARBERT.

7 Conclusion

Classification of patents is a crucial part of the 
patent system, as it allows for the efficient and 
effective management of patent information. In this 
paper, we constructed the first Arabic patent dataset
called ArPatent and experimented with twelve 
different classification approaches to develop a 
baseline for Arabic patent classification.

Our results show that the ARBERT model had
the best performance in classifying patents. We can 

say that our results are comparable to those found 
in the literature, even with our small sized dataset.

One limitation of this work resides in the 
imbalanced dataset, this affected the performance 
of patent classification. Also, using only the 
patent’s title and abstract for the purpose of 
classification did not yield good results. Therefore, 
as a future plan we intend to repeat the experiments 
while considering the whole text for classification 

Figure 2: Confusion matrix of the best performing 
model ARBERT.

Figure 3: Confusion matrix of CAMeL-MSA.

Figure 4: Confusion matrix of QARiB.
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also we need to increase the size of the dataset to 
obtain more successful results. 

Finally, we believe that our paper has produced 
some preliminary knowledge and useful results 
that will help support the task of Arabic patent 
classification. 
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Abstract

One core challenge facing morphological in-
flection systems is capturing language-specific
morphophonological changes. This is particu-
larly true of languages like Arabic which are
morphologically complex. In this paper, we
learn explicit morphophonological rules from
morphologically annotated Egyptian Arabic
and corresponding surface forms. These rules
are human-interpretable, capture known mor-
phophonological phenomena in the language,
and are generalizable to unseen forms.

1 Introduction

Much progress has been made in tasks such as mor-
phological (re-)inflection and morphological anal-
ysis in recent years (e.g., Narasimhan et al., 2015;
Kirov and Cotterell, 2018; Belth et al., 2021). How-
ever, low-resource languages still prove to be a sig-
nificant challenge, despite growing interest, as the
recent SIGMORPHON shared task reveals (Kod-
ner et al., 2022; Kodner and Khalifa, 2022). Arabic
dialects present a specific challenge in that there
is an almost continual variation between dialects,
mainly along the geographical dimension, and most
dialects are low-resource. Cairene Arabic morphol-
ogy is related to that of the dialects of (for exam-
ple) Alexandria, Sohag, Aswan, and Khartoum. So
from an NLP point of view, if we have knowledge
of Cairene and need a morphological tool for one
of the other dialects, we should be able to leverage
our knowledge of Cairene. We propose to address
the challenge by modeling morphophonological
rules explicitly. Such rules provide an explain-
able representation of morphophonology. Once we
have those rules, we can create NLP tools while
leveraging rules from adjacent dialects. Having a
standalone model of morphology, in terms of mor-
phophonology or morphosyntax, improves the per-
formance of many downstream NLP tasks such as
machine translation (Sennrich and Haddow, 2016;
Erdmann et al., 2019; Alhafni et al., 2020), speech

synthesis (Halabi, 2016) and morphological disam-
biguation (Khalifa et al., 2020; Inoue et al., 2022).
Morphological resources provide explicit linguis-
tic knowledge that is not necessarily captured by
learning models.

In this paper we present a preliminary study on
automatically learning morphophonological rules
for Cairene Egyptian Arabic (henceforth, EGY).
We choose EGY because it is well-studied and has
many resources. The learning process relies on the
rule representation inspired by the notion of phono-
logical rules, where a phonological alternation is
explicitly represented via an input, an output, and
the phonemic context. We evaluate our approach
based the accuracy of the generated forms and the
genralizability of the learned rules. Additionally,
we describe the dataset preparation process as there
is no suitable dataset for our task. To the best of our
knowledge, this task of rule-learning to specifically
model morphophonology has not been studied be-
fore in the context of Arabic NLP. This study will
help us investigate to what degree can we learn
explicit linguistic properties from simple represen-
tations.

2 Related Work

There have been many efforts on morphological
modeling for Arabic. Precompiled tabular morpho-
logical analyzers (Buckwalter, 2002, 2004; Graff
et al., 2009; Habash et al., 2012; Khalifa et al.,
2017; Taji et al., 2018) became the standard in
many Arabic NLP pipelines. While they pro-
vide rich morphological analysis, they are directly
encoded into the lexicon and do not explicitly
model descriptive linguistic phenomena such as
morphophonological interactions. In contrast, ear-
lier efforts that modeled morphology using finite-
state technology (e.g., Beesley, 1998; Habash and
Rambow, 2006) used explicit rules leveraging roots
and patterns. However, they were manually built
and were abstracted to a high degree. More re-
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Dialect Realization
Egyptian kitabha
Sudanese kitaaba
Hijazi kitaabaha
Emirati kitaabha

Table 1: Different realizations of the same underlying
form /kitaab+haa/ ‘her book’ Ah�At� in four dialects.

cently, Habash et al. (2022) focused on modeling
allomorphy through linguistically descriptive rules.
However, the rules are manually created and do not
model phonological representations. Other efforts
adopting neural approaches to modeling morpho-
logical inflections (Wu et al., 2021; Dankers et al.,
2021; Batsuren et al., 2022) perform well for many
languages, however, those models do not provide
insightful general rules or descriptions of linguis-
tic phenomena. In this effort we take a generative
view on morphophonology and we aim to learn
morphophonological rules and apply them auto-
matically.

3 Background

Morphophonology and Arabic Morphophonol-
ogy is the study of the interaction between morpho-
logical and phonological processes. In particular,
morphophonemic analysis aims at discovering the
set of underlying forms and ordered rules that are
consistent with the data it analyzes (Hayes, 2008).

Arabic morphophonology is especially interest-
ing as its complex morphology is both templatic
and concatenative. Morphophonological changes
occur on the stem pattern and on stem and word
boundaries. In the case of concatnative morphol-
ogy, adding morphemes around the stem may trig-
ger phonological changes. Most of these reinterpret
the syllabic structure of utterances, and Arabic va-
rieties may employ different processes to maintain
such structures (Broselow, 2017). Table 1 shows
how different varieties realize the same underlying
representation: Egyptian, Sudanese, and Hijazi all
employ different strategies to avoid a super-heavy
syllable /-taab/, while Emirati permits it.

Rule Representation The transformation rules
that we aim to extract are inspired by the Sound
Pattern of English (SPE; Chomsky and Halle,
1968), where a hypothetical underlying represen-
tation (UR) is transformed into a surface form (SF)
by the application of a series of rules. Below is
an example of a phonological rule representing r-
dropping in many dialects of British English, where

r is dropped when it falls between a vowel and a
syllable boundary ]σ.

r → ∅ / V ]σ
UR → SF / (context) (context)

Our work takes inspiration from the main three
components of a rule, which are the UR, SF, and
the context. The exact notion of rule, however,
differs in order to make it machine-friendly. To this
end, we take additional inspiration from two-level
phonology (Antworth, 1991), which compresses
stacks of SPE rules into a single UR and SF without
intermediate steps.

4 Data

Our focus is on developing an explainable learning
approach. Therefore, we control our experimental
setup by having a few assumptions: a) we deal
with whole words out of context, b) the data is in
a broad phonetic transcription, c) SF is the word
produced and UR is the morphologically segmented
underlying representation, and d) the phonemic and
morphemic inventories are assumed to be acquired
beforehand (for example, by observing words in
which the segmentation task is trivial).

Though EGY is resource-rich relative to many
other varieties, there is no dataset that has been an-
notated for the task of morphophonological learn-
ing. To build such a dataset we need to create pairs
of UR and SF to learn and evaluate morphophono-
logical rules. In this work, we employ two existing
resources created specifically for EGY: ECAL, and
CALIMAEGY .

4.1 Resources

The Egyptian Colloquial Arabic Lexicon
(ECAL; Kilany et al., 2002) is a pronunciation
dictionary primarily based on CALLHOME Egypt
(Gadalla et al., 1997). Each entry in ECAL includes
an orthographic, phonological, and morphological
representation (Table 2(a)). Phonological forms
represent SF. The orthography is undiacritized, and
ECAL does not provide a full morphological seg-
mentation. Therefore, we cannot use ECAL alone
to extract URs, and we employ a separate resource
in order to generate a hypothesized UR with mor-
pheme boundaries.

CALIMAEGY (Habash et al., 2012) is a mor-
phological analyzer that generates a set of possible
analyses for a given input token out of context.
Each analysis includes a diacritized orthographic
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(a) ECA Arabic Pronunciation lemma:morph

mafatIHu ࠬරඞං݅߰ࢁ m@f@tIHu muftAH:noun+masc-inan-plural+gen-3rd-masc-sg

(b) diac lemma BW POS gen num enc0

ُࠬරඞِංَ݅߰ࢁ ْ߰޹݅ح ُ ࢁ POSS_PRON_3MS/ُه+NOUN/࢑௧ِ ຦ࢇَߜघ noun m s 3ms_poss

Table 2: An example of a partial entry from ECAL in (a). An example of a partial entry from CALIMAEGY in (b).

form, morphological segmentation, and morpho-
logical features. We leverage the segmentation pro-
vided through CALIMAEGY as the starting point
for a UR to the SF extracted from ECAL.

4.2 Dataset Creation

We generate a UR from CALIMAEGY for every
SF extracted from ECAL. We use the CamelTools
(Obeid et al., 2020) analyzer engine. We feed in the
ECAL orthographic form to generate all the pos-
sible analyses. We then automatically choose the
best matching analysis based on the orthography,
lemma, part-of-speech (POS), and morphological
features from both resources. Tables 2(a,b) show
the necessary information used from both resources
for the word /mafatiièu/ ‘his keys’ ¢u�y�Afa�. Once
the best analysis is chosen, the segmentation is
extracted from the Buckwalter fine-grained POS
tag (Buckwalter, 2002) generated as part of the
CALIMAEGY analysis.

Forms are normalized to approximate UR

forms. Only stem-bound morphophonological
sound changes, i.e., entirely predictable changes,
are normalized. These included changes such as
unconditioned /q/ > /P/ and the distinction between
emphatic and non-emphatic vowels. Another as-
pect to take into consideration is the hypothesized
underlying representation of the affixes and cl-
itics. Some morphemes, such as the 2.fem.sg
clitic /ik/, can have two forms, [ik] or [kii] de-
pending on the last segment in the stem. In such
cases, we remained faithful to the form provided
by CALIMAEGY which is always consistent.

Finally, we enrich the segmentation provided by
the analyzer, delimiting prefixes with -, suffixes
with =, and word boundaries with #.1 Table 3(a)
shows an example of the final (UR,SF) pair. When
generating the final set of UR and SF pairs, we only

1We do not make a distinction between affixes and clitics
boundaries because we discovered that it does not significantly
affect the learning process.

Data

(a) UR SF

#mafAtIH=uh# #mafatIHu# ُࠬරඞංَ݅߰ࢁ

Locate alternations in UR

(b) #mafAtIH=uh#

Fit to smallest context

(c) afAtIH=uh#

Generalize

(d) aCACIC=uh#

Rule

LHS RHS

(e) aCACIC=uh# → aCaCICu#

Table 3: This figure shows process of rule extraction
starting from (UR,SF) pairs. An entry from the dataset
in (a). In (b), different alternations are located through
Levenshtein distance, morpheme boundary changes are
in blue, and phonemic changes are in red to visualize
the changes. We then reduce UR to the smallest context
in (c). Followed by generalizing the stem consonants in
(d). In (e) we see the final form of the rule.

picked entries that belong to the open-class POS,
i.e., verbs, nouns, and adjective.

4.3 Splits

ECAL was based on a continuous text corpus and
indicates the occurrences of the entries in each
of the three splits in the original corpus, namely,
TRAIN, DEV, and EVAL. Because the splits are
based on running text, words may re-occur in each
of the splits. So in addition to DEV and EVAL, we
also create DEV-OOV and EVAL-OOV by removing
any overlap with TRAIN as shown in Table 4(a).

297



5 Learning Approach

We frame the learning problem as learning simple
transformation rules that capture morphophonolog-
ical interactions in a given dataset of (UR,SF) pairs.

5.1 Rule Extraction

We employ a simple rule learning mechanism that
consists of extracting string transformations and
converting those transformations into rules learned
from TRAIN. In the first round, the string transfor-
mations are captured by calculating Levenshtein
distance on every (UR,SF) to extract edit operations.
Those edit operations are then used to locate the
positions of where alternations are happening. Al-
ternations to both the morpheme boundaries and
phonemes are being considered. Levenshtein edits
return whole word contexts. In order to improve
generalizability, we choose a window of 2 around
an alternation, if more than one alternation occur,
then the window will be around the smallest sub-
string that contains all alternations. And to further
generalize, all consonants of the stem are replaced
with a generic C character. The vowels and all
other morphemes remain fully specified. Note that
in the original notion of rules mentioned in §3, the
rule always corresponds to a single change, so sev-
eral rules may have to apply in sequence to yield
the appropriate SF. However, in our adaptation, a
single rule captures all changes simultaneously.

A rule in our definition consists of two compo-
nents: the left-hand side (LHS) of the rule which
represents the UR and context, and the right-hand
side (RHS) of the rule which represents the SF. In
case no change occurs, i.e., UR and SF are identical,
in other words, the only alternations are deletions
of morpheme boundaries, then the rule is reduced
to UR→copy. Every rule has an accompanying fre-
quency which is the number of (UR,SF) pair types
that generated this rule. Table 3(e) shows an exam-
ple of a rule. After rule extraction and generaliza-
tion we ended up with 4,661 rules, which is 35.4%
of the size of TRAIN.

5.2 Rule Selection

Since rules are specified by a limited context, it
is often the case that more than one rule could
apply to a given UR. Finding a rule that matches
a given UR and produces the correct SF is not a
trivial task. At this stage of our study, we employ
a simple heuristic to select the most fitting rule.
For a new UR, the longest and the most specific

(a) TRAIN DEV EVAL
All 13,170 5,180 6,974
OOV – 2,189 2,271

(b) TRAIN DEV EVAL
All 90.1% 80.5% 82.3%
OOV – 69.4% 68.9%

Table 4: Accuracy on each data split in (a). All rep-
resents all the types belonging to the respective splits
as indicated in ECAL. OOV represents the same splits
excluding types which also occur in TRAIN in (b).

LHS is chosen. Specificity is determined by the
least amount of unspecified consonants in the stem,
i.e., the least number of Cs. If the chosen LHS is
found to participate in multiple rules, then the most
frequent rule is applied.

6 Evaluation

To evaluate our current rule learning approach, we
compute the accuracy of the generated SF for ev-
ery UR, reported in Table 4(b). TRAIN accuracy is
reported for the purpose of validating the general-
izability of the rules. Performance is under 100%
because of the rule abstraction process and rule
selection heuristic. Even in TRAIN, there are words
to which multiple rules can apply.

Two numbers are provided for both DEV and
EVAL. The numbers in the All group indicate per-
formance on the full splits. These indicate likely
performance in future downstream tasks applied to
running text, however, these contain words which
were also present in TRAIN, so they are not in them-
selves a good indicator of our model’s ability to
generalize to unseen words. The out-of-vocabulary
(OOV) numbers only report accuracy on types that
were unseen during training. They retain most of
their performance, indicating that the rules that our
model learns do apply to new types.

7 Discussion and Error Analysis

The results discussed in §6 are good indicators of
the generalizability of all the components of our
approach, including rule representation, extraction,
and selection heuristics. We performed a qualita-
tive error analysis to further verify the generaliz-
ability and linguistic validity of the acquired rules.

Sources of Errors We investigated sources of
errors in the SF production by comparing the rules
the were selected with the ground-truth rules of
the 31% of DEV-OOV forms that were incorrectly
produced. The ground-truth rules were classified as
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either in-vocabulary rules (INV-rules) which exist
in the acquired rule inventory or out-of-vocabulary
rules (OOV-rules) which do not. Of the errors, 32%
misproduced words had INV-rules. The selection
heuristic is the driving source of this error: in the
overwhelming majority of cases, the most specific
LHS was selected. On the other hand, 68% of
the errors had OOV-rules, which means that those
rules were never seen before. We investigated 100
of those rules (30%). We found that all phenomena
that those rules capture are in fact already captured
in existing rules, but the context of the alternation
is new, and therefore, the LHS is deemed unseen.
This investigation emphasizes the crucial roles of
the rule search heuristic and choice of the context.

Linguistic Phenomena To reaffirm the value of
learning morphophonology through rules, we an-
alyzed the top 60 (non-copy) most frequent rules.
The most frequent rule in this sample had a fre-
quency of 166 and the lowest was 15. We describe
the captured phenomena in the following points:

• Word-final long vowel shortening.
• Assimilation of determiner-final /l/ to a stem-

initial coronal. The “sun” and “moon” letter rule.
• Shortening of stem /aa/ in certain patterns.
• Epenthetic /u/ and /a/ to break CCC clusters.
• Deletion of stem-initial glottal stop after a prefix.
• Lengthening of the feminine suffix marker /a/

when it attaches to some pronominal suffixes in
active participles.

• Deletion of word-final /h/ in the 3.masc.sg /-uh/.
• Deletion of /i/ in the active participles of the pat-

tern /CACiC/ before a pronominal suffix.

Those findings mirror descriptive phonology for
EGY (Abdel-Massih et al., 1979; Broselow, 2017).
The small number of phenomena we found in the
rules highlights once again the importance of deter-
mining the optimal context. This is a matter we are
currently investigating.

8 Conclusion and Future work

In this paper we presented a morphophonologi-
cal learning approach for Egyptian Arabic. The
main goal was to learn morphophonological rules
from pairs of underlying representations and sur-
face forms. We achieved this goal with a produc-
tion accuracy of 82% on the evaluation set and
68% on completely unseen tokens from the same
set. Additionally, the linguistic phenomena cap-
tured through the rules align with the descriptive

grammars of Egyptian Arabic. This effort also re-
sulted in a new dataset designed specifically for
this task. The dataset was generated by combining
relevant information from a pronunciation lexicon
and an orthography-based morphological analyzer.

In ongoing work, we continue to develop the
crucial components of our rule learning approach.
We are focusing on developing a more dynamic
approach to determine the context of a change and
the degree of phone abstraction. We will validate
our approach by applying it to more dialects, in-
cluding dialects with very scarce resources. Ad-
ditionally, in low resource simulated settings, we
plan to investigate the cognitive plausibility of the
rules which will give insights to child acquisition
of morphophonological phenomena.
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Abstract
Among mental health diseases, depression is
one of the most severe, as it often leads to
suicide which is the fourth leading cause of
death in the Middle East. In the Middle East,
Egypt has the highest percentage of suicidal
deaths; due to this, it is important to identify
depression and suicidal ideation.1 In Arabic
culture, there is a lack of awareness regard-
ing the importance of diagnosing and living
with mental health diseases. However, as noted
for the last couple of years people all over the
world, including Arab citizens, tend to express
their feelings openly on social media. Twitter
is the most popular platform designed to en-
able the expression of emotions through short
texts, pictures, or videos. This paper aims to
predict depression and depression with suici-
dal ideation. Due to the tendency of people to
treat social media as their personal diaries and
share their deepest thoughts on social media
platforms. Social media data contains valuable
information that can be used to identify users’
psychological states. We create the AraDepSu
dataset by scrapping tweets from Twitter and
manually labeling them. We expand the di-
versity of user tweets, by adding a neutral la-
bel (“neutral”) so the dataset includes three
classes (“depressed”, “suicidal”, and “neutral”).
Then we train our AraDepSu dataset on 30+
different Transformer-based models. We find
that the best-performing model is MARBERT
with accuracy, macro-average precision, macro-
average recall, and macro-average F1-score val-
ues of 91.20%, 88.74%, 88.50%, and 88.75%.

1 Introduction

The well-being of a person comprises physical
health and mental health. The mental health of a
person shows the individual’s state of mind. Mental
disorders are a worldwide health problem affecting
a large number of people and causing numerous
deaths every year (Musleh et al., 2022).

1Suicide: The Fourth Cause of Death Among Young Peo-
ple. URL: https://www.bbc.com/arabic/59568886.

Depression is one of the most well-known men-
tal health disorders and it is considered a major
issue for mental health practitioners. Depression
is a mood disorder that causes a persistent feeling
of sadness and loss of interest. Also called a major
depressive disorder or clinical depression. It affects
how you feel, think and behave and can lead to a
variety of emotional and physical problems. Fortu-
nately, it is also treatable especially if we identify
it in the early stage.2 In Arabic culture, early diag-
nosis of mental illness is difficult, because of the
stigma of mental illness and lack of awareness in
the field of psychiatry.3 Depression has become a
silent killer as it increases suicide risk. 4

People tend to express their feelings openly on
social media, especially on Twitter. Twitter pro-
vides a platform where users share their thoughts,
emotions, feelings, and expressions. These tweets
can aid in determining a person’s thought process,
mental health, and behavioral traits.

In this paper, our objective is to come up with
a methodology to accurately classify and analyze
Arabic tweets. We classify whether they are suf-
fering from depression or depression with suicidal
ideation which can help prevent suicidal deaths.
We focus on the potential of Natural language pro-
cessing (NLP) and machine learning techniques
that can be utilized in the mental health field. NLP
is very helpful when it comes to understanding the
context of natural human language. As a result, it
extracts latent meaning from text and creates AI-
based solutions using text data available on social

2What is Depression? URL: https://psychiatry.org/
patients-families/depression/what-is-depression.

3Egypt: Mental health barriers URL:
https://english.ahram.org.eg/NewsContent/
50/1209/422608/AlAhram-Weekly/Focus/
Egypt-Mental-health-barriers.aspx.

4Mental Health and Substance Abuse: Does Depression
Increase The Risk For Suicide? URL: https://www.hhs.
gov/answers/mental-health-and-substance-abuse/
does-depression-increase-risk-of-suicide/index.
html.
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media platforms.

2 Background

Depression is considered a global concern. It is a
very common illness, as it affects people across all
nations. Approximately 280 million people have re-
cently been afflicted with depression in the world.5

Depression can cause the affected person to suffer
greatly and function poorly at work, at school, and
in the family. At its worst, depression can lead to
suicide. Over 700,000 people die due to suicide
every year.

Depression is different from usual mood fluctua-
tions and short-lived emotional responses to chal-
lenges in everyday life.6 It comes in many forms,
each accompanied by its own symptoms. The most
common and known form is major depressive dis-
order (MDD), which influences the ability of indi-
viduals to do daily tasks (Aldarwish and Ahmad,
2017). Depression does not have a target age, as
it may begin at a young age. Curbing depression
is essential to saving people’s lives (Marcus et al.,
2012).

In Arabic culture, the stigma on mental illness is
deeply entrenched, and there is a lack of awareness
regarding this issue. The review reveals that be-
yond society and culture, the persistence of mental
illness stigma. In the Arab world may be explained
by inefficient monitoring mechanisms of mental
health legislation and policies within the healthcare
setting (Merhej, 2019).

3 Related Work

This section presents a summary of prior studies
that have been conducted on the prediction and
monitoring of depression and suicide using social
media.

Various related data have been in the literature
for the prediction of depression via various ap-
proaches. Two main strategies were reported in
the literature to collect data and detect depression
through social media.

The first strategy is crowd-sourcing data collec-
tion from social media publicly available. This
allows researchers to cheaply outsource simple

5Institute of Health Metrics and Evaluation. Global Health
Data Exchange. URL: http://ghdx.healthdata.org/
gbd-results-tool?params=gbd-api-2019-permalink/
d780dffbe8a381b25e1416884959e88b.

6World Health Organization: Depression. URL:
https://www.who.int/news-room/fact-sheets/
detail/depression.

tasks or questionnaires, and gather data in real-
time. It also helps to obtain far more numerous and
widespread observations than in traditional data
collection given its relatively low cost. The crowd-
sourcing strategy is mainly conducted in two stages
(De Choudhury et al., 2013a,b). First, responses
from an online clinical depression survey are gath-
ered. Then, contents are collected by accessing
the Twitter data of the consented participants. This
main strategy limitation is time-consuming.

The second alternative strategy is characterized
by gathering data quickly and cheaply (Copper-
smith et al., 2014). As such, the data is collected di-
rectly from social media that are publicly available
for participants with self-identified mental illnesses.
The disadvantage of this strategy is its low reliabil-
ity. Unfortunately, very few of these collected data
and applied models were found in Arabic.

Conducting a sentiment analysis of texts in the
Arabic language is more complex than that directed
toward English texts. That is because the Arabic
language is characterized by more forms than other
languages. The formal variant of Arabic is Modern
Standard Arabic (MSA), but this is rarely used in
spoken interactions. The most frequently used in-
formal variant is Dialectal Arabic (DA), especially
for communication purposes. A total of 30 major
Arabic dialects differ from MSA, the approaches
used to translate difficult MSA terms are ineffective
when applied to DA translation. Recently, Arabic
researchers have developed solutions for different
dialects, but these remain minimally inaccurate and
cover only a few dialects (Al-Twairesh et al., 2017).
Our work mainly focuses on Egyptian Dialectal
with it the most studied and widely spoken DA.

A common challenge that faces most depression
detection trials is to identify the symptoms of men-
tal illness in online health communities. This is
due to the symptom overlapping between multiple
mental illnesses. To the best of our knowledge, no
previous trials went deeply into the Arabic Twit-
ter data for detecting whether a user’s tweet is de-
pressed or depressed with suicidal ideation. To fill
this literature gap, our solution helps in detecting
signs relevant to depression using Arabic language
tweets. To avoid the limitations related to data
collection we faced in the beginning, we combine
low-cost and reliable data collection strategies. We
collected more than 20k tweets data from public
tweets and labeled them manually.
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Dataset Number of examples
ArTwitter (Abdulla et al., 2013) 3,543
TEAD (Abdellaoui and Zrigui, 2018) 2,000
BRAD (Elnagar et al., 2018) 2,000
ASTD (Nabil et al., 2015) 1,590
Total 9,133

Table 1: Number of examples from different datasets.

Figure 1: Word clouds for different classes in the
AraDepSu dataset. Top: Depression words. Mid-
dle: Suicidal ideation words. words. Bottom: Non-
depression words

4 Data

4.1 Data Collection

We extracted more than 10k tweets from differ-
ent users with special keywords to get tweets with
depression and suicidal ideation, posted between
2016 and 2022. We added to our dataset 1,230
records from the available data of the Modern Stan-

dard Arabic mood changing and depression dataset
(Maghraby and Ali, 2022). Table 2 shows some of
the depression keywords and Table 3 shows some
of the depression with suicidal ideation keywords.
Tweets in this study were a mixture of Modern
Standard Arabic and Arabic dialects. Similar to the
previous work on depression detection on English
datasets (Babu and Kanaga, 2022), we collected
data from different sentiment analysis datasets as
shown in Table 1.

4.2 Cleaning and Pre-Processing Data

Our dataset annotation procedure includes two
phases. In the first phase, we sanitized each tweet
so that they do not contain irrelevant text, so they
would be suitable input for our various models.
First, we removed hyperlinks because they do not
add much to the actual content of the tweet. Then,
we removed empty columns and duplicate records.

4.3 Manually Labeling Process

In the second phase, each record is labeled by one
category name, whether it is depression, depres-
sion with suicidal ideation, or non-depression. The
annotators followed the authors’ instructions in la-
beling the data. Each record was labeled by a single
annotator. Then, the authors revised the annotated
data sample by sample. In case of disagreement,
the authors’ decision is favored. Finally, we ob-
tained a dataset with 20,213 tweets 5,472 classified
with depression, 2,167 with suicidal ideation, and
12,574 as non-depression as shown in Table 4

In Figure 1 we show the word clouds for the dif-
ferent classes in AraDepSu dataset. The keywords
for the depression class are highlighted in the de-
pression words such as “life is hard”, “I want to
cry" and similar keywords. We observe the same
kind of keywords for the suicidal ideation class
such as “ kill my self”, “I wan to die” and sim-
ilar keywords. For the non-depression class, the
highlighted keywords are not relevant to a specific
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Keyword Example
�IJ.ª�K �ék. Ag É¿ 	áÓ ø
 Q

	k@ �IJ.k. ð �I�®ë 	P ð �IJ.ª�K
Exhausted I am exhausted and fed up with everything.

I.

��JºÓ ��. ú
Îë@

	àA ��« ú
Îg. P úÎ« 	­�̄ @ð É 	� 	̄ @ ÈðAm�'. ð XAg H. A
J�J»


@ I.


��JºÓ A 	K @
Depressed I am severely depressed, just trying to withstand it for my family’s sake

�èPAî 	DÓ ¡J
ªK. ð �èPAî 	DÓ �é�®J
�®mÌ'@ ú

	̄ A 	K



@ AÒ 	J�
K. �é�JK. A�Kð �éK
ñ�̄ ú


	G @
 ÕºË ÉJ
	m�
�'
 Y�̄

Broken You might think I’m strong and steady when in fact I’m broken and weeping.
�é 	JK
 	Qk ÐA 	K @ð èX É¿ 	áÓ H. Që@ é 	̄PA« ��Ó ú


�æk é<Ë @ð ø
 ð


@ �èPñê�®Óð �é 	JK
 	Qk A 	K



@

Miserable I’m so miserable and defeated,I do not even know how to escape from all this and just sleep
H. A
J�J» @ XAg H. A
J�J» @ ú


	æJ
 	̄
Depression I have severe depression
ú

	æJ.j�
K. ��Ym× ?Yg ©Ó ��Q 	®K. Bð éJ. m�'. AÓ ø
 	P ú


	æJ.j�
K. ��Ym× éJ
Ë A 	K @ ��.
	¬Q«@ �è 	QK
A« �I	J»

No one loves me I just want to know, why no one loves me as much as I do and I do not matter to anyone?
¡J
«@ è 	QK
A« ÐA 	K @ ð@ ¡J
«@ è 	QK
A« A 	K @

Want to Cry I want to cry or sleep

Table 2: Examples for depression from the annotated corpus.

Keyword Example
Qj�J 	K @ 	QK
A« �Ê 	g@ ð ú
æ�

	® 	K �HñÓ@ ð Qj�J 	K @ 	QK
A«
I want to commit suicide I want to commit suicide and just end my life

ú
æ�
	® 	K É�J�̄ @ �IËA�K PAJ
 	k éJ
 	̄ AÓ ú
æ�

	® 	K É�J�̄ @ ð@ ú
æ�
	® 	K É�J�̄ @

kill myself It is either killing myself or killing myself there is no other option.
Qj�J 	K @ ø
 Xð é<Ë @ð �IJ.ª�K ék@Qå� Qj�J 	K @ ø
 Xð

I want to commit suicide I want to commit suicide, honestly I’m tired, I swear
�HñÓ@ 	QK
A« �HñÓ@ 	QK
A« Qå 	�Ag Bð ú
æ

	�AÓ B
I want to die No past no future, I want to die.
���
«@ �è 	QK
A« ��Ó �èY» �éK
A 	®» ���
«@ �è 	QK
A« ��Ó A 	K



@ H. P AK
 ú


	æ�KñÓ
I don’t want to live Just kill me God, I do not want to live anymore that is enough.

Qj�J 	K @ QÂ 	®K. Qj�J 	K @ QÂ 	®K. ð ¡J
ªK. �èY«A�̄
Thinking about committing suicide Crying and thinking about committing suicide

ú

	GY 	g H. PAK
 �I�̄ð H. Q

�̄ @ ú

	̄ ø
 X

�éÊJ
ªË@ 	áÓ ú

	GY 	g H. PAK


Just take me God Just take me God from this family as soon as possible

Table 3: Examples for depression with suicidal ideation from the annotated corpus.

topic.

5 Experiments and Results

5.1 Dataset

The final dataset consists of 20,213 tweets divided
into 15,159 training tweets and 5,054 testing tweets.
Table 4 provides the statistical details of the dataset.

5.2 Models

In our experiments, we use the following models:

5.2.1 mBERT
Multilingual BERT model (Devlin et al., 2018), is
a single language model pre-trained from monolin-
gual corpora on data from the Wikipedia dumps of
104 languages.

5.2.2 GigaBERT

GigaBERT is a customized bilingual BERT for En-
glish and Arabic. We use two variants of this model,
GigaBERT-v3 and GigaBERT-v4. GigaBERT-v3
is a customized bilingual BERT for English and
Arabic. It is pre-trained on a large-scale corpus
with 10B tokens. GigaBERT-v4 is a continued pre-
training of GigaBERT-v3 on code-switched data
(Lan et al., 2020).

5.2.3 XLM-RoBERTa

XLM-RoBERTa is an Unsupervised Cross-lingual
Representation Learning at Scale (Conneau et al.,
2019). This model is pre-trained on 2.5TB of fil-
tered data containing 100 languages. We use two
variants of this model, XLM-RoBERTa-base, and
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Set Non-depression Depression Depression With Suicidal Ideation Total
Training 9,408 4,117 1,634 15,159
Testing 3,166 1,355 533 5,054
Total 12,574 5,472 2,167 20,213

Table 4: Distribution of depression and depression with suicidal ideation.

Model Precision Recall F1-Score Accuracy
mBERT 84.25 87.04 85.55 87.93
GigaBERT(v3) 86.21 87.44 86.80 88.90
GigaBERT(v4) 87.05 87.59 87.32 89.35
XLM-RoBERTa-base 86.32 87.31 86.79 89.06
XLM-RoBERTa-large 85.95 87.28 86.59 88.88
AraBERT-base(v01) 86.23 86.39 86.30 88.66
AraBERT-base(v1) 85.78 86.78 86.27 88.29
AraBERT-base(v02) 87.42 87.75 87.58 89.73
AraBERT-base(v02)-twitter 87.02 88.66 87.81 89.73
AraBERT-base(v2) 86.36 86.15 86.25 88.68
AraBERT-large(v02)-twitter 87.48 88.33 87.90 89.93
AraELECTRA(discriminator) 86.36 87.97 87.14 89.24
AraELECTRA(generator) 82.82 87.27 84.78 87.34
Arabic BERT-base 86.05 86.78 86.41 88.52
Arabic BERT-mini 83.80 86.23 84.94 87.67
Arabic BERT-medium 84.97 84.82 84.89 87.57
Arabic BERT-large 86.64 86.91 86.76 88.74
Arabic ALBERT-base 85.86 86.38 86.12 88.43
Arabic ALBERT-large 86.43 86.01 86.20 88.48
Arabic ALBERT-xlarge 86.82 85.62 86.21 88.70
MARBERT 88.74 88.50 88.75 91.20
MARBERT(v2) 87.75 88.50 88.12 90.07
ARBERT 86.42 86.21 86.31 88.60
QARiB 88.20 88.26 88.23 90.13
AraGPT2-base 83.34 85.70 84.45 86.94
AraGPT2-medium 81.08 83.57 82.31 83.83
AraGPT2-large 83.97 84.60 84.26 84.67
AraT5-base 84.44 88.68 86.35 88.70
AraT5-msa-base 82.74 88.66 85.26 87.73
AraT5-tweet-base 86.06 88.93 87.40 89.65
AraT5-msa-small 74.90 82.77 77.74 81.58
AraT5-tweet-small 80.47 85.95 82.12 85.26

Table 5: Performance comparison of different models on our dataset.

XLM-RoBERTa-large.

5.2.4 AraBERT
AraBERT is an Arabic pretrained language model
based on Google’s BERT architecture and uses the
same BERT-Base config (Antoun et al.). There
are many versions of the model. AraBERTv0.1

and AraBERTv1, with the difference being that
AraBERTv1 uses Farasa Segmenter (Durrani and
Mubarak). AraBERT(v01/1) was trained on 23GB
of text while AraBERT(v02/2) was trained on
77GB of text. AraBERTv0.2-Twitter-base/large
are two new models for Arabic dialects and tweets.
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They are trained on 60M Arabic tweets with emo-
jis in their vocabulary in addition to common
words that were not present at earlier versions.
We use many variants of this model, AraBERT-
base(v01/1/02/2) and AraBERT-base/large(v02)-
twitter.

5.2.5 AraELECTRA

ELECTRA is a method for self-supervised lan-
guage representation learning. AraELECTRA
was trained on the same 77GB of text used for
AraBERT (Antoun et al., 2021a). We use two vari-
ants of this model, AraELECTRA generator and
AraELECTRA discriminator.

5.2.6 Arabic BERT

Arabic BERT Base model was pretrained on 8.2
Billion words of the Arabic version of OSCAR
(Suárez et al., 2020) filtered from Common Crawl
and a recent dump of Arabic Wikipedia and other
Arabic resources which sum up to 95GB of text
(Safaya et al., 2020). We use four variants of this
model, Arabic BERT-base/mini/medium/large.

5.2.7 Arabic ALBERT

An Arabic edition of ALBERT model which was
pretrained on 4.4 Billion words from the Arabic
version of the unshuffled OSCAR corpus (Suárez
et al., 2020) and the Arabic Wikipedia (Safaya,
2020). We use three variants of this model, Arabic
ALBERT-base/large/xlarge.

5.2.8 ARBERT and MARBERT

ARBERT and MARBERT are based on the BERT-
base architecture. ARBERT is a language model
that is focused on Modern Standard Arabic (MSA)
and was trained on 61GB of text from news articles.
MARBERT is a language model that is focused
on both Dialectal Arabic (DA) and MSA. MAR-
BERT was trained on randomly sampled 1B Ara-
bic tweets from a dataset of about 6B tweets, the
dataset makes up 128GB of text. (Abdul-Mageed
et al., 2021). MARBERTv2 was further trained on
the same data as ARBERT in addition to AraNews
dataset (Ali et al., 2021).

5.2.9 QARiB

QARiB is a QCRI Arabic and Dialectal BERT
model, which was trained on 420 Million tweets
and 180 Million sentences of text (Abdelali et al.,
2021).

5.2.10 AraGPT2
AraGPT2 is an advanced Arabic language genera-
tion model, trained from scratch on a large Arabic
corpus of internet text and news articles (Antoun
et al., 2021b). We use three variants of this model,
AraGPT2-base/medium/large.

5.2.11 AraT5
AraT5 Text-to-Text Transformers for Arabic Lan-
guage Generation that is focused on both Dialectal
Arabic (DA) and MSA. AraT5-MSA was trained
on 70GB of text. AraT5-Tweet was trained on
178GB of text (Nagoudi et al., 2022).

5.3 Hyper-parameters Setting and Evaluation
In our experiments, we use the implementation pro-
vided by HuggingFace Transformers library (Wolf
et al., 2019). We train our models for 5 epochs
with a learning rate of 2e–5 and a maximum se-
quence length set to 128 tokens. Table 5 shows the
results of different models on our dataset. The best-
performing model is MARBERT with a macro-
average F1-score of 88.75%.

6 Discussion

Models pre-trained on multiple languages
Table 6 compares the models pre-trained on mul-
tiple languages. GiagBERT outperforms mBERT
and XLM-RoBERTa on AraDepSu dataset. We
think the reason is that AraDepSu contains Arabic
dialectic tweets and GiagBERT is trained only on
English and Arabic data.

Models pre-trained on tweets
Table 7 compares the models pre-trained on tweets
with the nWords of the pre-trained dataset and the
f1-score results. MARBERT outperforms AraT5
even though it is trained on more data. We think the
reason is that the majority of AraT5-tweet data is
MSA according to the analyses done by (Nagoudi
et al., 2022), and the majority of our dataset is from
dialect tweets.

Models pre-trained on Modern Standard Ara-
bic
Table 8 compares the models pre-trained on MSA
with the size of the pre-trained dataset. AraBERT-
base(v02) outperforms models pre-trained on larger
datasets. In these models, the performance relies
more on the architecture than on the dataset size.

Qualitative Evaluation As shown in the study,
pre-trained models produced reliable results and
accuracy. However, there were some drastic dif-
ferences in their training circumstances. As stated
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Model Pre-trained languages F1-Score
mBERT 104 85.55
GigaBERT(v3) En-Ar 86.80
GigaBERT(v4) En-Ar 87.32
XLM-RoBERTa-base 100 86.79
XLM-RoBERTa-large 100 86.59

Table 6: Comparison of different models pre-trained on multiple languages.

Model Pre-trained tweets F1-Score
AraBERT-base(v02)-twitter 60M 87.81
AraBERT-large(v02)-twitter 60M 87.90
MARBERT 1B 88.75
QARiB 420M 88.23
AraT5-tweet-base 1.5B 87.40
AraT5-tweet-small 1.5B 82.12

Table 7: Comparison of different models pre-trained on tweets.

Model DataSet Size F1-Score
AraBERT-base(v01) 23GB 86.30
AraBERT-base(v1) 23GB 86.27
AraBERT-base(v02) 77GB 87.58
AraBERT-base(v2) 77GB 86.25
AraELECTRA(discriminator) 77GB 87.14
AraELECTRA(generator) 77GB 84.78
Arabic BERT-base 95GB 86.41
Arabic BERT-mini 95GB 84.94
Arabic BERT-medium 95GB 84.89
Arabic BERT-large 95GB 86.76
Arabic ALBERT-base 35GB 86.12
Arabic ALBERT-large 35GB 86.20
Arabic ALBERT-xlarge 35GB 86.21
AraGPT2-base 77GB 84.45
AraGPT2-medium 77GB 82.31
AraGPT2-large 77GB 84.26

Table 8: Comparison of different models pre-trained on MSA.

previously, the core difference is that MARBERT
focuses on Dialectic data in its training, while
AraBERT focuses on Modern Standard Arabic
(MSA) data. Since AraDepSu dataset is mainly
composed of scraped tweets, there were many dif-
ferent dialects. This justifies why MARBERT pro-
duced the best accuracy and is considered the best
model for this study.

We show in Table 9 the predictions of MAR-
BERT and AraBERT-base(v02) on some test tweets.

We observe that MARBERT excels with different
dialects and tricky tweets. Those tricky tweets may
address depression or suicidal depression in gen-
eral, but can not be used as evidence that the user
is depressed, or define their current state. This
may result in a conflict between the prediction and
the ground truth. The main reason for this error
was believed to be that the pattern the model was
searching for to label the string, as depression, for
example, was found successfully but the human
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Sentence Ground Truth Prediction Pre-trained Model
Data

é<Ë @ð ø
 YgñË
	­J
�Ë@ I. m�'. A 	K @ 	à@ ��Ag Non-depression Non-depression Dialectic MARBERT

I feel that I love summer alone, I swear to God. Depression MSA AraBERT-base(v02)
éK
 @ �è 	QK
A« A 	K @ �é 	̄PA« ��Ó �HñÓ@ AÓ �éK
A 	ªË É 	� 	®ë @Y» ú
Î¾

�� Non-depression Depression Dialectic MARBERT

It looks like I will not know what I want until I die. Depression MSA AraBERT-base(v02)
é 	JK
 	Qk PAîE. Q�
 	«

	¬ñ �� 	�J.Ó �HñÒ�JK. úÎJ
Ë éK
Aî 	DË @ @Q�K Non-depression Non-depression Dialectic MARBERT
At the end Layla will die and you will only see Bahar sad. Depression MSA AraBERT-base(v02)

i. « 	QÓ Zú
æ
��ËAëð AJ
� 	® 	K èQÓYÓ �A 	K H.

	Yg. @ A 	K @ Depression Depression Dialectic MARBERT

I attract psychologically destructive people and this is annoying. Non-depression MSA AraBERT-base(v02)
�I �� 	®£ �C 	g �HñÓ@ ÉJ. �̄ ¼ñ�K ½J
�JË @ ÉÔg@ ú
G. @ Qå�º

	J��K. ø
 YK
 �k@ Depression Depression Dialectic MARBERT

I feel my hand breaking, want to download Tik Tok before I die, I am so bored. Non-depression MSA AraBERT-base(v02)
ø
 AK
ð

��K
A 	��JK
 Yg ú
kðP ��K
A 	���@ A 	K @ð �IJ
ÊÓ Depression Depression Dialectic MARBERT

I am bored of being upset, I want someone to be upset with me. Depression MSA AraBERT-base(v02)
�Ê 	g@ ð ú
æ�

	® 	K �HñÓ@ ð Qj�J 	K @ Suicidal Ideation Suicidal Ideation Dialectic MARBERT

Is the only resort to commit suicide and end my life. Suicidal Ideation MSA AraBERT-base(v02)
ÉÒ» @ 	QK
A« ��Ó A 	K @ . . ø
 ð@ éJ.ª� �èAJ
mÌ'@ �ék@Qå��. Suicidal Ideation Suicidal Ideation Dialectic MARBERT

Life is too hard I do not want to continue with it. Suicidal Ideation MSA AraBERT-base(v02)
é<Ëð èPXA�̄ ñÓ H. PAK
 	á�
mÌ'@ é�k@ ú
Í@ H. �k@ Bð �HñÓ@ ú


	G @ ú 	æÖ �ß@ Suicidal Ideation Suicidal Ideation Dialectic MARBERT

I wish to die and not feel what I am feeling now, Lord I just cannot anymore. Suicidal Ideation MSA AraBERT-base(v02)

Table 9: Qualitative Evaluation: Predictions of different models on sample tweets from the test data.

common sense factor was missing.

7 Conclusion

This study enables intelligent instruments to iden-
tify and predict depression symptoms and suicide
ideation from Arabic text based on depression-
related words. This paper proposed computational
approaches for the utilization of Arabic tweets. We
scraped data from tweeter with keywords that act
as depression triggers and labeled them manually.

In conclusion and based on the results discussed
above, Arabic people do share their feelings on
Twitter. The results prove that depressed people
show specific behaviors within their tweets. They
often use negative words to describe their symp-
toms, like suicidal thoughts or sleeping disorders.

We built a predictive model to predict whether
a user’s tweet is depressed or depressed with suici-
dal ideation. We examined the performance of all
the above classifiers using a dataset collected from
Twitter and labeled manually with truth labels (“de-
pressed”, “suicidal”, “neutral”). We found the best
accuracy with the MARBERT classifier at 91.20%.
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In figure 2, we show the confusion matrices for the
best model MARBERT and AraBERT. MARBERT
is the best model based on Dialectal Arabic and
AraBERT is the best model based on MSA. Both
models produce close results for the depression
class. However, the confusion between the non-
depression and suicidal ideation is more present in
the AraBERT confusion matrix.
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Figure 2: Top: MARBERT confusion matrix. Bottom:
AraBERT-base(v02) confusion matrix.
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Abstract

Speech translation (ST) is the task of directly
translating acoustic speech signals in a source
language into text in a foreign language. ST
task has been addressed, for a long time, us-
ing a pipeline approach with two modules :
first an Automatic Speech Recognition (ASR)
in the source language followed by a text-to-
text Machine translation (MT). In the past few
years, we have seen a paradigm shift towards
the end-to-end approaches using sequence-to-
sequence deep neural network models. This
paper presents our efforts towards the devel-
opment of the first Broadcast News end-to-end
Arabic to English speech translation system.
Starting from independent ASR and MT LDC
releases, we were able to identify about 92
hours of Arabic audio recordings for which the
manual transcription was also translated into
English at the segment level. These data was
used to train and compare pipeline and end-to-
end speech translation systems under multiple
scenarios including transfer learning and data
augmentation techniques.

1 Introduction

End-to-end approach to speech translation is grad-
ually replacing the cascaded approach which con-
sists of transcribing the speech inputs with an ASR
system, and translating the obtained transcription
using a text-to-text MT system. For instance, and
for the first time, the winning system in the IWSLT
2020 TED English-to-German speech translation
shared task was an end-to-end system (Ansari
et al., 2020). Despite this positive result, the end-
to-end approach is used on a limited scale due to
the lack of labeled data. Indeed, data scarcity is
today the major blocker for the widespread adop-
tion of the end-to-end models. Taking this into
consideration, recent works have focused on de-
veloping speech translation corpora. Joint efforts
in this direction have allowed us to collect a signif-
icant quantity and good quality of speech transla-

tion corpora. Not surprisingly, speech translation
corpus development has started for well-resourced
languages including English and some European
languages. In (Kocabiyikoglu et al., 2018), the
236 hours English→French ST Augmented Lib-
riSpeech were released. Shortly after, (Di Gangi
et al., 2019) released the MUST-C corpus includ-
ing few hundreds (385 to 504 hours) of parallel
ST data of TED talks translations from English to
eight European languages. At the same time, the
Europarl-ST (Iranzo-Sánchez et al., 2019) was re-
leased with translations between 6 European lan-
guages, with a total of 30 translation directions.
While all the previous resource development ef-
fort has focused on well-resourced languages, the
most recent published corpora CoVoST (Wang
et al., 2020a) and CoVoST2 (Wang et al., 2020b).
These latter works released a large-scale Multi-
lingual Speech-To-Text Translation Corpus cov-
ering translations from 21 languages to English
and from English to 15 languages. Although the
Arabic-English is one of the language pairs cov-
ered by the CoVoST2 corpus, the authors consider
it as a low-resource pair. In fact, CoVoST2 cor-
pus contained only 6 hours of prepared speech uni-
formly splitted between train, dev and test sets. In
this paper, we conduct a series of experiments to
present the first results of Arabic to English End-
to-End Broadcast News Speech translation.

This paper is organized as follows: section 2
presents Arabic-to-English speech translation re-
lated works. Section 3 gives details about the
source of our training data and the method we have
used to extract theses data. In section 4, we present
our experimental setup as well as the used toolk-
its to train ou models. Sections 5 and 6 provides
details about the pipeline and end-to-end speech
translation systems, respectively. Section 7, gives
a brief discussion and results analysis. Finally,
section 8 concludes the findings of this study and
discusses future work.
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2 Related works

Arabic-English (AR-EN) is one of the most
studied language pair in the context of Speech
Recognition and Machine Translation. For in-
stance, this language pair was integrated in several
evaluation campaigns and projects including the
International Workshop on Spoken Language
Translation (IWSLT) and DARPA’s Babylon
project. These earlier projects have built on
the traditional pipelined architecture integrating
speech recognition system in the source lan-
guage followed by machine translation from the
transcript to the target language. In IWSLT, the
speech translation task was introduced for the
first time in 2006. The IWSLT06 (Paul, 2006)
translation campaign was carried using either the
manual or the automatic transcription of speech
input in the travel domain. This translation task
was renewed for several years using always the
pipeline approach.

Pipeline architecture was also used by BBN
in the context Babylon project (Stallard et al.,
2011). They developed the TransTalk system in-
cluding a pipeline of ASR and MT systems in
both directions (AR↔EN). More recently, but still
with the same approach, QCRI presented their
live Arabic-to-English speech translation system
in (Dalvi et al., 2017). The system is a pipeline of
a Kaldi-based Speech Recognition followed by a
Phrase-based/Neural MT system. Recently, there
has been a shift to the most recent end-to-end ap-
proach without the intermediate step of transcrib-
ing the source language. Indeed, IWSLT 2018
was the first time where organizers drooped the
ASR task and participants needed to develop an
end-to-end speech translation systems. End-to-
end speech translation has shown its effectiveness
for multiple languages and in multiple scenarios.
It becomes now a well-established task in IWSLT
evaluation campaign were multiple shared taks are
proposed to assess Spoken Language Translation
(SLT) systems for many language pair in several
settings. Despite the great interest being shown
to the end-to-end approach for speech translation
task, we were able to identify only one recent
work by (Wang et al., 2020b) including Arabic-
English language pair limited to a corpus of 6
hours. We are also aware of the IWSLT 2022
Dialectal Speech Translation1 task which, unlike

1https://iwslt.org/2022/dialect

this work, focuses on Tunisian-to-English speech
translation (Zanon Boito et al., 2022; Yan et al.,
2022; Yang et al., 2022).

3 Training Data

Whatever the chosen architecture for Speech
translation system (pipeline or end-to-end), it
requires a large amount of manually annotated
training data that might be hard to obtain for
multiple language pairs. For the Arabic-English
language pair, a large amount of training data
for ASR and MT was manually annotated in the
framework of the DARPA’s Global Autonomous
Language Exploitation (GALE) project (Cohen,
2007). This huge amount of work was done for
the purpose of making foreign languages speech
and text accessible to English-only speakers
through the development of automatic speech
recognition and machine translation systems.

In this respect, Arabic broadcast news and
conversation speech were collected from multiple
sources, then annotated under the supervision of
Linguistic Data Consortium (LDC). Audio cor-
pora and their transcripts are separately released
in three phases : GALE Phase 2, 3 and 4. In ad-
dition to the speech audio corpora and transcripts
released to train Arabic ASR systems, LDC also
made available multiple Arabic to English parallel
corpora.The latter are intended to be used for
training and evaluating Arabic to English MT
systems. They have been developed by manually
translating from a number of different sources
including Arabic news-wire, discussion groups
and broadcast news and conversation.

Upon closer inspection of these parallel cor-
pora, we have found that part of the broadcast
news and conversation parallel corpora were built
by translating the manual transcripts released
for the ASR task. Following the discovery we
dug deep in the GALE speech recognition and
machine translation LDC related releases and, as
illustrated in Figure 1, we parsed all GALE speech
recognition and machine translation corpora in
order to extract a 3-way parallel corpus consisting
of Arabic audio along with their Arabic transcrip-
tions and English translation. As shown in Figure
1, for each transcribed audio file part of the GALE
corpus, we extract only segments for which we
were able to find an exact match between the
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manual transcription, from ASR training data,
and the source side of parallel corpora. Table 1
shows the amount of speech audio for which we
were able to find the corresponding translation in
the LDC MT related releases. We report, for each
phase: 2, 3 and 4, the original size of the speech
corpus in hours and the extracted subset for which
the English translation had been found.

GALE Phase Hours #Segments
Phase 2 436h 11 min 190.510
Phase 2 ST. 59h 12 min 24.519
Phase 3 419h 03 min 195.143
Phase 3 ST. 28h 50 min 13.261
Phase 4 96h 18 min 54.787
Phase 4 ST. 4.0h 08 min 1.855
Phase 2/3/4 951h 32 min 440.440
Extracted ST. 92h 10 min 39.635

Table 1: Statistics of the original GALE Arabic to En-
glish Speech Transcription corpus and the extracted
subsets for which translations are available.

All the extracted segments were afterwards
aligned using timestamps information from ASR
transcript and translation from MT target side.
As table 1 shows, an overall Arabic to English
speech translation corpus of around 92 hours
was extracted. This corpus was then cleaned out
by removing all the back-channel and incom-
plete speech segments. The final corpus is then
splitted into training, development and test sets.
Development and test contain segments from
randomly selected broadcast audio programs.
Their size is respectively 1188 and 987 segments.
Development set contain broadcast News and
Conversation recordings from Abu Dhabi TV,
Al Alam News Channel, based in Iran and Al
Arabiya. Test set is made up of broadcast News
and Conversation recordings from Abu Dhabi
TV, Aljazeera, Al Arabiya and Syria TV. The
remaining material was used as training data for
ASR, MT and ST systems.

Table 2 gives a detailed statistics of the ex-
tracted Arabic to English Speech Translation cor-
pus, including speech duration as well as token
counts for both transcripts and translations.

Train dev. test
Hours 83h54 3h05 2h38
Sentences 32.099 1188 987
#AR words 606.465 22.537 18.598
#EN words 945.801 35.180 27.880

Table 2: Statistics and splits of the extracted Arabic to
English Speech Translation corpus extracted from LDC
ASR and MT independent releases.

4 Experimental Setup

All our experiments are built using open source
toolkits with the following settings: ASR mod-
els were built using the End-to-End Speech Pro-
cessing Toolkit ESPnet (Watanabe et al., 2018b).
We trained an attention-based encoder-decoder ar-
chitecture with an encoder of 4 VGGBLSTM lay-
ers including 1024 cells in each layer. The sec-
ond and third bottom BLSTM layers of the en-
coder reduced the utterance length by a factor of
two. We used a decoder of one 1024-dimensional
BLSTM layer. For both ASR and ST speech ut-
terance, we extracted 40 Melfilterbank energy fea-
tures with a step size of 10ms and a window size
of 25ms. The extracted features, we applied mean
and variance normalization. MT models were built
using the FAIRSEQ package (Ott et al., 2019a).
We trained end-to-end word and bpe-based trans-
lation systems using the "lstm_luong_wmt_en_de"
model template. This template is a standard
LSTM Encoder-Decoder architecture composed
of 4 stacked BLSTM layers, each with 1000 cells,
and 1000-dimensional embeddings (Luong et al.,
2015). Translation tasks (AST and MT) evaluation
was carried out using case-sensitive BLEU met-
ric (Papineni et al., 2002). Scores are calculated
using one human reference with Moses’mteval-
v14.pl script 2 applied to de-tokenized and punctu-
ated translation output. As for ASR, systems were
evaluated using Word Error Rate (WER).

5 Pipeline Speech Translation

In this section, we evaluate the pipeline approach
for speech translation in two different scenarios,
plausible for many language pairs, depending on
the amount and the type of training data used for
the development of the Speech Translation task.

1. Constrained Scenario : Under this scenario
2https://github.com/moses-smt/mosesdecoder/

blob/master/scripts/generic
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Figure 1: Extraction Arabic to English speech translation corpus from LDC ASR and MT independent releases.

we have access to a 3-way limited training
data. This data includes speech audio files
in source language their transcriptions in the
source language and translations to the target
language.

2. Unconstrained Scenario : In addition to re-
sources from the constrained scenario, we
have access to a large ASR and MT-specific
resources.

As to the first scenario of the pipeline approach
we only used the 3-way parallel data reported in
table 2. In this instance, an end-to-end ASR mod-
ule was trained using ESPnet (Watanabe et al.,
2018a) toolkit on the speech audio files from Table
2 and their corresponding transcripts. In the Un-
constrained Scenario, however, ASR module was
trained using the totality of the GALE Phase 2, 3
and 4 ASR data reported in Table 1.

ASR System dev test
ASR_Const 20.90 21.90
ASR_UnConst 13.10 14.60

Table 3: ASR WER (in %) on the dev and test sets.

Table 3 presents the results of ASR system un-
der both constrained and unconstrained scenar-
ios. As shown in the Table 3, using a train-
ing set of around 84h of manually transcribed
broadcast news and conversation, we obtained a
WER of 20.90% and 21.90% on dev and test sets,

respectively. Not surprisingly, WER has been
significantly improved with the use of the com-
plete GALE training data3 (row ASR_UnConst) to
achieve 13.10% and 14.60% on dev and test sets,
respectively.

As previously stated, within the pipeline ST
framework, the output of the ASR module is
automatically translated to the target language
using the MT module. The MT module is also
an end-to-end system trained using Fairseq
toolkit (Ott et al., 2019b) under both constrained
(MT_Const) and unconstrained (MT_UnCons)
scenarios. Table 4 reports the BLEU scores of
the translation output by varying ASR module
condition while fixing MT module constrained
to speech translation data composed of the tran-
scripts along with their corresponding English
translation from Table 2.

Pipeline ST System dev test
MT_Const_ASR_Const 19.03 15.96
MT_Const_ASR_UnConst 20.69 16.58
MT_Const_ref_Transc 22.31 18.30

Table 4: Case-sensitive tokenized and single-reference
BLEU scores (in %) of the pipeline speech translation
system with the constrained MT module.

The first row in table 4
(MT_Const_ASR_Const) gives the BLEU

3We have taken particular care to remove dev and test data
before using GALE corpora to train the ASR system.
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score when the MT constrain module translates
the output of a constrained ASR system (row
ASR_Const from Table 3). In this case, a BLEU
score of 19.03% and 15.96% is respectively
achieved on dev and test sets. The second row in
the same table (MT_Const_ASR_UnConst) shows
the BLEU score when the ASR module is under
the unconstrained condition, i.e. output from the
system ASR_UnConst in Table 3 are used as input
to the MT system. As expected, when it comes
to translating a higher transcription quality, the
translation quality is better and the BLEU score is
increased by 1.66 and 0.62 BLEU points on dev
and test sets, respectively. The last row of table
4 (MT_Const_ref_Transc) simulates the situation
where we have access to a perfect transcripts
in the source language. In this case, translation
quality is further improved reaching 22.31 BLEU
points on dev set and 18.30 points on test set.

In a similar vein, table 5 presents results in set-
tings where MT module is no longer constrained
to speech translation data. Indeed, additional
Arabic to English Bilingual text from GALE LDC
releases are used to train the unconstrained MT
module 4. This unconstrained MT module, was
used to run several experiments using various
input conditions similar to what we did within
the constrained condition. The results of these
experiments are presented in Table 5. The first
row (MT_UnConst_ASR_Const) sets out the
BLEU score when the unconstrained MT module
translates the output of the constrained ASR (first
row in table 3). Compared to using the constrained
MT system, a considerable improvement of 12.84
(from 19.03 to 31.87) and 8.26 (from 15.96 to
24.22) BLEU points is achieved on dev and test
sets, respectively.

As we have seen above, translation qual-
ity is further improved when the input to the
translation module is of a higher quality gen-
erated by the unconstrained ASR system (row
MT_UnConst_ASR_UnConst). This allows to
reach a dev and test BLEU scores of 36.48 and
25.80 respectively. As expected, the BLEU score
is even better when it comes to translate the refer-
ence transcription (MT_UnConst_ref_Transc) as
shown in the last row of Table 5. In the latter case,

4Unconstrained MT system was trained using all GALE
Arabic-English Parallel Text from 2007 to 2016.

we achieved a dev set BLEU score of 39.51 and a
test set BLEU score of 30.60.

Pipeline ST System dev test
MT_UnConst_ASR_Const 31.87 24.22
MT_UnConst_ASR_UnConst 36.48 27.51
MT_UnConst_ref_Transc 39.51 30.60

Table 5: Case-sensitive tokenized and single-reference
BLEU scores (in %) of the pipeline speech translation
system with Unconstrained MT module.

6 End-to-End Speech Translation

In this section, we present and evaluate the
end-to-end approach for Arabic to English speech
translation task. The End-to-End system is built
using the ESPnet toolkit (Watanabe et al., 2018b).
We used an attention-based encoder-decoder
architecture. The encoder has two VGG-like CNN
blocks followed by five stacked 1024-dimensional
BLSTM layers. The decoder is composed of two
1024-dimensional LSTM layers. Each VGG block
contains two 2D-convolution layers followed by a
2D-maxpooling layer whose aim is to reduce both
time and frequency dimension of the input speech
features by a factor of 2. All our experiments are
conducted using characters as target tokens.

Table 6 shows the performance of the end-to-
end ST model with different training configura-
tions.

End2End ST system dev test
Baseline (1) 2.58 2.23
(1) + Enc. init 12.44 9.57
(1) + Unsup ph234 23.23 18.97
(1) + Enc. Init + Unsup ph234 24.95 19.09

Table 6: Case-sensitive tokenized and single-reference
BLEU score (in %) of the End-to-end AR→EN Speech
Translation system with Encoder initialization and data
augmentation

The first row from Table 6 shows the base-
line results obtained when the end-to-end model
is trained under the constrained scenario, that is
when the training data is restricted to the 83h54
minutes from table 2. We can clearly see that the
end-to-end model is not strong enough to compete
with the cascaded model trained using the same
amount of data. Indeed, the BLEU score of the
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end-to-end system on the dev set is 2.58, com-
pared to the 19.03 points of the pipeline model.
The same goes for test set where end-to-end sys-
tem BLEU score is 2.23 compared to 15.96 which
is obtained with cascade translation approach.

From this initial baseline and with the aim
of improving the end-to-end system translation
quality, we employed the well established transfer
learning technique (Bansal et al., 2018) com-
monly referred as encoder pre-training. Indeed,
using the ASR encoder of the Unconstrained ASR
system (row ASR_UnConst in 3) to initialize the
parameters of the ST encoder greatly improves
the performance of end-to-end ST networks. The
results of the encoder pre-training are shown in
the second row ( (1) + Enc. init) of table 6. As
a result, we observed a strong effect reflected by
the substantial improvement in the BLEU score:
+9.86 and +7.34 BLEU score for dev and test sets,
respectively.

Just like the transfer learning via encoder pre-
training approach, data augmentation is proven
to enhance end-to-end speech translation qual-
ity. It is carried out using synthetic data which
is generated by automatically translating the tran-
scripts of an ASR corpora in the source language.
Herein, we used the unconstrained NMT system
(MT_UnConst) of table 5 in order to translate the
Arabic GALE transcripts provided in table 1. In-
complete and back-channel speech segments were
filtered out from the generated translations. All in
all, we were able to create the synthetic corpus of
795 hours of Arabic to English speech translation
corpus detailed in table 7.

Hours #Sent. #AR #EN
Gale Synth. 795 314.167 6.1M 9.1M

Table 7: Statistics of the synthetic Ar-En ST corpus.

These synthetic data are thereafter used as addi-
tional data to train the end-to-end ST system. The
results of this data augmentation experiment are
highlighted in Table 6 (row (1) + unsup ph234).
As we can see from the obtained results synthetic
training data boosts up the end-to-end ST sys-
tem to achieve a BLEU scores of 23.23 points
and 18.97 points for dev and test sets, respectively.

Both encoder pre-training and data augmenta-
tion are shown to be helpful improving signifi-

cantly the ST baseline. We also experimented
using both methods at the same time. The last
row of the same table presents the results of
the end-to-end speech translation trained with
data augmentation using synthetic data from Ta-
ble 7, and encoder hyperparameters initialization
from the ASR_UnConst system presented in Ta-
ble 3. By applying these two methods together,
we were able to reach a BLEU scores of 24.95
and 19.09 points for dev and test sets, respec-
tively. These end-to-end speech translation results
are to be compared to pipeline results shown in
row MT_UnConst_ASR_UnConst of table 5.

7 Discussion and analysis

Despite the improvements brought by transfer
learning and data augmentation technics, the best
results are still obtained using cascade architec-
ture. We believe that this performance gap can
be partly explained by the fact that end-to-end
system was trained using only a small amount (∼
84 hours) of real speech translation corpus.

Based on the results of previous works from
(Liu et al., 2019), the end-to-end ST models are
known as an effective means of circumventing
the error-propagation problem faced by the con-
ventional pipeline system. Indeed, every involved
component in the traditional pipeline approach
produces errors, which are propagated through
the cascade and lead to compounding follow-up
errors. In order to assess the ability of our end-
to-end system to overcome this error-propagation
pattern, we selected some translation examples
where pipeline system fails due to this problem
and we checked the translation output of the
end-to-end system. Example from table 8 shows
a translation error caused by the propagation of
transcription errors occurred at the end of the
segment (text in bold ASR output row). The
end-to-end system, however, relies on the source
speech signal and translates correctly the same
part of the input.

In addition to this error-propagation problem we
have found that end-to-end system is sometimes
penalized although its translation is correct. Table
9 presents and example where both systems out-
put correct translation but BLEU score is better
with pipeline system. The thing might happen for
pipeline system as well, but we believe that end-
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ASR output ��@QªË@ ú

	̄ �èY«A��JÖÏ @ �HAêm.�

�'B
 @ 	�ªK. ¼A 	Jë é 	K @
 l� 	�@ð É¾ ���. �IÊ�̄ A 	K


@ �IÊ�̄ A 	K



@

ASR reference i�J 	̄ É 	g@X �é 	̄Q¢�JÖÏ @ �HAêm.�
�'B
 @ 	�ªK. ¼A 	Jë é 	K @
 l� 	�@ð É¾ ���. �IÊ�̄ A 	K



@ �IÊ�̄ A 	K



@

Pipeline MT I said, I said clearly that there are some escalating trends in Iraq.
E2E MT And now I said I said that there are some interpretations of the institutions of the

Fatah movement.
MT reference I said, I clearly said that there are, there are some extremist currents within the Fatah

movement.

Table 8: Example of error-propagation problem with pipeline speech translation system.

ASR output ½Ë 	Y» ��
Ë


@ �AÒm�'.

	¬@Q��«


B@ 	� 	̄Q�K ú


�æË @ ù
 ë ÉJ

K @Qå� @


ASR reference ½Ë 	Y» ��
Ë


@ �AÒm�'.

	¬@Q��«


B@ 	� 	̄Q�K ú


�æË @ ù
 ë ÉJ

K @Qå� @


Pipeline MT Israel is the one that refuses to recognize Hamas, isn’t it?
E2E MT Israel refuses to recognize Hamas, isn’t it?

MT reference Israel is the one that refuses to recognize Hamas, right?

Table 9: Comparison of End-to-End and pipeline translation outputs.

to-end systems are more affected as the transla-
tion references are obtained by translated from a
textual input, not from speech audio in the source
language. This trend must be probed further in
order to quantify its impact on the end-to-end ST
system performance. We leave such investigations
as future work.

8 Conclusions

In this paper, we presented the first results on
Arabic-to-English end-to-end Automatic Speech
Translation system. Arabic-English language
pairs is one of the well-studied language pair in
Natural Language Processing. Therefore, large
quantities of data are made available in a wide va-
riety of domains including ASR and MT. Starting
from independent LDC releases for MT and ASR
systems, we were able to extract around 92 hours
of speech translation corpus composed of Arabic
audio and their source transcriptions and English
translation. We used this corpus to conduct speech
translation experiments using a pipeline and an
end-to-end Speech Translation architecture. Both
methods were tested under a constrained and an
unconstrained conditions. We showed that the
performance gap, which is too big between the
two considered approaches under the constrained
condition, can be narrowed under unconstrained

condition through the use of transfer learning and
data augmentation techniques. In spite of con-
siderable improvement obtained by applying these
techniques, the gap remains important and we plan
to reduce it in several ways including decoder
pre-training, spectrogram augmentation and Self-
Supervised Learning.
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Abstract

Keyphrase extraction is essential to many In-
formation retrieval (IR) and Natural language
Processing (NLP) tasks such as summarization
and indexing. This study investigates deep
learning approaches to Arabic keyphrase ex-
traction. We address the problem as sequence
classification and create a Bi-LSTM model to
classify each sequence token as either part of
the keyphrase or outside of it. We have ex-
tracted word embeddings from two pre-trained
models, Word2Vec and BERT. Moreover, we
have investigated the effect of incorporating
linguistic, positional, and statistical features
with word embeddings on performance. Our
best-performing model has achieved 0.45 F1-
score on ArabicKPE dataset when combining
linguistic and positional features with BERT
embedding.

1 Introduction

Keyphrases are the phrases that best represent a
document. They play an essential role in many Nat-
ural Language Processing (NLP) and Information
Retrieval (IR) tasks, such as indexing, summariza-
tion, categorization, and opinion mining (Merrouni
et al., 2020) (Hasan and Ng, 2014). Manual extrac-
tion of keyphrases is time-consuming and requires
experts’ knowledge; thus, the extraction needs to be
automated (Merrouni et al., 2020). Although many
studies have been proposed to address automatic
keyphrase extraction and generation, the perfor-
mance is still moderate due to the task’s difficulty
(Merrouni et al., 2020). Several approaches have
been proposed; one of the earliest approaches is the
two-step ranking, in which candidate phrases are
extracted with several heuristics and then ranked
using supervised or un-supervised methods (Hasan
and Ng, 2014). Another approach is the classifi-
cation approach, in which candidate phrases are
classified as keyphrases or not (Papagiannopoulou
and Tsoumakas, 2020). A more recent approach

is formulating keyphrase extraction as a sequence
labeling task in which each word in the documents
is labeled as part of a keyphrase or not (Alzaidy
et al., 2019). Another recent approach is to consider
formulating the task as a generation task utilizing
sequence-to-sequence models in order to be able
to generate keyphrases that are not available in the
source text, i.e., keyphrase generation (Meng et al.,
2017).

Word embeddings prove their effectiveness in
many NLP tasks. Several word embeddings are
proposed, such as Word2Vec (Mikolov et al., 2013)
and FastText (Bojanowski et al., 2017). The earli-
est proposed word embeddings generate the same
vector for the word regardless of the word con-
text hence called static word embeddings (Pilehvar
and Camacho-Collados). Recently, several word
embeddings generate different embeddings for the
word depending on its context hence called contex-
tualized word embeddings (Pilehvar and Camacho-
Collados) such as BERT (Devlin et al., 2019), and
ELMo (Peters et al., 2018). Several studies have
utilized various types of word embeddings into su-
pervised and unsupervised keyphrase extraction,
and they positively affect performance.

Arabic has its own characteristics that pose many
challenges on any IR or NLP task (Darwish and
Magdy, 2014) (Habash, 2010). Thus, it is crucial to
investigate the performance of state-of-the-art tech-
niques of keyphrase extraction on Arabic, which
might differ in terms of performance from other
languages. Several datasets are available for Ara-
bic keyphrase extraction; The Arabic keyphrase
extraction Corpus (AKEC) (Helmy et al., 2016),
Arabic Dataset proposed by (Al-Logmani and Al-
Muhtaseb), WikiAll 1 from Arabic Wikipedia doc-
uments, and ArabicKPE (Helmy et al., 2018) .

During our investigation of the keyphrase ex-
traction studies, we have found that studies on

1https://github.com/anastaw/
Arabic-Wikipedia-Corpus

320

https://github.com/anastaw/Arabic-Wikipedia-Corpus
https://github.com/anastaw/Arabic-Wikipedia-Corpus


Arabic keyphrase extraction are falling behind in
applying state-of-the-art technologies. For exam-
ple, only a few studies have utilized word embed-
dings; Suleiman et al. 2019a have investigated
using Word2Vec and semantic similarity to gener-
ate keyphrases for three documents only. Helmy
et al. 2018 have investigated using Word2Vec
and Bidirectional-Long Short Term Memory (Bi-
LSTM) in keyphrase extraction. To fill this gap, we
aim to apply deep learning approaches to keyphrase
extraction utilizing the static and contextualized
word embeddings for Arabic keyphrase extraction.
Thus, we have formulated the task as a sequence
labeling task and have used a Bi-LSTM classifier
with token representation extracted from two types
of pre-trained word embeddings. Additionally, we
aim to investigate the effect of incorporating statis-
tical, positional, and linguistic features with static
and contextual embeddings.

In this study, we have used Bidirectional En-
coder Representations from Transformers (BERT)
in Arabic keyphrase extraction and have compared
it to Word2Vec embedding. Additionally, we have
investigated three ways of utilizing BERT for Ara-
bic keyphrase extraction; extracting the output of
the last encoder of the BERT model and using it as
a feature, concatenating the output of the last four
encoder layer of BERT, and Fine-tuning BERT. To
the best of our knowledge, this is the first study in-
corporating contextualized word embedding from
BERT into the Arabic keyphrase extraction task.
We have found that utilizing contextual embed-
dings vastly enhances the performance of Arabic
keyphrase extraction model. Moreover, adding fea-
tures to the Arabic keyphrase extraction Bi-LSTM
model, in general, has a positive effect on the model
performance. The rest of the paper is organized as
follows: we present the related works in section 2,
Section 3 presents our methodology, and section 4
presents experiments results and discussion. Our
conclusion is presented in section 5.

2 Related Work

Keyphrase extraction has two general approaches:
unsupervised and supervised (Papagiannopoulou
and Tsoumakas, 2020). Supervised approaches
are powerful and perform better than unsuper-
vised approaches. However, the unsupervised ap-
proaches are less expensive (Papagiannopoulou
and Tsoumakas, 2020). Several unsupervised
keyphrase extraction studies have been conducted.

(Campos et al., 2020) have proposed YAKE!, an
unsupervised keyphrase extraction system based
on statistical features extracted from a single docu-
ment. Their approach depends on six features; term
frequency within the document, normalized term
frequency, term relative position (sentence index),
term relatedness to context, term case, and how
often a term appears in different sentences (term
different sentence). They have evaluated the system
on 20 datasets in five languages. YAKE! proved its
effectiveness generally compared to other systems
with large text and performed well with shorter
text on different domains and different document
types. Moreover, the frequency feature has a more
positive impact while removing term relatedness
from the context and term different sentence fea-
tures improves performance. Meanwhile, the term
frequency feature is more useful when the docu-
ment size increases, while the position feature is
more beneficial in shorter texts. The case feature is
more useful with mid to larger documents, while
the term different sentence feature is better with
short to mid documents. (Zhang et al., 2020) have
leveraged word embedding for unsupervised graph-
based keyphrase extraction. Their model selects
candidate words based on their Part-Of-Speech
(POS) tag; they have only selected nouns and adjec-
tives. They have built three graphs; a word-word
graph based on the word co-occurrence, a word-
topic graph that connects words to their topics, and
a topic-topic graph that is constructed when the
same word appears in different topics. They have
also proposed a modified random-walk model to
rank candidate words and a new scoring model for
candidate phrases based on the cosine similarity of
the generated word embedding and the modified
page rank score. The top scoring phrases are con-
sidered document keyphrases. Evaluating the type
of word embeddings used shows that their embed-
ding outperforms other embeddings on this task.
They have reported that their model performs the
best on all the tested datasets compared to other
baselines. (Zu et al., 2020) have utilized word em-
bedding with graph-based unsupervised keyphrase
extraction along with document embedding. They
have used a pre-trained Sent2Vec (Pagliardini et al.,
2018) model trained on Wikipedia to create word
embedding. The embedding vector is created by
averaging all document words and n-gram embed-
dings. They have found that using the word as a
node is better when dealing with a short text dataset
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and using a phrase as a node is better when dealing
with a long text dataset.

Several studies have formulated the keyphrase
extraction task as a sequence labeling task.
(Basaldella et al., 2018) have proposed a deep learn-
ing model for automatic keyphrase extraction us-
ing Bi-LSTM and pre-trained GloVeembedding
(Pennington et al., 2014). Their model outper-
forms CopyRNN (Meng et al., 2017) model on
the same dataset. (Alzaidy et al., 2019) have uti-
lized Bi-LSTM and CRF for keyphrase extraction
from scientific documents using 100-dimension
pre-trained GloVeembedding for embedding ini-
tialization. They have studied the role of each
model layer on the performance and have com-
pared CRF only, forward-LSTM, and Bi-LSTM.
They have found that removing the Bi-LSTM layer
negatively affects the recall, while removing the
CRF layer increases the recall and decreases the
precision. Hence, it indicates that Bi-LSTM can
capture long-distance semantics and cause extrac-
tion of more gold-standard keyphrase. They have
also found that CRF can capture the dependencies
between labels leading to higher model precision.
Combining Bi-LSTM and CRF has the best per-
formance among the three created models. Addi-
tionally, the model outperforms CopyRNN (Meng
et al., 2017). Many studies have used encoder-
decoder architecture to generate absent and present
keyphrases. The most popular study is the work
by (Meng et al., 2017). They have proposed a gen-
erative model for keyphrase generation based on
encoder-decoder architecture. They have used Bidi-
rectional Gated Recurrent Units (Bi-GRU) for the
encoder and forward-GRU for the decoder and in-
corporated attention mechanism (Bahdanau et al.,
2015) (RNN-model) and copy mechanism (Gu
et al., 2016) (CopyRNN-model) to deal with out-of-
vocabulary words. CopyRNN model outperforms
all the models they have compared by an average
of almost 20% (Meng et al., 2017). Moreover, the
CopyRNN model outperforms RNN in predicting
both present and absent keyphrases. (Kehua Yang,
2019) encoder-decoder model is entirely based on
the self-attention mechanism. They have incorpo-
rated semantic similarity between keyphrases. The
model outperforms all baselines in predicting the
present keyphrase. Additionally, it outperforms
CopyRNN in predicting absent keyphrases. Target-
ing the problem of overlapping phrases generated
by sequence-to-sequence models, (Zhao and Zhang,

2019) have proposed (ParaNet). The model con-
sists of two parallel encoders; one to encode the text
and the other to encode the linguistic constraints
introducing coverage attention. They have used
multi-task learning on two parallel decoders to gen-
erate the keyphrase and POS tag for each word in
the keyphrase. They have tested different settings
for combining the vector of the words and their syn-
tactic tags, using the hyperbolic tangent function,
using tree-LSTM, and adding coverage attention
to the previous two. On the evaluation of present
keyphrases, all their model settings outperform the
extraction and generation methods baselines, in-
cluding CopyRNN (Meng et al., 2017). Their best
performing setting is when using tree-LSTM to
combine vectors along with coverage attention.

Several studies have used BERT contextualized
word embedding in two strategies; feature-based
strategy or fine-tuning-based strategy. Word fea-
ture is extracted from the pre-trained BERT in
the feature-based strategy. In fine-tuning based
strategy, BERT model parameters are fine-tuned
with the new smaller dataset for the downstream
task adding one fully connected layer on top of it
(Devlin et al., 2019). (Sun et al., 2020) have uti-
lized BERT embedding in multi-task learning for
keyphrase extraction. (Lim et al., 2020) have fine-
tuned BERT and SciBERT (Beltagy et al., 2019) for
keyphrase extraction. They have found that the best
performance happens within the first three epochs
of fine-tuning and that SciBERT performs better
than BERT on scientific datasets. (Dascalu and
Trăuşan-Matu, 2021) have experimented with four
neural network architectures based on Bi-LSTM
and multi-head attention on top of the transformer
models BERT and SciBERT. A recent study has
combined graph embedding and BERT embedding
for keyphrase extraction is PhraseFormer (Nikzad-
Khasmakhi et al., 2021). They have concatenated
the resulting graph embedding and word embed-
ding for each word and have used the resulting
encoding as input. Another way of utilizing BERT
for keyphrase extraction using a feature-based tech-
nique is using it in ranking candidate phrases (Mu
et al., 2020). (Ding et al., 2021) have incorporated
different types of features with BERT extracted
features for the Chinese medical keyphrase extrac-
tion. The task is considered as a character-level
labeling task. They have incorporated POS feature
and lexicon feature using two techniques: concate-
nation and feature embedding. They have used

322



the model without feature as a baseline and have
tested the effect of features (POS only, lexicon
only, and their combination) and the effect of dif-
ferent feature incorporation techniques (concatena-
tion, embedding, and their combination). Their
results show that incorporating the lexicon fea-
ture has a more positive impact than the POS fea-
ture, regardless of the incorporation techniques.
Furthermore, the best incorporation technique is
the embedding technique. (Sahrawat et al., 2020)
have utilized contextualized word embeddings and
compared them to static word embedding in se-
quence labeling keyphrase extraction. They have
used Bi-LSTM-CRF and Bi-LSTM architectures
with several embeddings; BERT, SciBERT, ELMo,
TransformerXL (Dai et al., 2019), OpenAI-GPT
(Radford and Narasimhan, 2018), OpenAI-GPT2
(Radford et al., 2019), RoBERTa (Liu et al., 2019),
Glove, FastText, and Word2Vec. They have found
that contextualized embeddings are better than
static embedding, and BERT is the best among
them since it uses bi-directional training.

Studies on Arabic keyphrase extraction fol-
lowed several approaches. Rule-based approaches
(El-Beltagy and Rafea, 2009) (Rammal et al.,
2015)(Najadat et al., 2016)(Loukam et al., 2019)
(Alotaibi and Ahmad, 2019) (Musleh et al., 2019),
ranking approachs (Basaldella et al., 2017) (Amer
and Foad, 2017), using a graph-based model as a
base for ranking (Halabi and Awajan, 2019) (Al
Hadidi et al., 2019), utilizing bag-of-concept (Awa-
jan, 2015) (Suleiman and Awajan, 2017) (Suleiman
et al., 2019b), machine learning approachs (Ali
and Omar, 2015) (Armouty and Tedmori, 2019)
(Al Etaiwi et al., 2019) and deep learning approachs
(Helmy et al., 2018). (Ali and Omar, 2015) have
combined statistical and machine learning methods
and have formulated the keyphrase extraction task
as a classification task. They have used term fre-
quency, first occurrence, sentence count, c-value
for multi-word nested terms, and TF-IDF statistical
features to construct a feature vector. They have
trained linear logistic regression, linear discrimi-
nant analysis, and support vector machine (SVM)
classifiers. (Armouty and Tedmori, 2019) have
used TF-IDF and the first occurrence weight of the
term with Support Vector Machine (SVM), Naïve
Bayes, and Random Forest classifiers. (Al Etaiwi
et al., 2019) have used graph centrality measures
along with term frequency and POS tags as input
features to multi-layer perceptron, Naïve Bayes,

Random Forest, and OneR algorithms. (Helmy
et al., 2018) have proposed a deep learning-based
model and a large-scale dataset for keyphrase ex-
traction task. They have used AraVec (Soliman
et al., 2017) to represent each token and a Bi-LSTM
model.

3 Methodology

3.1 Data Preprocessing

The text is tokenized using Stanford Stanza neural
pipeline for Arabic2 and processed to remove punc-
tuation, normalize all forms of Alef [@

�
@


@ @
] into plain

Alef [@] and decorated kaf [ À] to kaf [¼], and
replace numbers’ digits with a token to represent
numbers which is [Õ�̄P] (number). Moreover, three
types of features are extracted to be incorporated
with the embeddings; linguistic feature (part-of-
speech for each token), positional features (first
occurrence and the sentence order of the first oc-
currence), and statistical feature (Term Frequency-
Inverse Document Frequency-TFIDF). The part-of-
speech tags are extracted using the MLE disam-
biguator of Camel tool (Obeid et al., 2020) and
the TFIDF using TFIDF vectorizer from the scikit-
learn library3. The actual value of the positional
features and statistical feature and the one-hot en-
coding vector of the linguistic feature are concate-
nated to the end of the word embedding. Finally,
the data is processed to be suitable for the sequence
labeling task by converting the document into a
sequence of tokens labeled with 1 if it is part of a
keyphrase and with 0 if it is out of the keyphrase.
Moreover, the maximum document length consid-
ered is 512 tokens for all models.

3.2 Models’ specifications

A Bi-LSTM token classifier is built with one bidi-
rectional LSTM layer that accepts input from the
embedding layer and has one dense layer to gen-
erate the output label. There are two settings for
the model input; the first is word embedding only,
and the other is word embedding concatenated with
different individual features or combined features.
Figure 1 shows the model architecture. Two types
of pre-trained word embeddings are used; static
word embedding and contextualized word embed-
ding, which are AraVec pre-trained embedding
(Soliman et al., 2017) and AraBERT v2 (Antoun

2https://stanfordnlp.github.io/stanza/
3https://scikit-learn.org/stable/
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Figure 1: Proposed Model Architecture

Word2vec Embedding dimension 100
BERT Embedding dimension 768
Bi-LSTM hidden unit 150
POS tag embedding dimension 26
Learning rate 1.00E-05
Loss function Cross entropy

loss
Batch Size 1
Optimizer SGD
Epoch for BERT 5
Epoch for Word2Vec 10
AraBERT pretrained Model bert-base-

arabertv02
Word2vec pretrained model full_uni_sg_

100_wiki
Maximum Document length 512

Table 1: Models Specifications

et al., 2020), respectively. We have used precision,
recall, and F1-score metrics to evaluate the model
performance on the level of extracted keywords and
the extracted keyphrases. We have rewarded the
model for each correctly extracted keyword at the
keyword level, even if the model has generated part
of the keyphrase. In contrast, at the keyphrase level,
we have rewarded the model if it has generated the
entire exact keyphrase. We have not stemmed the
keywords before testing.

3.3 Experiments setup

The used dataset is ArabicKPE (Helmy et al., 2018)
with the same splits provided by the authors; 4887
documents for training, 944 for model validation,
and 941 for testing. In addition, Word2Vec and
BERT have been used with Bi-LSTM and different

features combinations. Further experiments with
BERT include concatenating the last four hidden
layers of BERT used as inputs to Bi-LSTM and fine-
tuning BERT for keyphrase extraction on the used
dataset. We have tested each feature independently
and have combined two, three, and four features.
Pytorch library4 is used to build the models. The
same hyper-parameters are used for all experiments
as specified in Table 1. The Experiments are con-
ducted using Google Colab Pro+ with GPU. Due to
memory constraints and the large model size, the
batch size is set to 1.

4 Results and Discussion

4.1 Using no features experiments
Table 2 and 3 present the results of using AraVec
(Soliman et al., 2017) and AraBERT (Antoun et al.,
2020) without features and our baseline of using
no pre-trained embedding and no features. The
results clearly show the benefit of using pre-trained
word embedding compared to the baseline. Using
pre-trained word embeddings enhances the model
performance over the baseline in terms of F1-score
for keyphrase level by 0.03 and 0.23 for Word2Vec
and BERT, respectively. Moreover, Contextualized
word embedding (BERT) has vastly enhanced the
performance compared to static word embedding
(Word2Vec) by 0.20.

4.2 Results of different BERT settings
In Table 3, we present the results of different set-
tings of using BERT. The results show that using
Bi-LSTM with embedding extracted from BERT
has a slightly better F1-score than fine-tuning the
BERT model for keyphrase extraction. This might
be due to the ability of the model to learn more
context utilizing Bi-LSTM. Moreover, unlike (De-
vlin et al., 2019) suggestion, using the output of
the last encoder layer has a slightly better effect
on performance than concatenating the output of
the last four layers. This might be attributed to the
difference in the language used to train the BERT
model; different languages might have different be-
havior regarding choosing the best layer from the
twelve encoder layers. Another possible reason is
the difference in the tested downstream task as they
test for the Named Entity Recognition (NER) task.
Hence, for our task and language choice, it is better
to use the output of the last encoder layer only to
reduce the dimensionality of the input vector.

4https://pytorch.org/
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Word2Vec Model Name Keyword-Wise Keyphrase-Wise
Precision Recall F1-Score Precision Recall F1-Score

Bi-LSTM-Baseline 0.50 0.38 0.43 0.20 0.21 0.20
No added feature 0.64 0.33 0.44 0.28 0.19 0.23
POS 0.63 0.33 0.43 0.29 0.19 0.23
TFIDF 0.65 0.38 0.48 0.24 0.20 0.22
First Occurrence 0.57 0.41 0.47 0.30 0.25 0.27
Sentence Order 0.64 0.42 0.51 0.28 0.25 0.27
POS + TFIDF 0.69 0.34 0.45 0.28 0.18 0.22
POS + First occurrence 0.68 0.39 0.50 0.31 0.23 0.27
POS + Sentence order 0.60 0.49 0.54 0.28 0.30 0.29
TFIDF+ First occurrence 0.63 0.43 0.51 0.26 0.25 0.26
TFIDF+ sentence order 0.66 0.37 0.47 0.24 0.19 0.21
First occurrence + sentence order 0.68 0.40 0.50 0.29 0.24 0.26
TFIDF+ First occurrence + First sentence order 0.65 0.42 0.51 0.26 0.23 0.25
POS+ First occurrence + First sentence order 0.65 0.43 0.51 0.29 0.26 0.27
POS+ TFIDF+ First occurrence 0.67 0.38 0.48 0.26 0.21 0.23
POS+ TFIDF+ Sentence order 0.65 0.44 0.52 0.30 0.26 0.28
POS+ TFIDF+ First occurrence

+ First sentence order 0.64 0.41 0.50 0.27 0.24 0.25

Table 2: Word2Vec Experiments’ results

4.3 Results of adding features:

We have tested the effect of incorporating the raw
positional and statistical features’ values to the
embedding of each token and the one-hot 26 di-
mensions vector of the POS feature to the end of
each word embedding.Table 2 and Table 3 show
the results of adding each feature to Word2Vec and
BERT embeddings respectively.

4.3.1 Independent features
In Word2Vec experiments, the results show that
the positional features have the most impact on
the performance in terms of the F1-score for the
keyphrase level. Moreover, TFIDF has decreased
the performance by 0.01 for the keyphrase level.
Meanwhile, TFIDF has increased the performance
over the no-feature model at the keyword level by
0.04. Adding POS tag features unexpectedly has
no effect on the keyphrase level’s performance and
has decreased the keyword level’s performance. In
contrast, in BERT experiments, all features have
a slightly positive impact on performance over
the no-features model in terms of F1-score and
recall of keyphrase level and recall of keyword
level. Meanwhile, all features have not impacted
performance regarding the F1-score of the keyword
level. This slight improvement or no improvement
in performance might be attributed to the fact that
BERT already learned that information during the

pr-training phase.

4.3.2 Combination of features

• Combing two features: In Word2Vec experi-
ments, the best features combined with POS
are the sentence order and the first occurrence.
Combining TFIDF with POS has decreased
the performance in terms of F1-score and re-
call for keyphrase level evaluation. However,
it has increased the performance in terms of
F1-score and recall at the keyword level. Com-
bining numerical features reveals that com-
bining TFIDF with sentence order has de-
creased the performance of the F1-score at
the keyphrase level but has increased it on
the keyword level. The best combination of
two features in BERT experiments is when
combining the POS feature with the first oc-
currence. Like Word2Vec, adding TFIDF to
POS features has decreased the F1-score per-
formance for the keyphrase level. Combin-
ing numerical features does not improve the
performance, unlike when each independent
numerical feature is used. That might result
from combining features without normalizing
them to have the same mean leading to some
noise. Moreover, we can notice that in the con-
text of keyword level evaluation, all F1-score
results can be rounded to 0.60.
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BERT Model Name Keyword-Wise Keyphrase-Wise
Precision Recall F1-Score Precision Recall F1-Score

Bi-LSTM-Baseline 0.50 0.38 0.43 0.20 0.21 0.20
No added feature 0.60 0.59 0.59 0.43 0.43 0.43
Fine-Tuned 0.51 0.67 0.58 0.37 0.49 0.42
No-feature -4layer 0.56 0.59 0.58 0.41 0.44 0.42
POS 0.56 0.63 0.59 0.42 0.46 0.44
TFIDF 0.55 0.64 0.59 0.41 0.48 0.44
First Occurrence 0.53 0.67 0.59 0.40 0.51 0.45
Sentence Order 0.51 0.69 0.59 0.39 0.52 0.45
POS + TFIDF 0.56 0.60 0.58 0.42 0.43 0.42
POS + First occurrence 0.53 0.69 0.60 0.41 0.51 0.45
POS + Sentence order 0.51 0.69 0.59 0.38 0.52 0.44
TFIDF+ First occurrence 0.58 0.60 0.59 0.42 0.43 0.43
TFIDF+ sentence order 0.55 0.62 0.58 0.41 0.45 0.43
First occurrence + sentence order 0.55 0.64 0.59 0.40 0.46 0.43
TFIDF+ First occurrence + First sentence order 0.58 0.59 0.59 0.42 0.42 0.42
POS+ First occurrence + First sentence order 0.56 0.62 0.59 0.41 0.46 0.43
POS+ TFIDF+ First occurrence 0.56 0.62 0.59 0.42 0.45 0.44
POS+ TFIDF+ Sentence order 0.56 0.62 0.59 0.41 0.45 0.43
POS+ TFIDF+ First occurrence

+ First sentence order 0.54 0.65 0.59 0.39 0.47 0.43

Table 3: BERT Experiments’ results

• Combining three features: In Word2Vec
experiments, all three features combination
has improved the performance in terms
of F1-score for keyphrase level except for
(POS+TFIDF+first occurrence) combination,
which does not change the performance of
keyphrase level but increases the performance
of the keyword level. In contrast, BERT ex-
periments show that the models have the same
performance in terms of F1-score of the key-
word level. While in keyphrase level perfor-
mance, combining (POS+TFIDF+ First Oc-
currence) has slightly increased the perfor-
mance, and combining (TFIDF+First occur-
rence+First sentence order) has slightly de-
creased the performance in terms of F1-score.

• Combining four features: BERT model has
the same results as using no features on both
keyphrase and keyword levels. On the other
hand, Word2Vec has benefited by 0.02 and
0.06 F1-score for keyphrase level and key-
word level, respectively, compared to using
no features experiments.

4.4 Comparison with others’ work
Table 4 shows our results compared to (Helmy
et al., 2018). They have used deep learning with Ar-

aVec pre-trained word embedding (Soliman et al.,
2017). Additionally, they have reported their re-
sults on the same dataset at the top 5, 10, and 15
retrieved keyphrases. They have compared the lem-
matized version of the gold keyphrase with the
lemmatized version of the predicted keyphrase. We
have chosen to compare our results to their top 15
results since the maximum number of keyphrases
available on the test set is 13 keyphrases for the doc-
ument, and all of them will be included in our and
their results. Moreover, they have not mentioned
the used stemmer, and we have used ISRIStemmer
from the NLTK library5 to stem keywords. The re-
sults show that using no feature on Word2Vec has
a similar F1-score to their model and that the best
performing model on our Word2Vec experiments
has outperformed their model due to incorporating
features to Word2Vec embedding. Moreover, us-
ing BERT embedding without features and BERT’s
best performing model has vastly outperformed
their model by 0.21 and 0.24, respectively.

4.5 Discussion
The best performing model on both level keyword
level and keyphrase level for Word2Vec is when
combining POS with the sentence order feature fol-

5https://www.nltk.org/
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Model Name Keyword-wise Keyphrase-wise
Precision Recall F1-score Precision Recall F1-score

(Helmy et al., 2018)@15KP - - - 0.16 0.67 0.26
Word2Vec-no feature 0.68 0.35 0.46 0.30 0.21 0.25
BERT-no feature 0.63 0.62 0.63 0.48 0.47 0.47
Word2Vec -Best 0.63 0.52 0.57 0.32 0.34 0.33
BERT-Best 0.57 0.71 0.64 0.45 0.56 0.50

Table 4: Comparing the results with previous work

lowed by combining POS with TFIDF and sentence
order. Conversely, the model with the least perfor-
mance at the keyphrase level is when combining
TFIDF with sentence order features. In general, it
seems that using the TFIDF feature or combining
it with other features degraded the model learning.
In contrast, the model that has the least perfor-
mance on the keyword level is when using the POS
feature. In General, all BERT experiments have
similar performance in both keyphrase and key-
word levels. The keyphrase level scores differ by
0.03 only and range between 0.42 to 0.45, and all
keyword level scores can be rounded to 0.60. The
best performing models on BERT are when using
first occurrence features alone, sentence order fea-
tures alone, and when combining POS feature with
first occurrence. While the least performing mod-
els are when combining TFIDF, first occurrence,
and sentence order features and combining POS
and TFIDF features. We can notice that the perfor-
mance on the keyphrase level is not affected on 6
features combinations experiments out of 11, i.e., it
is the same as no feature model. This might prove
that BERT can encode linguistic and statistical fea-
tures during pre-training. Further investigation and
model propping are needed to confirm this finding.
Generally, the improvements for both evaluation
levels are aligned in BERT experiments. On the
other hand, some Word2Vec experiments, which
are TFIDF, POS+TFIDF, and TFIDF+Sentence or-
der, have different behavior; the increased perfor-
mance at the keyword level might be accompanied
by a decreased performance at the keyphrase level.
We can notice that TFIDF feature is available in
all these experiments, which suggests that this fea-
ture might be beneficial to identifying the keyword
more than the keyphrase. Comparing the gap be-
tween the scores of keyword level and keyphrase
level on both Word2Vec and BERT, we notice that
the difference between the two levels on BERT is
smaller than the difference between the two levels

on Word2Vec. This can be attributed to BERT’s
ability to generate the correct entire keyphrase due
to more contextual information considered when
giving context-dependent embedding compared to
Word2Vec, which gives the same embedding for
the word in different contexts. It seems that us-
ing Word2Vec enables models to recognize that the
word is part of the keyphrase but could not present
these words in the correct order. Additionally, we
have noticed that different features combinations
have different effects on performance depending
on the embedding type. For example, BERT em-
bedding based models are positively affected by
the combination that includes the first occurrence
feature more than the sentence order feature. In
contrast, Word2Vec embedding based models are
positively affected by the sentence order feature
more than the first occurrence.

5 Conclusion

This study uses two types of pre-trained word
embeddings for Arabic keyphrase extraction
task: static and contextualized word embedding
(Word2Vec and BERT). Several features are incor-
porated into the models to test their effect on per-
formance. We have found that contextualized word
embedding has vastly enhanced the performance
of Arabic keyphrase extraction. Moreover, incor-
porating features with static embedding has more
effect than incorporating features with contextual-
ized embedding. Different features and features
combinations affect the performance differently
depending on the used embeddings. For future
work, we consider trying the effect of adding more
features to the models. Moreover, investigate the
best combination of layers to select from BERT for
keyphrase extraction.

Limitations

First, we have adopted a strict evaluation metric at
the keyphrase level, which only rewards the correct
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keyphrase with the same keyword order and key-
word numbers, i.e., we do not reward the model
if it over generates a word in the middle of the
keyphrase. This might affect the reported perfor-
mance. Therefore, less strict metrics that consider
stemming or word similarity might be helpful. Sec-
ond, we broadcast the value of the POS for the
unknown words that BERT decides to segment into
sub-words which might introduce some noise to
the training that might affect the performance. Nev-
ertheless, trying not to broadcast the value does not
affect the performance. Third, the randomness in-
troduced on PyTorch run time execution with GPU
setting might affect the ability to reproduce the
same results when repeating the experiments. The
model size and the time needed to model training
have been challenging. Although we are using a
GPU subscription with google colab, the run has
taken a long time, and we have run out of drive
space.
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Abstract

Previous work on Arabic information extrac-
tion has mainly focused on named entity recog-
nition and very little work has been done on
Arabic relation extraction and event recogni-
tion. Moreover, modeling Arabic data for such
tasks is not straightforward because of the mor-
phological richness and idiosyncrasies of the
Arabic language. We propose in this article the
first neural joint information extraction system
for the Arabic language.

1 Introduction

Information extraction (IE) is the task of identify-
ing and classifying information of interest in a tex-
tual document. IE is an important area of research
in NLP since it has many practical applications. In
this article, we are interested in joint modeling of
three IE tasks: named entity recognition (NER), re-
lation extraction (RE), and event recognition (ER).
A joint multi-tasking system, in comparison to a
pipeline system, has the advantage of avoiding the
propagation of errors among tasks.

This area of research is well explored in many
languages such as English, Chinese, and Spanish.
Nguyen and Nguyen (2018) proposed a model that
jointly extracts entity mentions, event triggers and
event arguments using shared hidden representa-
tions in a deep learning framework. Wadden et al.
(2019) provided a framework for extracting entities,
relations, and triggers using BERT embeddings and
graph propagation to capture context relevant for
these tasks. Lin et al. (2020) proposed a joint neu-
ral framework that extracts entities, relations and
events from an input sentence as a globally optimal
graph.

For Arabic, however, most proposed models are
restricted to NER (Oudah and Shaalan, 2012; Be-
najiba et al., 2008b). Limited efforts have been
dedicated to RE and ER (Taghizadeh et al., 2018;
AL-Smadi and Qawasmeh, 2016), and no previous

work has addressed them jointly. We attempt to fill
this gap in the present work.

Similar to Lin et al. (2020), the model we pro-
pose in §2 extracts a graph from an input sequence
in two steps: (a) two CRFs (Lafferty et al., 2001)
with BIO-based tags are used to identify spans (sub-
sequences of tokens) corresponding to entities and
event triggers (graph nodes); then (b) greedy de-
coding is used to obtain the output graph.

Since Arabic is morphologically rich (Habash,
2010), entities are not limited to sequences of
words like English for instance. Some entities cor-
respond to affixes and some words carry multiple
entities. Therefore, modeling on the subword level
is necessary. To address this issue, we compare two
approaches which we describe in detail in §3. In
the first approach, we resort to word tokenization
as a preprocessing step. We aim to split morpholog-
ically complex words into tokens, each of which
corresponds to (or is a part of) one entity at most.
An entity can thus be modeled as a sequence of
tokens using the standard BIO tags. In the sec-
ond approach, we augment the BIO tags to encode
multiple entities per word, eliminating the need for
prior tokenization.

Our contribution in this article is twofold:

• First, we present ArabIE (§2), the first neu-
ral joint IE model for Arabic, establishing
state-of-the-art results (§4.2) on the ACE 2005
dataset (Walker and Consortium, 2005) (§4.1).
We show that the performance of our model is
comparable to that of other languages (§4.2).

• Second, we provide an empirical study of the
interplay between tokenization (§3) and NER
performance and its consequences on RE and
ER (§4.2).

2 Multitask Joint Extraction Model

Given a text document as input, we aim at ex-
tracting, from each sentence, entities and binary
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relations between them, event triggers, and their
arguments. Formally, for an input sequence x of
length L, the information extraction task is the oper-
ation that yields, as an output, a graph G = (V,E)
whose nodes V are spans of tokens of the input se-
quence representing identified entities and triggers,
and whose edges E represent relations between
two entities or event roles (relations between event
triggers and their arguments entities). Each node
and edge in the graph has a type. Similar to (Lin
et al., 2020), our model performs end-to-end IE in
four stages.

Token encoding Several combinations of repre-
sentations from BERT’s layers are inspected for
encoding the input sequence, as done by Lin et al.
(2020) for English data. Ultimately, the input
sequence is encoded using the concatenation of
BERT’s last and third last layers to obtain an em-
bedding for each token, as using these layers im-
proves the performance on most subtasks. Jawahar
et al. (2019) showed that BERT last layers contain
semantic information about the text, which is ben-
eficial for the processing of Arabic texts. Input
sequences are optionally tokenized in a preprocess-
ing step (§3).

Identification Token embeddings are passed to
a network composed of a Feed-Forward Network
(FFN) layer followed by a Conditional Random
Field (CRF) layer. The network labels the sequence
using the BIO scheme to identify spans of tokens
that correspond to entities or event triggers. We use
separate CRF taggers for entities and triggers so
that each one specializes in one task. The sequence
of labels produced by the CRF encodes a segmenta-
tion of the input sequence so that identified entities
cannot overlap, the same applies for triggers. On
the other hand, entities can overlap with triggers in
some cases. The verb �I 	®�̄ð



@ (Awqft; she arrested)

is for example a trigger of type Justice and the
pronoun �H (t) is an entity of type PER.

Classification At this stage, entities and triggers
are identified, but their types are not yet assigned. A
fixed-size representation for each span is computed
as the average of its first and last token’s BERT
embeddings. The output is passed to an FFN to
obtain a score for each possible type. Again, we
use separate FFNs for entities and triggers.

Scoring relations and event roles is performed in
a similar manner. An edge between two spans is

represented by concatenating their vectors. A rela-
tion edge links two entities while a role edge links
a trigger to an entity. Representations of edges are
passed to an FFN to compute a score for each rela-
tion or role type. A special none label to indicate
the absence thereof. We also use a separate FFN is
used for relations and roles.

Decoding We use unconstrained greedy decod-
ing to obtain the output graph: for each node and
edge of the graph, we select the highest-scoring
type. In our experiments, we tried adding to the
graph score a penalty on invalid graph configura-
tions and decode with beam search similar to Lin
et al. (2020) but didn’t get any improvements.

Training The parameters of all networks are
jointly trained end-to-end to minimize the sum of
individual task losses. We use the negative log-
likelihood of gold BIO paths as a loss function
for the CRFs and of the gold label for the FFN
classifiers.

3 Subword Entities

As discussed earlier in (§1), a word in Arabic
can hold two or more entities anchored on its
root or affixes. For example, the word A 	J�JÊ�@QÓ
(mrAsltnA; our reporter) comprises two entities:�éÊ�@QÓ (mrAslp; reporter) of type person (PER) and

A 	K (nA; our) of type organisation (ORG).1 This exam-
ple cannot be handled by our model, which assigns
one label to each token in the sequence. Such a
mismatch has been considered an anomaly in pre-
vious work using sequence labeling approaches
(Benajiba et al., 2008a), and subword entities were
simply discarded. We propose two solutions to
this problem. Figure 1 summarizes the different
approaches adopted on the example of the word
A 	J�JÊ�@QÓ.

Word tokenization Subword entities typically
correspond to morphemes. We, therefore, use a
morphological analyzer to tokenize words in con-
text. The probability that each resulting token
corresponds to multiple entities decreases dramati-
cally. In practice, we use the analyzer provided by
CamelTools (Obeid et al., 2020) and refer to this to-
kenization scheme by tok_morph. The word in the

1This example is taken from the ACE 2005 corpus. We
use the Buckwalter (Buckwalter) transliteration scheme for
Romanization. Note that the taa’ marbuuTa ( �è; p) transforms

to taa’ ( �H; t) when attached to the suffix ( A 	K; nA).
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Figure 1: An example of the adopted approaches. Enti-
ties are framed in different colors w.r.t their label types.
PER: Person, ORG: Organization.

above example is tokenized into three morphemes
A 	K+ �è+ É�@QÓ (mrAsl +p +nA), the first two tokens
correspond to the entity PER, the third one to ORG.

To obtain supervised training data for tokenized
sequences, we align each word with its tokens (mor-
phemes) at the character level and use the align-
ment to project gold entities onto the tokens. An
entity is projected onto a token if the majority of its
characters align with the token. If multiple entities
are projected onto one token, only one of them is
randomly selected.

To validate our hypotheses that morphemes are
the right level for modeling entities, we compare
the morphological analyzer to Word Pieces (Wu
et al., 2016), a statistical tokenizer which does not
necessarily produce valid affixes. This tokenizer
produces A 	J�K É�@QÓ (mrAsl tnA) for the example
word where the second token is not a morpholog-
ically valid suffix and does not exactly match the
gold entity A 	K (nA; our). We refer to this tokeniza-
tion scheme by tok_wp.

Projection of entities onto tokens is not always
perfect either because an entity doesn’t correspond
to a morpheme in gold data; the tokenizer doesn’t
produce a valid morpheme; or both. This results in
some data loss that we later quantify and take into
account during the evaluation phase.

An example of the data loss in tok_wp is that of
the sentence 	à@Q�
m.Ì'@ 	á« Aî �DË



A� (s>lthA En AljyrAn;

she asked her about the neighbours), with �H (t)

being an entity of type PER, Aë (hA) an entity of

type PER, and 	à@Q�
m.Ì'@ (AljyrAn) an entity of type

PER, with a relation of type PER-SOC between Aë
and 	à@Q�
m.Ì'@. The tok_wp approach yields the follow-

ing tokens: 	à@Q�
m.Ì'@ 	á« Aî�E È


A�. There is no way to

project the two entities Aë and �H onto the unique

token Aî�E. We therefore randomly project one of
the two entities onto this token. If it happens to be
�H, then Aë is discarded and the PER-SOC relation

between Aë and 	à@Q�
m.Ì'@ is discarded too. We quan-
tify this data loss in Table 3 for both tokenization
schemes.

Label concatenation Instead of tokenization
then projection, we concatenate labels of subword
entities into one complex entity. The example word
is thus labeled PER-ORG. This approach is appeal-
ing because of its simplicity, but it results in a much
larger label set, as some words contain up to four
entities. In practice, we restrict the label set to
the labels seen in training data. We refer to this
tokenization scheme by concat.

4 Experiments and Results

4.1 Experimental setup

Dataset and preprocessing We use the Arabic
corpus provided by ACE052, which contains dif-
ferent document types annotated with entities, rela-
tions and events.

Source Files Words Entities
NW 221 53026 17105
BN 127 26907 9099
WL 55 20181 6234
Total 403 100114 32438
Source Relations Triggers Roles
NW 2674 1270 2957
BN 1606 870 1762
WL 439 130 256
Total 4719 2270 4975

Table 1: General statistics of raw ACE05 data. NW:
newswires, BN: broadcast news, WL: weblogs.

The ACE05 data was published in 2006, but very
little work has been carried out on it for entity ex-
traction, and no work has been done on relation
or event extraction. These previous works are dis-
cussed in details in §3.

We randomly split the data into 80% train, 10%
dev, and 10% test, as no official split is provided.
We will make our splits and our code publicly avail-
able.

2https://catalog.ldc.upenn.edu/LDC2006T06
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Entities Relations Triggers Roles

FAC: 1427
GPE: 7165
LOC: 1215
ORG: 4885
PER: 17150
VEH: 418
WEA: 481

ART: 338
GEN-AFF: 1142
ORG-AFF: 1379
PART-WHLE: 903
PER-SOC: 643
PHYS: 314

Business: 24
Conflict: 550
Contact: 274
Justice: 379
Life: 398
Movement: 435
Personnel: 152
Transaction: 58

Adjudicator: 91
Agent: 282
Artifact: 378
Attacker: 303
Beneficiary: 22
Buyer: 6
Defendant: 135
Destination: 275
Entity: 584
Giver: 36
Instrument: 266

Origin: 112
Organization: 17
Person: 302
Place: 351
Plaintiff: 12
Prosecutor: 22
Recipient: 17
Seller: 1
Target: 310
Vehicle: 50
Victim: 364

Table 2: Entity, relation, trigger and event role gold
ACE05 statistics by label types.

Segmentation We segment each document into
sentences using punctuation marks, except for the
broadcast news (BN) subcorpus, which we segment
into fixed-length sentences due to lack of punctua-
tion. Document segmentation may result in the loss
of some entities and triggers (and their associated
relations and roles) if a sentence boundary happens
to be inside it. Comparing train rows of gold and
segm in Table 3 allows to quantify the data loss
after the segmentation phase.

Tokenization Tokenization described in §3 may
result in data loss which we quantify in Table 3.
However, we use the gold data for dev and test sets
for all experiments without discarding any instance.

Dataset Statistics In Table 1, we present statis-
tics done on raw ACE05 files. Note that the dif-
ference between role numbers here and gold role
numbers of Table 3 is explainable by the fact that
we don’t handle time roles; arguments that refer
to time. We made this choice following Wadden
et al. (2019) and Zhang et al. (2019). Thus we also
consider that "time" and "value" event arguments
are not technically named entities.

In Table 2, we present statistics of entities, rela-
tions, triggers and event arguments by label types.
Additional statisctis by label subtypes are presented
in Tables 9, 10 and 11 of the appendices. In Ta-
ble 4, we present occurrences of the top 10 most
frequent entities of ACE05. The total number of
gold entities being 32420, we can easily see that
the pronominal entities which are in most cases
subwords, are numerous. Hence the need for to-
kenization to manage them. Note that 21.88% of
entities are one-character tokens and 10.18% are
two-character tokens.

Tokenization Split Entities Relations Triggers Roles

gold
train 26178 3801 1831 3346
dev 3296 508 235 418
test 2946 400 204 352

segm train 26065 3727 1831 3181
concat train 26065 3727 1831 3181
tok_wp train 25554 3416 1831 3176
tok_morph train 25833 3675 1829 3168

Table 3: Statistics on ACE05 train, dev, and test splits.
The train, dev, and test sets are identical for all ap-
proaches. Comparison of rows gold and segm show
data loss due to document segmentation into sentences, a
common pre-tokenization step for all approaches. Com-
parison of rows concat, tok_wp and tok_morph with
row segm quantifies data loss due to each tokenization
approach.

Training Hyperparameters We trained our
model for 80 epochs with a batch size of 6, us-
ing BertAdam optimizer, a learning rate of 5e-5
and weight decay of 1e-5 for BERT, and a learning
rate of 1e-3 and weight decay of 1e-3 for other
parameters.

We used bert-large-arabertv2 model (An-
toun et al., 2020) to conduct all experiments ex-
cept for tok_wp experiments, where we used the
bert-large-arabertv02 tokenizer. Note that the
tokenization schemes tok_morph do not match the
vocabulary of the used BERT model and that there
is not yet a BERT adapted to this tokenization pro-
cedure. In future works, we aim to solve this mis-
match problem by training a BERT language model
on the output of the morphological analyzer.

We ran our experiments on an Ubuntu machine,
with a GPU Nvidia GEForce RTX 2080 with 8
GB of RAM. We estimated the needed computa-
tional budget to 6 GPU hours for each run of each
experiment in Table 5.
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Entity Occurrences
�H (t) 2420

è (h) 1823

ø
 (y) 1690

Aë (hA) 933

Ñë (hm) 560

@ð (wA) 459

A 	K (nA) 374

��

KQË @
(Alr}ys;
the president)

307

	à (n) 282


@ (>) 279

Table 4: Occurrences of the top 10 most frequent
entities of ACE05 gold data.

Evaluation We use precision, recall, and F1 mea-
sure for evaluating each task independently. We
also combine the individual scores F t

1 of all tasks t
into a global (macro) score Fg, where each task is
weighted by Nt its number of instances:

Fg =
1∑

t∈T Nt

∑

t∈T
NtF

t
1

We consider an entity (resp. trigger) correct
if its span and label match those of a gold entity
(resp. trigger). Subword entities (§3), however,
are allowed not to match exactly their gold span
inside the word, they are penalized only if their
order inside the word is incorrect. If we take as an
example the word of Figure 1, using the tok_wp
approach, if the model predicts É�@QÓ (mrAsl) as

an entity of type PER, and A 	J�K (tnA) as an entity of
type ORG, the prediction is considered correct. The
same evaluation is applied for the tok_morph and
concat approaches.

We consider a relation correct if the participating
entities match the gold ones and the relation label
matches the gold label. We consider an event role
correct if its span and label match the gold one.

While strict evaluation is also possible, we use
this approximate approach to emphasize a fair com-
parison between the tokenization and the concate-
nation approaches. Both approaches are penalized
for the data loss they engender.

4.2 Results
Tables 5 and 6 show results using labels of types
(7 entities, 6 relations, 8 triggers, and 22 roles) and
subtypes (44 entities, 18 relations, 32 triggers, and
22 roles), for each tokenization scheme. We aver-
age the scores across three runs and report numbers

concat tok_wp tok_morph

Ent.
P: 83.66 ± 0.05
R: 82.26 ± 0.11
F: 82.96 ± 0.03

P: 84.42 ± 0.32
R: 84.05 ± 0.12
F: 84.23 ± 0.22

P: 85.04 ± 0.25
R: 85.07 ± 0.2
F: 85.05 ± 0.12

Rel.
P: 59.88 ± 1.29
R: 56.88 ± 0.62
F: 58.34 ± 0.94

P: 57.92 ± 1.38
R: 53.0 ± 3.02
F: 55.29 ± 1.67

P: 62.3 ± 0.42
R: 63.5 ± 0.61
F: 62.9 ± 0.51

Trigg.
P: 67.56 ± 2.38
R: 58.58 ± 0.73
F: 62.74 ± 1.45

P: 69.49 ± 0.36
R: 57.68 ± 1.89
F: 63.02 ± 1.1

P: 66.32 ± 0.51
R: 61.11 ± 1.62
F: 63.59 ± 0.81

Role
P: 55.8 ± 1.09
R: 43.75 ± 0.85
F: 49.04 ± 0.95

P: 52.75 ± 0.46
R: 40.15 ± 0.81
F: 45.59 ± 0.35

P: 57.38 ± 1.5
R: 47.25 ± 0.94
F: 51.82 ± 0.98

Fg 76.31 76.66 78.65

Table 5: Results on ACE05 data using type labels.

concat tok_wp tok_morph

Ent.
P: 81.86 ± 0.18
R: 80.54 ± 0.32
F: 81.19 ± 0.25

P: 81.74 ± 0.22
R: 80.85 ± 0.13
F: 81.3 ± 0.18

P: 83.05 ± 0.44
R: 83.0 ± 0.45
F: 83.02 ± 0.44

Rel.
P: 58.61 ± 1.56
R: 55.33 ± 1.33
F: 56.92 ± 1.41

P: 56.62 ± 0.48
R: 51.25 ± 1.0
F: 53.8 ± 0.77

P: 60.7 ± 0.44
R: 57.5 ± 0.5
F: 59.05 ± 0.06

Trigg.
P: 64.93 ± 2.34
R: 55.88 ± 1.44
F: 60.06 ± 1.76

P: 66.97 ± 0.68
R: 56.61 ± 0.25
F: 61.36 ± 0.14

P: 64.32 ± 1.38
R: 54.41 ± 1.96
F: 58.96 ± 1.73

Role
P: 53.06 ± 1.07
R: 42.05 ± 1.39
F: 46.9 ± 1.03

P: 50.46 ± 2.45
R: 38.35 ± 0.57
F: 43.56 ± 1.28

P: 55.48 ± 2.2
R: 42.61 ± 1.14
F: 48.2 ± 1.55

Fg 74.50 74.03 76.16

Table 6: Results on ACE05 data using subtype labels.

for the model with the best average F-score over
the four tasks on the dev set.

Existing work on Arabic NER for ACE05 did not
address nominal and pronominal entities (Benajiba
et al., 2008a) to avoid the tokenization problem,
while we handle all grammatical categories of en-
tity mentions.

tok_morph results The tok_morph approach
gets the best F-score on each of the four tasks and
has the best Fg score. We suppose that morpholog-
ical information introduced by the tokenizer helps
the model to improve the recognition of relations
and roles.

concat results The concat approach gets the
lowest Fg score. We can notice that its per-
formance on triggers using type labels is quite
close to that of tok_morph, but its performance
on entities is poor compared to tok_wp and
tok_morph approaches. We explain this by
the increase in the number of labels to clas-
sify in this approach; 24 entity type labels (resp.
127 entity subtype labels), such as PER-VEH,
ORG-VEH, VEH-VEH (resp. PER:Group-VEH:Air,
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PER:Individual-VEH:Air), instead of 7 entity
type labels (resp. 44 entity subtype labels),
such as PER, LOC, VEH... (resp. PER:Group,
PER:Individual, VEH:Air...) for the other ap-
proaches.

Relations (resp. roles) F-score is degraded
by 4.56 (resp. 2.78) points compared to that of
tok_morph even if the relation labels number is the
same for these two approaches. We explain this
by the fact that when the classification and identifi-
cation of entities become more complex, the part
of the loss specific to entities becomes difficult to
minimize, which forces the model to prioritize this
task over the others, thus degrading relation and
role performance.

tok_wp results Entity and relation performance
of tok_wp is close to that of tok_morph and better
than that of concat. However, this approach gets
the lowest F-score for relation and role tasks. This
is partly due to a larger number of discarded entities
in this approach than in the other approaches. More
discarded entities leads to more discarded relations,
and since we penalize each model with respect to
discarded instances, this explains the discrepancy
in performance.

Type labels experiments details We present in
this subsection score details of the experiments of
Table 5. Table 7 shows entity, relation, trigger, and
role scores by type labels.

We do not report scores details of the subtype
label experiments (Table 6) because they are too
numerous, and in general the behavior and the per-
formance of the subtype labels experiments follow
that of the type label experiments.

We notice that among the entity types, PER
has the best F-score. Likewise, among the rela-
tion types, ORG-AFF has the best F-score. PER
and ORG-AFF represent respectively 52.87% and
29.22% of the total number of entities and rela-
tions.

Imbalanced Data Problem We notice further-
more that Business events have an F-score of 0;
they represent only 0.5% (of the total number
of events), which is a limited amount of data to
train the model to recognize this class. The same
behavior (with an F-score of 0) is observed for
role types Beneficiary, Buyer, Organization,
Prosecutor, Recipient, and Seller as they rep-
resent respectively 0.14%, 0.41%, 0.53%, 0.41%,
and 0.02% of the total number of roles. For ex-

ample, the Recipient role is always incorrectly
predicted by the model as the Beneficiary role,
since these two roles are very close semantically in
the context of a Transaction event.

Comparison to other languages Table 8 show
state-of-the-art F-scores of joint IE with ACE05
dataset for different languages. English, Chinese,
and Spanish experiments were borrowed from Lin
et al. (2020), who trained their model with type la-
bels for entity, relation, and roles, and with subtype
labels for triggers. We thus give scores of Arabic
following this pattern.

Overall results Unless using concat tokeniza-
tion procedure, our model assigns one label to each
input token, which establishes an upper bound on
its performance since multi-label tokens are out of
its reach. For example, p+drop experiments could
at most reach a recall of 97.31 for entities, 90.75
for relations, and 93.46 for roles; i.e., at most an
F-score of 98.63 for entities, 95.15 for relations,
and 96.71 for roles.

Importantly, the performance of our three sys-
tems of Table 5 is comparable to other languages
(Lin et al., 2020) (details in Table 8).

Since there was no baseline addressing the en-
tirety of ACE05 entities, nor a system for RE and
ER, we propose tok_morph as a baseline.

5 Error Analysis

Error analysis is important to understand the
model’s weaknesses and to attempt to fix them
in future work. Thus, we examined a sample of
32 sentences where we found 110 remaining er-
rors from experiments with tok_morph tokeniza-
tion and type labels.

Entity Errors About 23% are errors related to
pronominal entities; these errors either come from
entities predicted by the model and not annotated in
the gold data or vice-versa or from correctly identi-
fied entities but incorrectly classified. For example,
in the word Aî�EPXA� (SAdrthA; confiscated it), the

pronoun �H (t) is annotated in gold data as a PER

entity that the model does not predict. These er-
rors are most likely due to the lack of labeling of a
considerable number of pronominal entities of the
gold data. As example, for the word 	á�
jÊ�ÖÏ @ (Alm-
slHyn; armed), the model predicts the pronoun
	áK
 (yn) as a PER entity but it’s not annotated in

the gold data, although this pronoun was annotated
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Entities Relations Triggers Roles

FAC: 0.82 ± 0.0
GPE: 0.85 ± 0.0
LOC: 0.66 ± 0.02
ORG: 0.76 ± 0.0
PER: 0.9 ± 0.0
VEH: 0.78 ± 0.01
WEA: 0.81 ± 0.03

ART: 0.58 ± 0.02
GEN-AFF: 0.62 ± 0.02
ORG-AFF: 0.73 ± 0.01
PART-WHLE: 0.56 ± 0.01
PER-SOC: 0.63 ± 0.02
PHYS: 0.31 ± 0.07

Business: 0.0 ± 0.0
Conflict: 0.67 ± 0.01
Contact: 0.39 ± 0.02
Justice: 0.62 ± 0.02
Life: 0.84 ± 0.0
Movement: 0.42 ± 0.06
Personnel: 0.57 ± 0.03
Transaction: 0.71 ± 0.02

Adjudicator: 0.37 ± 0.03
Agent: 0.44 ± 0.04
Artifact: 0.6 ± 0.04
Attacker: 0.55 ± 0.02
Beneficiary: 0.0 ± 0.0
Buyer: 0.0 ± 0.0
Defendant: 0.22 ± 0.06
Destination: 0.58 ± 0.05
Entity: 0.41 ± 0.0
Giver: 0.35 ± 0.11
Instrument: 0.69 ± 0.04

Origin: 0.42 ± 0.0
Organization: 0.0 ± 0.0
Person: 0.57 ± 0.04
Place: 0.49 ± 0.03
Plaintiff: 0.11 ± 0.16
Prosecutor: 0.0 ± 0.0
Recipient: 0.0 ± 0.0
Seller: 0.0 ± 0.0
Target: 0.5 ± 0.05
Vehicle: 1.0 ± 0.0
Victim: 0.67 ± 0.04

Table 7: Entity, Relation, Trigger and Role F-score details
of experiment of Table 5 using tok_morph approach and

type labels.

Language Ent. Rel. Trigg. Role
English 89.6 58.6 72.8 54.8
Chinese 88.5 62.4 65.6 52.0
Spanish 81.3 48.1 56.8 40.3
Arabic 85.05 62.9 58.96 51.82

Table 8: State-of-the-art F-scores of joint IE for
different languages. Arabic scores are those of

tok_morph experiments.

167 times in words like 	áK
Y«A�®�JÖÏ @ (AlmtqAEdyn; re-

tirees), 	áK
Q 	k
�
B@ (AlAxryn; the others), and 	á�
J. 	«@QË @

(AlrAgbyn; willing to). Note that pronominal enti-
ties represent 31% of the total gold entities.

Relation Errors About 14% of the remain-
ing errors are multiple relation entities, i.e., re-
lations incorrectly predicted because their enti-
ties are involved in multiple relations. For ex-
ample, in the gold annotations of the sentence
ø
 Qå�ÖÏ @ ÈYªË@ QK
 	Pð (wzyr AlEdl AlmSry; Egyptian

Minister of Justice), the word QK
 	Pð (wzyr; Minister)
is involved in two relations of types ORG-AFF (resp.
GEN-AFF) with the word ÈYªË@ (AlEdl; Justice)

(resp. ø
 Qå�ÖÏ @ (AlmSry; Egyptian)). The model
only predicts the first ORG-AFF relation between
the two first words.

At least 6% are correctly identified and incor-
rectly classified relations, i.e., the model correctly
predicts the two participating entities of the rela-
tion but incorrectly predicts the relation type. This
error is usually due to the ambiguity induced by the
existing semantic proximity between some relation
types, such as PART-WHOLE and ORG-AFF.

Events Errors Nearly 23.5% are annotation er-
rors, particularly related to triggers and roles.

Specifically, out of the 35 remaining event errors,
67% are related to annotation omissions. As an
example, in the sentence éJ
�®J
�® �� éK. É���@ (AtSl bh

$qyqyh; his brothers called him), the model pre-
dicts the verb É���@ (AtSl; called) as a trigger of
type Contact. This trigger is not annotated in the
gold data but the model’s prediction seems correct
because an event of type Contact is defined in the
annotation guide by: explicit phone or written com-
munication between two or more parties. In the
annotation guide the verb called in the sentence
“John called Jane last night” is given as an example
of a trigger of type Contact. Figure 2 presents a
recurring example of a long sentence containing
several omitted roles. In this sentence, we distin-
guish three errors: (1) the word 	á�
Òî �DÖÏ @ (Almthmyn;
The accused) is predicted as an Agent argument by
the model, which is intuitively correct as an Agent
is defined in the annotation guide by "the attacking
agent or the one that enacts the harm". This word
is incorrectly annotated in the gold sentence as an
argument of type Victim. (2) The word ��A 	̄P (rfAq;
companions) is predicted as an argument of type
Agent which is intuitively correct. This word is not
annotated in the gold sentence as an argument. (3)
The word 	©
KA�Ë@ (AlSAg; the jeweler) is predicted
as arguments of type Victim which is intuitively
correct as a Victim is defined in the annotation
guide by: the person who died. This word is not
annotated in the gold sentence.

6 Related work

Entity Extraction Most Arabic IE work focuses
on NER. We cite (Naji, 2012), who used artifi-
cial neural networks for NER. (Oudah and Shaalan,
2012) tested a hybrid approach, including both rule-
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Figure 2: An example of remaining event errors (annotation omissions), using tok_morph tokenization and type
labels. Entities are framed in green, triggers are framed in blue, event arguments (roles) are represented by red

edges. ORG: Organization, GPE: Geo-Political Entity, PER: Person.

based and machine learning approaches. (Bena-
jiba et al., 2008b) proposed an SVM-based model
with a combination of language-dependent and
language-dependent features, showing the rele-
vance of morphological features for rich languages
like Arabic. (Benajiba et al., 2010) built a sys-
tem augmented by deeper lexical, syntactic, and
morphological features that were extracted from
noisy data obtained via projection from an Arabic-
English parallel corpus. (Helwe et al., 2020) pro-
posed a semi-supervised learning approach to train
a BERT-based NER model using labeled and semi-
labeled datasets. The works that deal with NER
using ACE05, ACE04, or ACE03 either preprocess
the data differently from ours, which results in a
very different number of entities than ours or use
different entity types than the one we used. For ex-
ample, Benajiba et al. (2008b) evaluate their model
separately for each data type of ACE05 (NW, BN,
WL). In addition, they remove all annotations that
they consider not oriented to the entity detection
and recognition tasks, such as the nominal and
pronominal entities, and only keep the named ones,
which leads them to a total number of entities in
the training and test corpora of 10218. This makes
their performance incomparable to ours because we
evaluate the model with almost 32000 entities for
all our proposed approaches. Other work (Benajiba
et al., 2010, 2009, 2008a) same preprocessing of
Benajiba et al. (2008b). Oudah and Shaalan (2012)
tested their model performance on Date, Time,
Price, Measurement, and Percent entities of
ACE05, while we test our model on the principal
entity types (PER, LOC, ORG, FAC, VEH...).

Relation Extraction Arabic RE works include
(Mohamed et al., 2015), who proposed a distant

supervised learning model with specific features
that characterize Arabic relations. (Sarhan et al.,
2016) presented a semi-supervised pattern-based
bootstrapping technique for RE using stemming
and semantic expansion. (Taghizadeh et al., 2018)
used a combination of kernel functions and the uni-
versal dependency parsing for supervised relation
extraction. We can’t compare our work to these
as relation extremities (entities) are already recog-
nized in a NER pre-processing, while we extract
all information jointly.

Event Extraction Very little work has been done
on ER; (AL-Smadi and Qawasmeh, 2016) proposed
a knowledge-based approach for ER on Arabic
tweets. And (Alsaedi and Burnap, 2015) proposed
a classification/ clustering-based framework to de-
tect real-world events from Twitter. (Ahmad et al.,
2020) developed a Graph Attention Transformer
Encoder to generate structured contextual repre-
sentations for cross-lingual relation and event ex-
traction working on ACE05. Yet, they haven’t ad-
dressed the problem of the mismatch between the
tokenization and the annotations; problematic enti-
ties were simply discarded.

7 Conclusion

We presented the first joint IE model for Arabic
and showed a comparable performance to other
languages. We also proposed two approaches to ad-
dress subword entities, a situation specific to mor-
phologically rich languages including Arabic, and
showed that morphological information is impor-
tant to their recognition. Our hope is that our work
will provide a strong baseline for further research
and increase interest in IE tasks which remain un-
derstudied by the Arabic NLP community.
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Entity types Number Number by subtype Percentage

Person 17150
Group: 6572
Individual: 10523
Indeterminate: 55

52.87%

Organization 4885

Media: 821
Commercial: 591
Government: 1432
Non-Governmental: 1171
Sports: 649
Educational: 135
Medical-Science: 22
Religious: 29
Entertainment: 36

15.06%

Location 1215

Boundary: 147
Celestial: 79
Region-General: 597
Region-International: 211
Land-Region-Natural: 89
Water-Body: 74
Address: 18

37.45%

Geographical/Social/Political 7165

Population-Center: 1328
Nation: 4560
Continent: 112
Special: 718
GPE-Cluster: 141
County-or-District: 146
State-or-Province: 160

22.09%

Facility 1127

Path: 176
Building-Grounds: 727
Airport: 23
Subarea-Facility: 117
Plant: 84

3.47%

Vehicle 418

Land: 185
Subarea-Vehicle: 2
Water: 76
Air: 155

12.87%

Weapon 481

Projectile: 179
Underspecified: 105
Sharp: 5
Shooting: 111
Blunt: 16
Exploding: 45
Chemical: 10
Nuclear: 10

14.83%

Total 32438 32438 100%

Table 9: Statistics of ACE05 entity types and subtypes.
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Relation types Number Number by subtype Percentage

Gen-Affiliation 1142
Org-Location: 561
Citizen-Resident-Religion-Ethnicity: 581

24.20%

Org-Affiliation 1379

Employment: 1136
Sports-Affiliation: 24
Membership: 195
Student-Alum: 13
Ownership: 6
Founder: 3
Investor-Shareholder: 2

29.22%

Part-Whole 903
Geographical: 607
Subsidiary: 291
Artifact: 5

19.13%

Personal-Social 643
Business: 306
Lasting-Personal: 81
Family: 256

13.62%

Physical 314
Located: 263
Near: 51

6.65%

Agent-Artifact 338 User-Owner-Inventor-Manufacturer: 338 7.16%
Total 4719 4719 100%

Table 10: Statistics of ACE05 relation types and subtypes.
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Event types number Event subtypes number Roles number Total Roles

Life: 398

Be-Born: 6

Person: 6
Place: 1
Time-Before: 1
Time-Within: 2

10

Marry: 16

Place: 2
Person: 20
Time-Within: 2
Time-Holds: 1
Time-After: 1

26

Divorce: 5
Person: 7
Place: 1

8

Injure: 127

Victim: 125
Place: 52
Instrument: 46
Agent: 32
Time-At-Beginning: 1
Time-Within: 23
Time-After: 1

280

Die: 244

Victim: 239
Agent: 83
Place: 78
Instrument: 53
Time-Within: 55
Time-Starting: 6
Time-Ending: 1
Time-At-Beginning: 1
Time-At-End: 3
Time-Holds: 1
Time-Before: 2

522

Movement: 435 Transport: 435

Artifact: 369
Origin: 111
Destination: 271
Agent: 96
Vehicle: 51
Time-Before: 5
Time-After: 2
Time-Within: 83
Time-Starting: 12
Time-Ending: 3
Time-At-Beginning: 3
Time-At-End: 1
Time-Holds: 6

1013

Transaction: 58
Transfer-Ownership: 10

Buyer: 6
Seller: 1
Beneficiary: 3
Artifact: 9
Price: 1
Place: 1
Time-Holds: 2
Time-Within: 3

26

Transfer-Money: 48

Money: 33
Giver: 36
Recipient: 17
Beneficiary: 19
Place: 7
Time-Starting: 1
Time-Within: 11
Time-Holds: 1

125
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Event types number Event subtypes number Roles number Total Roles

Business: 24

Start-Org: 14

Org: 11
Agent: 14
Place: 3
Time-Before: 1
Time-Within: 1

30

Merge-Org: 1 Org: 1 1
Declare-Bankruptcy: 1 Org: 1 1

End-Org: 8

Org: 4
Agent: 1
Place: 2
Time-Starting: 1
Time-Within: 1
Time-Holds: 1

10

Conflict: 550
Attack: 477

Attacker: 304
Target: 313
Instrument: 168
Place: 174
Time-Starting: 10
Time-At-Beginning: 2
Time-Within: 88
Time-After: 3
Time-Holds: 5
Time-Before: 2

1069

Demonstrate: 73

Entity: 57
Place: 35
Time-Before: 1
Time-Starting: 1
Time-Within: 17
Time-Holds: 3

114

Contact: 274
Meet: 217

Entity: 362
Place: 91
Time-Starting: 7
Time-At-Beginning: 1
Time-Before: 1
Time-Within: 69
Time-Holds: 6
Time-Ending: 1
Time-After: 1

539

Phone-Write: 57

Entity: 97
Place: 5
Time-Within: 8
Time-After: 1

111

Personnel: 152

Start-Position: 46

Entity: 12
Person: 44
Position: 7
Place: 12
Time-Before: 1
Time-Starting: 2
Time-Holds: 1
Time-Within: 9

88

End-Position: 58

Entity: 6
Person: 55
Position: 3
Place: 9
Time-Within: 9
Time-Holds: 3
Time-Ending: 2

87

Nominate: 7

Person: 7
Agent: 4
Position: 1
Place: 1
Time-Within: 1

14

Elect: 41

Entity: 15
Person: 27
Position: 4
Place: 9
Time-Starting: 2
Time-Within: 10

67
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Event types number Event subtypes number Roles number Total Roles

Justice: 379

Arrest-Jail: 109

Person: 99
Agent: 49
Place: 32
Crime: 15
Time-Before: 3
Time-Starting: 8
Time-Within: 26
Time-Holds: 6
Time-Ending: 1
Time-After: 1
Time-At-End: 1

241

Release-Parole: 31

Entity: 13
Person: 31
Place: 5
Time-Before: 1
Time-Within: 13

63

Trial-Hearing: 65

Crime: 8
Defendant: 41
Adjudicator: 21
Prosecutor: 10
Place: 4
Time-Before: 1
Time-Starting: 5
Time-Within: 13
Time-Holds: 1
Time-After: 1

105

Charge-Indict: 52

Defendant: 47
Prosecutor: 12
Adjudicator: 15
Crime: 21
Place: 4
Time-Before: 1
Time-Starting: 1
Time-At-Beginning: 1
Time-Within: 9
Time-Holds: 1
Time-Ending: 1

113

Sue: 2
Adjudicator: 2
Time-Within: 1

3

Convict: 5

Defendant: 5
Crime: 4
Place: 1
Adjudicator: 3
Time-Within: 2

15

Sentence: 51

Adjudicator: 22
Defendant: 36
Sentence: 37
Crime: 20
Place: 4
Time-Starting: 5
Time-Within: 9
Time-Holds: 5
Time-Ending: 5

143

Fine: 33

Entity: 28
Adjudicator: 12
Money: 41
Crime: 5
Place:1
Time-Within: 4

91

Extradite: 7

Person: 7
Origin: 1
Destination: 4
Agent: 3

15

Acquit: 3
Defendant: 3
Adjudicator: 1

4

Appeal: 19

Adjudicator: 16
Plaintiff: 12
Crime: 2
Defendant: 1
Place: 1
Time-Within: 5
Time-Ending: 1

38

Pardon: 2
Defendant: 2
Place:1

3

Table 11: Statistics of ACE05 trigger types and subtypes and role types.
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Abstract

Emoji (the digital pictograms) are crucial fea-
tures for textual sentiment analysis. However,
analysing the sentiment roles of emoji is very
complex. This is due to its dependency on dif-
ferent factors, such as textual context, cultural
perspective, interlocutor’s personal traits, in-
terlocutors’ relationships or a platforms’ func-
tional features. This work introduces an ap-
proach to analysing the sentiment effects of
emoji as textual features. Using an Arabic
dataset as a benchmark, our results confirm
the borrowed argument that each emoji has
three different norms of sentiment role (neg-
ative, neutral or positive). Therefore, an emoji
can play different sentiment roles depending
upon context. It can behave as an emphasizer,
an indicator, a mitigator, a reverser or a trigger
of either negative or positive sentiment within
a text. In addition, an emoji may have neutral
effect (i.e., no effect) on the sentiment of the
text.

1 Introduction

Human social interaction consists not only of ver-
bal exchanges, but also of non-verbal signals such
as head-nods, facial expressions, gestures, posture,
eye-movements or tone of voice. In text-based
communication, it has been argued that many of
these nonverbal cues are missed, which potentially
makes the communication ambiguous and leads to
misunderstandings (Kiesler et al., 1984). To mit-
igate this issue in textual messages, people tend
to use many kinds of surrogates, such as emoti-
cons (e.g. ":)" or ":(" ), and emoji (like and ).
Carey (1980) categorized these nonverbal cues in
text-based communication into five types: vocal
spelling, lexical surrogates, spatial arrays, manipu-
lation of grammatical markers, and minus features.
Among these, emoticons and emoji are considered
as examples of spatial arrays, that make a signifi-
cant contribution to the interpretation of the textual
contents’ sentiment.

Sentiment analysis is used to discover opinions,
emotions and attitudes in textual contents. Accord-
ingly, Evans (2017) defined emoji as a form of
developed punctuation (the way of encoding non-
verbal prosody cues in writing systems) that supple-
ments the written language to facilitate the writer’s
articulation of their emotions in text-based com-
munication. Also, Miller et al. (2017) considered
the use of emoji to be understood as analogically
encoded symbols that are sensitive to a sender-
receiver relationship, and that are fully integrated
with the accompanying words (i.e., visible acts of
meaning (Bavelas and Chovil, 2000)).

The view adopted in this work is that the vi-
sual representation of an emoji is a feature that
influences the writer’s choice of emoji (Wicke and
Bolognesi, 2020; Hakami et al., 2022). As a re-
sult, it can affect wider stretches of text and so the
emoji often tend to co-occur with ‘negative’ (‘bad’,
‘unpleasant’), neutral (‘non-emotional’, ‘mixed-
emotional’), or ‘positive’ (‘good’, ‘pleasant’) col-
locates. These collocates can be either words or
other emoji. This is similar to what discourse ana-
lysts call the “contextual valence shifters" (Polanyi
and Zaenen, 2006). Contextual valence shifters are
factors which assess a writer’s attitude towards an
event being described. This assessment relies on
the lexical choice of the writer (i.e., the roles of the
chosen words in the expressed texts), and the orga-
nization of the text. For example, Polanyi and Zae-
nen (2006) state that words often shift the valence
of evaluative terms through their presuppositions.
The adverb “barely", for instance, when it comes
with the word “Sufficient" changes it sentiment
from positive “Sufficient” into negative “barely suf-
ficient”. The later presupposes that better was ex-
pected.

Thus, in order to discover the sentiment roles of
emoji within the body of a text, we need to inves-
tigate their general emoji-sentiment co-existence
behaviors. To this end, we started our study by in-
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vestigating all of the possible sentiment states that
might occur when comparing the same text with
and without emoji. Accordingly, we defined a set
of emoji roles in the sentiment analysis of the ac-
companying texts. Then, we analyzed the results to
verify the existence of opposite sentiment roles for
each emoji considered in the study – represented
by means of visible acts of meaning.

The rest of this paper is organized as follows.
Section 2 reviews related work upon which we
build; Section 3 presents the study’s design; Sec-
tion 4 presents the results analysis and discussion.
Finally, in Section 5 we draw conclusions from this
work along with highlighting its limitations as well
as some recommendations for future work.

2 Related Work

Walther and D’addario (2001) studied the senti-
ment impacts of emoticons in computer-mediated
communication (CMC). For the first time, they pro-
posed to study emoticons and plain verbal mes-
sages as a whole. They studied the impacts of posi-
tive and negative emoticons on positive and nega-
tive verbal messages. In the paper, it is reported that
positive emoticons increase the positivity of posi-
tive verbal messages, but negative emoticon do not
increase the negativity of negative messages. They
found that while the emotional valence of text (e.g.,
“I am happy”) tends to be more important than any
accompanying emoticons with respect to interpreta-
tion, a negative emoticon (e.g., the Frowning Face:

) can significantly change the interpretation of
the message. Following the same approach, Derks
et al. (2008, 2007) studied the sentiment impacts
of more types of emoticons in various social con-
texts, and reported similar results. By applying
similar approaches, the influences of emoticons on
a person’s perception (Ganster et al., 2012), and
the effects of emoticons in task-oriented commu-
nication (Luor et al., 2010) were also studied. Lo
(2008) provided additional evidence that emoticons
affect interpretation, showing that the same text can
be perceived as either happy or sad depending on
which emoticon accompanies it.

Regarding emoji, Herring and Dainas (2017)
identified eight mutually exclusive pragmatic func-
tions of graphicons (i.e., emoticons, emoji, stick-
ers, GIFs, images, and videos) use (reaction, ac-
tion, tone modification, mention, riff, narrative se-
quence, ambiguous, and other) in comments on
Facebook groups, taking the discourse context into

account. The results of their analysis showed that
emoji were the most used graphicon and also ex-
pressed the widest range of pragmatic functions,
especially reaction and tone modification. On the
other hand, Hu et al. (2017) identified seven inten-
tions underlying emoji use (expressing sentiment,
strengthening messages, adjusting tone, expressing
humour, expressing irony, expressing intimacy, and
describing content) and had respondents rate how
likely they were to use 20 individual emoji to ex-
press each intention. According to (Hakami et al.,
2020), an emoji when used in an Arabic language
context, and perhaps in other langauges as well,
can be a true sentiment indicator, a multi-sentiment
indicator, an ambiguous sentiment indicator, or a
no-sentiment indicator.

3 Study Design

The objective of this work is to construct an ap-
proach to the analysis of the sentiment effects of
emoji in textual content. We intended to analyse
these effects through the differentiation in the sen-
timent labels of texts with and without emoji. Be-
sides the labels, we also intended to investigate
the nuance impact of emoji on the sentiment, like
negativity mitigation or positivity emphasis, by
analysing the sentiment intensity of the texts (i.e.,
their sentiment scores). Generally, the change in
a text’s sentiment with and without emoji inclu-
sion implies the impact of that emoji on that text.
We refer to this as an emoji sentiment state. For
example, if the text with and without emoji is an-
notated as positive, then the sentiment state will be
Keep-positive. However, if the sentiment of the text
changes after adding emoji from positive to neg-
ative, then the sentiment state will be Reverse-to-
negative. We assumed that there are seven possible
emoji sentiment states that might occurs in such a
comparison. Comparing these states with the sen-
timent of the emoji itself will lead us to know the
emoji sentiment role in a text. Presumably, there
are eleven possible sentiment roles that an emoji
can have within a text. Figure 1 summaries our
model used in this study. A detailed description of
how we obtained these states and roles and how the
result analysis has been done follows.

3.1 Dataset Benchmark

Our consideration was on data that is from a social
media platform, containing emoji, written in the
Arabic language, multi-dialect and multi-aspect.
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Figure 1: Model of analysis.

Collecting, cleaning and preparing a great deal
of raw data for sentiment annotation in a short
time is impossible. Thus, we targeted 14 differ-
ent public datasets of Arabic social media contain-
ing 144,196 tweets from the Twitter platform that
meet our criteria. The data details are stated com-
prehensively in Hakami et al. (2021). We refer
to the resulting dataset as the Emoji-Text dataset.
Then, we extracted and remove all of the emoji
from the Emoji-Text dataset to get the same texts
without the emoji. We refer to this as the Plain-Text
dataset. From Emoji-Text dataset, we extracted
1034 unique emoji forming a total of 24,364 differ-
ent emoji patterns.

3.2 Sentiment Annotation Process

Manual annotation is complex and expensive. We
utilized four automatic Arabic sentiment classifiers
as follows. The mechanism of preparing Arabic
texts containing emoji for automatic sentiment an-
notation by some of these tools (i.e., Mazajak,
CAMeL and ASAD) was adopted from Hakami
et al. (2021).

3.2.1 Mazajak Sentiment Classifier
Mazajak (Abu Farha and Magdy, 2019) is the first
online Arabic sentiment analyser, it is based on a
deep learning model built on a convolutional neu-
ral network (CNN) followed by a long short-term
memory (LSTM). This analyser provides different
functionalities for Arabic sentiment analysis includ-
ing two modes for raw text processing: the batch
mode and the online API, which is what we used.

The results were one of the sentiment annotations:
positive, negative or neutral.

3.2.2 CAMeL Sentiment Tool
CAMeL Tools (Obeid et al., 2020) is a collection
of open-source tools for Arabic NLP in Python. It
provides utilities for many NLP tasks, including
sentiment analysis. The system has two sentiment
analysis models. We used the default model that
was generated by fine-tuning the AraBERT lan-
guage model (Antoun et al., 2020). This sentiment
model returns one of the three sentiment labels:
positive, negative, or neutral as an output for Ara-
bic text annotation.

3.2.3 ASAD Sentiment Classifier
Arabic Social media Analysis and unDerstanding
(ASAD) toolkit (Hassan et al., 2021) is an online
tool of seven individual modules, one of which is
for sentiment analysis. This toolkit is made avail-
able through a web API and a web interface where
users can enter text or upload files. We used the
sentiment web API via the Python programming
language. Similar to the previous tools, this model
annotates Arabic texts with sentiment labels: posi-
tive, negative or neutral.

3.2.4 Lexicon-based Sentiment Classifier
All of the above mentioned tools classify the texts
with sentiment labels not scores. Therefore, we
adopted the lexicon-based Logit-scale sentiment
scoring technique (Lowe et al., 2011) as a fourth
automatic sentiment annotator used in this analysis
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Plain-Text Sentiment Emoji-Text Sentiment Emoji Sentiment State
(PT) (ET)

Negative Negative Keep Negative
Negative Norm Positive Negative Reverse to Negative

Neutral Negative Add Negative
Neutral Norm Neutral Neutral Neutral-State

Positive Positive Keep Positive
Positive Norm Negative Positive Reverse to Positive

Neutral Positive Add Positive

Table 1: Summary of all possible emoji sentiment states within texts.

model.
Any lexicon-based approach involves calculat-

ing sentiment polarity of a text from positively,
neutrally, and negatively weighted tokens within
the text. These tokens (in our case) are words
and emoji. Thus, we needed two Arabic-language-
based sentiment lexicons: one for words, and one
for emoji. The word sentiment lexicon used was
based on the Ar-SeLn (Badaro et al., 2014) lexi-
con, a publicly available, large-scale Arabic word
sentiment lexicon, where each word is annotated
with a sentiment score. We augmented this by
adding a set of words (with their sentiment scores)
from our dataset that was not in the Ar-SeLn lex-
icon. The sentiment scores of the added words
were calculated using the same approach that was
applied by Kralj Novak et al. (2015) for emoji.
We ended up with a word sentiment lexicon with
178,620 unique words, each with their correspond-
ing sentiment score. For emoji, we used Arab-ESL1

(Hakami et al., 2021), a publicly available Arabic
emoji sentiment lexicon (i.e., extracted from Arabic
texts), where each emoji is annotated with senti-
ment score and label. This lexicon contains 1,034
unique emoji.

To calculate the sentiment scores, we computed
an index for the sentence from the scored sentiment
components (i.e., words and emoji) using the Logit
scale approach, as follows: S = log(

∑
Pos +

0.5) − log(
∑

Neg + 0.5), where, Pos is the list
of the positive components’ scores; Neg is the list
of the negative components’ scores; and 0.5 is a
smoother to prevent log(0). This formula tends
to have the smoothest properties and is symmetric
around zero (Lowe et al., 2011).

The approach of Hakami et al. (2021) was fol-
lowed to convert the resulting sentiment scores into

1https://github.com/ShathaHakami/
Arabic-Emoji-Sentiment-Lexicon-Version-1.0

sentiment labels. We classified three scaled-groups
of sentiment scores under three sentiment norms
(negative, neutral and positive). Text with senti-
ment score i, where -∞≤ i < -0.0625, was classi-
fied as negative. Text with sentiment score i, where
∞≥ i > 0.0625, was classified as positive. Lastly,
a text was classified as neutral when its sentiment
score i was in the range -0.0625 ≤ i ≤ 0.0625.

Separately, we calculated the sentiment score
and label of each emoji pattern in each text using
the same approach of calculating scores and labels
for the sentences.

3.3 Annotation Reliability and Agreement
Test

The majority voting approach was used to ensure
that the data was annotated reliably by the algo-
rithms. First, we only considered those texts where
the sentiment matched for all the annotations on
both positive and negative norms, both for texts
with and without emoji. Then, for neutrality agree-
ment, we considered the texts where their sentiment
was produced by the lexicon-based statistical ap-
proach and was agreed by at least one of the other
annotations. This resulted in 35,668 texts reliably
annotated with sentiment.

To test the agreement between the aggregated
sentiment annotation results by the machines and a
manual annotation, we used Cohen’s Kappa agree-
ment tests (McHugh, 2012) on a sample of 2,567
texts. These texts were annotated manually. The
test resulted in κ = 0.8601 which is a high consen-
sus degree. Further, we used the same sample to
check the accuracy of the annotation and it was
0.93.

3.4 Emoji Sentiment States and Roles

Based on the sentiment annotation of the texts (with
and without emoji), our model of analysis consists
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Emoji Text Emoji Emoji
Sentiment State Sentiment Scores Pattern Sentiment Sentiment Role

ETs > PTs Negative Negativity Emphasizer
ETs > PTs Neutral Negativity Emphasizer
ETs > PTs Positive Negativity Mitigator
ETs = PTs Negative Negativity Indicator

Keep Negative ETs = PTs Neutral Negativity Indicator
ETs = PTs Positive Negativity Mitigator
ETs < PTs Negative Negativity Indicator
ETs < PTs Neutral Negativity Indicator
ETs < PTs Positive Negativity Mitigator

Negative Negativity Trigger
Add Negative N/A Neutral Negativity Trigger

Positive Negativity Mitigator
Negative Negative Reverser

Reverse to Negative N/A Neutral Negative Reverser
Positive Negativity Mitigator
Negative Negativity Trigger

Neutral-State N/A Neutral Neutral-Effect
Positive Positivity Trigger
Negative Positivity Mitigator

Reverse to Positive N/A Neutral Positive Reverser
Positive Positive Reverser
Negative Positivity Mitigator

Add Positive N/A Neutral Positivity Trigger
Positive Positivity Trigger

ETs > PTs Negative Positivity Mitigator
ETs > PTs Neutral Positivity Emphasizer
ETs > PTs Positive Positivity Emphasizer
ETs = PTs Negative Positivity Mitigator

Keep Positive ETs = PTs Neutral Positivity Indicator
ETs = PTs Positive Positivity Indicator
ETs < PTs Negative Positivity Mitigator
ETs < PTs Neutral Positivity Indicator
ETs < PTs Positive Positivity Indicator

Table 2: Summary of all possible emoji sentiment roles in the three sentiment norms: negative, neutral and positive.
ETs means emoji-text sentiment score and PTs means plain-text sentiment score.

of seven sentiment states in which an emoji can oc-
cur. These states are: Keep-positive, Keep-negative,
Neutral-State, Add-positive, Add-negative, Reverse-
to-positive or Reverse-to-negative, as described in
Table 1. These states are considered to be an in-
termediate phase in our model, transferring the
analysis into exploring the emoji sentiment roles.

Knowing these intermediate sentiment states
along with the sentiment of the emoji pattern leads
to the identification of eleven possible sentiment
roles that an emoji can have within a text. These
roles are emphasis, indication, mitigation, revers-

ing and triggering under each of the positive and
negative sentiment norms. Furthermore, emoji
could have a no-effect role reflecting the neutrality
sentiment norm. Note that for the identification
of some roles (i.e., emphasis, mitigation, and indi-
cation), knowing the sentiment scores of the texts
(with and without emoji) was mandatory. Table
2 summarizes all of the possible emoji sentiment
roles based on all of the possible cases between
each of the sentiment states, along with the emoji
sentiments.
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Figure 2: Example of the probability distribution of eleven emoji sentiment roles for eighteen emoji from our
data-set.

3.5 Emoji Roles Probability Distribution

After identifying the emoji sentiment role in each
text in our dataset, we calculate the frequency dis-
tribution of all of the sentiment roles for each emoji.
We start by identifying the frequency with which
each emoji is associated with each sentiment role.
The following equation captures the distribution of
the set of sentiment roles for an emoji across the
dataset, as follows: N(c),

∑
N(c) = N . Where

N denotes the number of times an emoji has been
annotated with one of these labels: negative, neu-
tral, or positive. N(c) are the occurrences of an
emoji with the sentiment label c, where c is either
negative emphasizer, negative indicator, negative
mitigator, negative reverser, negative trigger, no-
effect, positive trigger, positive reverser, positive
mitigator, positive indicator, or positive empha-
sizer. From the above we form a discrete probabil-
ity distribution:

∑
pc = 1; where pc are the prob-

abilities for each sentiment role that are estimated
from relative frequencies as follows: pc = N(c)

N .
Since we were dealing with small samples, we used
the Laplace estimate (also known as the rule of suc-
cession) (Good, 1965) as it is recommended to
estimate the probability: pc =

N(c)+1
N+k , where k is

the cardinality of the sentiment roles (k = 11 sen-
timent roles in our case). Figure 2 shows examples
of the probability distribution pc of the sentiment
roles for some emoji.

Emoji Sentiment Role Occurrence Freq.
Positivity Emphasizer 16,589
Negativity Emphasizer 12,451
Negativity Mitigator 3,091
Positivity Trigger 888
Negativity Indicator 750
Negativity Trigger 668
Positivity Mitigator 617
Positivity Indicator 449
Positive Reverser 111
Negative Reverser 27
Neutral-Effect 27
Total 35,668

Table 3: Summary of the resulted emoji sentiment roles
in our data-set.

4 Results Analysis and Discussion

In the analysis, we found eleven of the defined
sentiment roles within the dataset, as shown in
Table 3. Due to the space limitations, we present
a detailed analysis only for the case of the “Face
With Tears of Joy" emoji (i.e., ). Results were
analyzed based on three criteria: the emoji load
(i.e., the number of the emoji in each text); the
sentiment of the co-occurring emoji (emoji pattern)
and the sentiment intensity (sentiment score) of the
emoji pattern. The “Face With Tears of Joy" emoji
(i.e., ) is defined as a positive emoji in Arab-ESL.
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Figure 3: Examples of the emoji loads and patterns of the different sentiment roles that are played by the “Face
With Tears of Joy" emoji (i.e., ).

However, our observations reveal that this emoji
plays different sentiment roles including each of
the three sentiment norms: positive, negative and
neutral.

In the positive norm, the “Face With Tears of
Joy" emoji is found, in some cases by itself (i.e.,
the emoji load = 1), playing roles such as: posi-
tivity emphasizer and positivity trigger, as shown
in Figure 3. Besides the mentioned positive roles,
this emoji also co-occurs with other positive emoji
(e.g., , , , , , and ) to play roles
such as: positivity indicator and positive reverser.
Examples 6, 7, 8, 9 and 10 in Figure 4 illustrate
this emoji acting as a positivity emphasizer, positiv-
ity indicator, positivity mitigator, positive reverser
and positivity trigger, respectively. In these exam-
ples, we could conclude some positive meanings
from the stated texts, like encouragement, comple-
ment, humour, and positive response; based on the
positive sentiment roles of the co-existing emoji.

The “Face With Tears of Joy" emoji has been

found 421 times by itself playing a negativity miti-
gator role within negative text (which has a sense of
positivity)(see Figure 3) but it has not been found,
when standing alone, playing any other roles in the
negative sentiment norm. For behaving negatively,
this emoji was always found co-occuring with other
negative emoji (like , , , , , and ).
Examples 1, 2, 3 and 4 in Figure 4 illustrate this
emoji taking the role of a negativity emphasizer,
negativity indicator, negativity mitigator and nega-
tivity trigger, respectively. In these examples, we
could infer some negative meanings from the rele-
vant texts, like sarcasm, bullying, complaining and
regret, based on the negative sentiment roles of the
co-occuring emoji.

Moreover, we found one case where this emoji
played the Neutral-effect sentiment role. This is
shown in Example 5 in Figure 4. The combina-
tion of the mixed sentiments of the text and the
emoji used within it, makes the message become
neutral. Thus, none of the contained emoji has a
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Figure 4: Examples of the different sentiment roles that are played by the "Face With Tears of Joy" emoji (i.e., ).

distinguished sentiment effect on this text.

Note that, in our model, the sentiment intensity
of the co-existing emoji is an important factor in
determining an emoji’s sentiment role in a text. Fur-
thermore, emoji sentiment intensity is affected by
the emoji load in a text. For instance, in Figure
4, Example 1 has two emoji ( and ), while
Example 3 has the same emoji with different load
(i.e., three emoji) ( , and ). The intensity
of the emoji is -0.6879562 (the minus sign rep-
resent the negativity not the score value), which
is higher than the intensity of the (0.2724255).
Therefore, the emoji with higher intensity domi-
nates the one with lower intensity, making the
emoji become a negativity emphasizer through this
pattern with (-0.0404245) sentiment intensity 2. On
the other hand, because of the duplication of the
emoji in Example 3 (i.e., a negative text), its pos-
itive intensity in this specific text becomes higher
than the negative intensity of the emoji in a way
that makes the emoji play a negativity mitigator
sentiment role via this emoji pattern 3.

2Log[(0.2724255+0.5) - (-0.6879562+0.5)] = -0.0404245
3Log[(0.5448510+0.5) - (-0.68795620+0.5)] = 0.2092938

5 Conclusions and Future Work

This study objectively depicts all the possible emoji
sentiment roles that researchers interested in senti-
ment analysis might encounter when they are deal-
ing with emoji within textual contents. We have
investigated the sentiment roles of emoji within tex-
tual content, by investigating their general emoji-
sentiment co-occurence behaviours. Accordingly,
we defined a set of emoji roles in the sentiment anal-
ysis of the accompanying texts. Then, we analyzed
the results to confirm the existence of opposing
sentiment roles for each emoji considered in the
study. To this end, we concluded that an emoji
can be an emphasizer, an indicator, a mitigator, a
reverser or a trigger of negative or positive senti-
ments; in addition, each emoji might have a sense
of no-sentiment-effect that reflects the neutral senti-
ment norm. Nevertheless, investigating, deeply, the
impact of the emoji sentiment roles stated here, on
the semantics of texts should be considered in the
future. In addition, an extended and detailed anal-
ysis is needed for the other common emoji rather
than just for the “Face With Tears of Joy" emoji.
Besides, a study on how the presence of emoji
might affect the performance of fine-tuned senti-
ment classification models for Arabic can be one of
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the future considerations. Finally, we recommend
reproducing this work with different languages in
order to understand the similarities and differences
of the emoji sentiment roles across different cul-
tures and languages.
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Abstract

Arabic diacritic recovery is important for a vari-
ety of downstream tasks such as text-to-speech.
In this paper, we introduce a new Gulf Ara-
bic diacritization dataset composed of 19,850
words based on a subset of the Gumar corpus.
We provide a comprehensive set of guidelines
for diacritization to enable the diacritization
of more data. We also report on diacritization
results based on the new corpus using a word-
based Hidden Markov Model and a character-
based sequence to sequence model.

1 Introduction

Arabic has two types of vowels, namely long and
short vowels. Although long vowels are explicitly
written, short vowels, which take the form of dia-
critic marks, are typically omitted in written Arabic,
and readers need to infer these diacritics to properly
pronounce words. Thus, diacritic recovery, also
referred to as diacritization, is important for down-
stream tasks such as text-to-speech and language
learning. Most previous efforts pertaining to Arabic
diacritic recovery have focused on Modern Stan-
dard Arabic (MSA) and Classical Arabic (CA). The
focus on these Arabic varieties has been aided by
the availability of large training corpora such as the
Penn Arabic Treebank (Maamouri et al., 2004) and
Tashkeela (Zerrouki and Balla, 2017) and relatively

stable diacritization standards. There has been
some efforts related to diacritizing different Arabic
dialects such as Egyptian (Zalmout and Habash,
2020), Palestinian (Jarrar et al., 2017), Morrocan,
and Tunisian (Mubarak et al., 2019). Many chal-
lenges face dialectal diacritization, mostly related
to the availability of large consistent data. While
MSA/CA corpora may be composed of millions
of words, dialectal datasets have been capped at
tens of thousands of words (Mubarak et al., 2019;
Zalmout and Habash, 2020). Furthermore, diacriti-
zation of the same dialect may differ from town to
town, complicating data standardization and con-
sistency. For example, the word 	á	m�� (sxn1 – hot) is

diacritized in the Egyptian dialect as �	á�	m��� (suxuno)

in Alexandria and �	á�	m��� (suxono) in Cairo. Varia-
tions in pronunciation of words are rather common
within the same dialect in locales of close geograph-
ical proximity.

In this paper, we present a new public diacritized
dataset for Gulf Arabic in accordance to the pro-
nunciation of the city of Dubai in the United Arab
Emirates (UAE). The dataset is a 19,850 words
subset of the Gumar corpus (Khalifa et al., 2018),
which is composed of roughly 200 thousand words
from Emirati internet novels. To diacritize the cor-

1Buckwalter transliteration is used exclusively in the paper.
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pus, we conducted a workshop that included two
senior computational linguists and 15 native speak-
ers of the Emirati dialect to codify the diacritization
guidelines and to actually diacritize the corpus. We
split the corpus into training and test sentences,
and we proceeded to build two different Emirati
diacritizers using a word-based Hidden Markov
Model (HMM) and a character-based sequence to
sequence mapping architecture.

The contributions of this paper is as follows:

• We present a new dataset for Gulf Arabic diacriti-
zation based on the sub-dialect spoken in Dubai,
UAE.

• We formalize guidelines for the diacritization of
the dialect.

• We present initial results using 2 different dia-
critization models.

2 Related Work

Many approaches have been used for Arabic di-
acritization such as HMMs (Gal, 2002; Darwish
et al., 2017), finite state transducers (Nelken and
Shieber, 2005), character-based maximum entropy
based classification (Zitouni et al., 2006), and a va-
riety of deep learning approaches (Abandah et al.,
2015; Belinkov and Glass, 2015; Mubarak et al.,
2019; Rashwan et al., 2015). For MSA, most ap-
proaches tend to handle core word diacritics, which
disambiguate a word in context, separately from
case-endings, which typically appear at end of
a word and specify the syntactic role of words.
However, more recent approaches have resorted
to guessing both types of diacritics jointly (Fadel
et al., 2019; Mubarak et al., 2019) by either cast-
ing the problem as a character sequence labeling
problem or as a character sequence to sequence
(seq2seq) mapping respectively. Since the seq2seq
models have a tendency to hallucinate, Mubarak
et al. (2019) used a combination of limited context
and voting to overcome the problem.

Unlike MSA, Arabic dialects generally omit
case-endings and tend to apply sukun (o) on the
last letter. Prior work on dialectal diacritization
is rather scant. For dialectal Egyptian, Zalmout
and Habash (2020) developed a morphological an-
alyzer that also performs diacritization using se-
quence to sequence modeling. They reported a dia-
critization accuracy of 85.0%. For dialectal Gulf,
Khalifa et al. (2017) developed a morphological
analyzer for dialectal Gulf verbs, but diacritiza-

tion was not the focus of their work. Khalifa et al.
(2018) morphologically tagged an Emirati subset
of the Gumar corpus including the diacritization
of lemmas. However, mapping the diacritics from
lemmas to words is non-trivial. For dialectal Pales-
tinian, Jarrar et al. (2017) annotated a corpus of
containing 43k words and diacritized all words. Ab-
delali et al. (2018); Darwish et al. (2018); Mubarak
et al. (2019) used diacritized translations of the
bible into dialectal Moroccan (151K words) and
Tunisian (142K words) to train biLSTM over CRF,
CRF only, and seq2seq models respectively for di-
acritizing both dialects. Of all three approaches,
the seq2seq model led to the lowest word error rate
(Moroccan: 1.4% and Tunisian: 2.5%).

3 Dataset

As mentioned earlier, we diacritized a subset of
the Gumar corpus (Khalifa et al., 2018). The Gu-
mar corpus is a collection of Internet novels com-
posed of roughly 100 million words. A 200 thou-
sand words subset of Gumar was in the Emirati
dialect and was manually morphologically tagged.
Though the lemmas were diacritized, their diacriti-
zation often did not correspond directly to the di-
acritization of words. Thus, we proceeded to dia-
critize a 19,850 word subset of the tagged Emirati
portion of Gumar. We used the CODAfied version
of the text, as opposed to the raw text, to have
greater consistency in spelling. CODA, or Con-
ventional Orthography for Dialectal Arabic, is an
attempt at standardizing the spelling of different
Arabic dialects (Habash et al., 2012).

For diacritization, we conducted a workshop that
included two senior computational linguists and 15
native speakers of the Emirati dialect to codify the
diacritization guidelines.

Diacritization Standards: After lengthy discus-
sions, we settled on the following guidelines:

• All diacritization must be consistent with the ac-
cent spoken in Dubai, UAE.

• Leading Hamza in a closed set of words, such
as ñK. @ (>bw – father of) is not pronounced and
hence undiacritized.

• Consecutive letters can have sukun, such as Aî ��D �	® ���
($ifotohA – I saw her)

• Words can start with sukun, such as I. �ª
�
ÊJ
�
�K. (boy-

iloEab – he plays). To ascertain if a word starts
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with sukun, we use the w test, where the leading
letter gets a sukun if it has a sukun when the letter
w is added as a prefix.

• All words end with either sukun, which is as-
sumed and subsequently dropped, or shadda (∼).

• In ambiguous cases, kasra (i) is prioritized over
fatha (a), which is prioritized over dammah (u).

• Sukun over Lam Alaqamrya does not need to be
explicitly put. Ex. Q �Ò ��®Ë @ (Alqamar – the moon).

• The question word �� ($) always has a dammah
(u).

• Coordinating conjunction letter ð (w) in most

cases has a kasra (i). Ex. ÈA�̄ð� (wiqAl – and he
said).

• In ambiguous cases, plurality is prioritized over
duality and that’s because plurality occurs more,
and the duality is a subset of the plurality.

• The singular masculine present tense marker ø

(y) can only have kasra or sukun. Ex. I. �ª

�
ÊK
�

(yiloEab – he plays).

• Three letter past tense verbs are diacritized as
É �ª 	̄� (fiEal), Except for verbs that start with @ (A).

Ex. i�J.�� (sibah – he swam).

• Some colors have specific diacritized forms,
namely: Q�Ô �g (Hamar – red) and Qå�	� �	k (xaDar
– green).

• Default diacritics (fatHa followed by alef, kasra
followed by ya, and damma followed by wa) are
omitted.

• There is no need for a kasra for hamza below alef
@
 (<).

• tanween fatha (F) should come before the letter
alef @ (A). Ex. A �ª�J. �£ (TaboEFA – of course).

• For plural verbs that end with (@ð) (wA), the ð
(w) mostly has sukun and the letter before it has
fatha. Ex. @ �ñ�J. �ªË� (liEobawoA – they played).

• We used the MSA diacritics and did not introduce
any new diacritic marks.

Diacritization Process: We used a three step di-
acritization process designed to increase speed and
improve accuracy. The steps are as follows:

• We diacritized the most frequent 1,300 words in
the annotated Emirati Gumar corpus out of con-
text. Our intuition was that most words have ei-
ther one diacritized form or one diacritized form
that is more dominant, and the most common
words would cover a large proportion of the text
in the corpus. Some example words that we di-

acritized in this manner are: �Ó� �P
�

@ (>aromis – I

speak), �é�J

�
Ë A 	« (gAloyap – precisous), and ���
Ë (ly$

– why)2. We used the word list to automatically
diacritize the corpus.

• We split the native speakers in the workshop into
4 groups, and each group was responsible to di-
acritize a different subset of the corpus. The
groups were instructed to work together and to
resolve disagreements. Each group was given
sentences that were roughly 5,000 words.

• A senior computational linguist who is well
versed in the Gulf dialect performed two rounds
of review over the work of all the groups with fre-
quent consultations with members of the groups.

Table 1 shows three sample sentences after re-
view. The newly diacritized portion of Gumar
is 2,953 sentences, which is composed of 19,850
words. For subsequent experiments, we split the
dataset into training and test splits. Table 2 shows
the breakdown of the dataset.

4 Experiments

We trained two different diacritization models
based on our new dataset. Prior to training the
models, we tokenized all the text to separate all
punctuation. The data did not have any emojis,
URLs, or emails. The models were as follows:

HMM Model: As the name suggests, we used a
Hidden Markov Model to find the best diacritiza-
tion of words in context. We used KenLM3 to train
a word trigram language model and an in-house
implementation of A-star search to ascertain the
best path in the lattice.

Seq2seq Model: We re-implemented the setup
that was suggested by Mubarak et al. (2019). The
model used the RNN-based sequence to sequence
model that is implemented in OpenNMT (Klein

2As can be seen from the example, we removed default
diacritics

3https://github.com/kpu/kenlm
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Sentence Buckwalter transliteration Translation
? l .Ì� �I

�
ËA�̄ ñ �� AîD
�J �ª

�ÖÞ�� : 	­J
� syf : samaEotyhA $w
qAlat lij

Saif: Did you hear what
he she told you ?

. . . Yª� �K. AîD
Ê
�« ùÒ�

�
Ê ��ð� : �é �	®J
Ê

�	g ÈA�̄ð� wiqAl xalyfap : wisalo-
maY EalyhA baEid

and Khalifa said: and
Salma what about her.

. . ú

	GðQ��.

�	g . . ñ �� : ø
 ð
�	Q �k. jaz∼wy : $w ... xaborwny Jazouy: what ... tell me.

Table 1: Example diacritized sentences.

split Words Sentences
Train 18,174 2,700
Test 1,676 253
Total 19,850 2,953

Table 2: Breakdown of diacritized dataset

et al., 2017), which is a neural machine translation
toolkit, to translate undiacritized characters to di-
acritized characters. Since seq2seq models may
hallucinate, we restricted contexts to 5 words in-
stead of attempting to diacritize entire sentences
and implemented voting across multiple contexts
(Mubarak et al., 2019). The underlying model uses
2 unidirectional LSTM layers with 512 states and
a dropout rate of 0.3. We also used 200 sentences
from the training set as a validation set.

Table 3 shows the diacritization results of both
models. As can be seen, the HMM model per-
formed slightly better than the seq2seq model with
6.7% and 8.6% WER respectively. To understand
the results, we proceeded to classify all the errors
resulting from both approaches. We found that the
most dominant errors for the HMM model were
due to out of vocabulary words (OOVs), account-
ing for 73.3% of the errors. Given that we were
using the CODAfied version of the Gumar corpus,
we suspect that the OOV problem would be more
pronounced for dialectal Gulf in the wild, where
creative spellings would be more common. Con-
versely, hallucinations accounted for 34.6% of the
errors for the seq2seq model. An example of hal-
lucination is the word ¨ñJ. ��

�
@ (AusobwE – week)

resulting in the misspelled version ¨ñªJ.� ��
�
@ (Aaso-

biwE). We suspect that hallucination errors would
be less pronounced if we had more training data.
The results and error types seem to suggest that
the dataset is relatively small, and more data is re-
quired to build more robust diacritizers. We hope
that the newly annotated corpus with the associ-
ated diacritization standards can pave the way to

Model WER
HMM 6.7%

Seq2Seq 8.6%

Table 3: Diacritization results: Word Error Rate (WER)

building larger datasets.

5 Conclusion

In this paper we introduced a new dataset for Gulf
Arabic diacritization based on the sub-dialect spo-
ken in Dubai, UAE. The diacritization was based on
formalized diacrtization guidelines that was devel-
oped by two senior computational linguists along
with 15 native speakers, who were also instrumen-
tal in performing the actual diacritization. We plan
to release the dataset publicly under an open source
license. We also presented initial results using 2
different diacritization models. Though the dataset
is relatively small (19,850 words), we were able to
build two diacritization models that achieved less
than 9% word error rate. We plan to expand the size
of the corpus, particularly for non-CODAfied Gulf
text. We hope that models trained on our data can
help significantly speed up the diactization process.

6 Limitations

Some of the limitations include: 1) the corpus is
based on one genre, namely Internet novels, that
have limited linguistic diversity; 2) diacritization
was done on the CODAfied subset of the Gumar
corpus, while much naturally appearing text may
not be CODA compliant; and 3) the dataset is rela-
tively small and more data is required to train robust
diacritization models (particularly deep learning
models).

7 Ethics Statement

All the data that we annotated is in the public do-
main, and private data was used.
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Abstract

Wikipedia is a common source of training data
for Natural Language Processing (NLP) re-
search, especially as a source for corpora in
languages other than English. However, for
many downstream NLP tasks, it is important
to understand the degree to which these cor-
pora reflect representative contributions of na-
tive speakers. In particular, many entries in a
given language may be translated from other
languages or produced through other automated
mechanisms. Language models built using cor-
pora like Wikipedia can embed history, cul-
ture, bias, stereotypes, politics, and more, but
it is important to understand whose views are
actually being represented. In this paper, we
present a case study focusing specifically on dif-
ferences among the Arabic Wikipedia editions
(Modern Standard Arabic, Egyptian, and Mo-
roccan). In particular, we document issues in
the Egyptian Arabic Wikipedia with automatic
creation/generation and translation of content
pages from English without human supervi-
sion. These issues could substantially affect the
performance and accuracy of Large Language
Models (LLMs) trained from these corpora,
producing models that lack the cultural rich-
ness and meaningful representation of native
speakers. Fortunately, the metadata maintained
by Wikipedia provides visibility into these is-
sues, but unfortunately, this is not the case for
all corpora used to train LLMs.

1 Introduction

Natural Language Processing (NLP) is increasingly
used as a key ingredient in critical decision-making
systems, such as resume parsers used in sorting a
list of job candidates. These NLP systems often
ingest large corpora of human text, attempting to
learn from past human behavior to produce sys-
tems that will make recommendations about our
future world (Wali et al., 2020). The corpora of
human text, which are the main ingredients in NLP
systems, convey many social concepts (Cho et al.,

2021), including culture, heritage, and even historic
biases (Bolukbasi et al., 2016; Caliskan et al., 2017;
Babaeianjelodar et al., 2020). Google News, Books
Corpora, Wikipedia, and the GLUE (The General
Language Understanding Evaluation) dataset (Mit-
termeier et al., 2021; Wang et al., 2018) are all
examples of the many digital text corpora that have
been used in NLP research.

Many languages are substantially under-
represented in both corpus development and NLP
toolchain support. For example, there are more
than 7000 spoken languages around the globe, and
only 300 have Wikipedia corpora. Among these
300, there is wide variation in raw corpus size
as well as the ratio of articles to the number of
speakers. These differences are further amplified
throughout the NLP toolchain (Wali et al., 2020).
Languages without large corpora also often face
a lack of support in common NLP tools and
unexpected errors in other tools due to a lack of
testing and use. This under-represents the culture
and heritage of speakers of those languages in
NLP-guided decision-making.

In addition, simply having a corpus of text in
a language does not necessarily represent the cul-
ture of native speakers of that language. While
some corpora are originally written by native speak-
ers, others may be written by non-native speakers
or even translated from other languages (Nisioi
et al., 2016). It has also been observed that some
Wikipedia corpora have been developed/created
through bots or automated scripts, often involv-
ing translation from other languages (Baker, 2022).
This paper highlights this less discussed yet im-
portant issue of the differences between text cor-
pora written by native speakers and those translated
and generated by automated systems. We also dis-
cuss their potential effects on downstream NLP sys-
tems. As a case study, we document discrepancies
between Arabic Wikipedia editions and Egyptian
Arabic Wikipedia.
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In Section 2, we discuss some related work, and
in Section 3, we study Wikipedia and its Arabic
editions, using English as a benchmark. Lastly,
in Sections 4 and 5, we discuss our findings with
a focus on the representativeness of NLP corpora,
provide a few recommendations, and conclude with
a short conclusion and pitch future work ideas.

2 Related Work

Bender et al. (2021) in an influential paper, shed
light on the possible risks associated with using
big data and the mitigation strategies to deal with
this risk. They strongly recommend working on
designing and carefully documenting datasets, as
creating larger datasets and using them without
having insight into their metadata could not only
create documentation debt but also harm marginal-
ized communities by introducing various kinds of
biases in the results of LLMs. Without having meta-
data associated with the datasets, it is not possible
for someone to understand training data charac-
teristics and find ways to mitigate some of these
attested issues or even unknown ones. Evaluating
the approach regarding the applicability of LLMs
(e.g., BERT or GPT-3) on the tasks like Natural
Language Understanding (NLU) and misdirected
research regarding it is another factor discussed
and emphasized in this paper. Moreover, the au-
thors advocate prioritizing LLMs’ environmental
and financial costs by having their costs and re-
sources consumed adequately reported; these costs
affect the communities being least benefited by
them. Lastly, a suggestion was made regarding
research directions to pursue the goals of creating
language technology while avoiding some of the
risks and harms identified in the paper.

To help with issues related to exclusion and
bias, Bender and Friedman (2018) presented the
approach of including data statements in all publi-
cations and documentation for NLP systems. The
approach aims to yield various short-term and long-
term benefits, including unfolding how data repre-
sents the people and the world, enabling research
addressing issues of bias and exclusion, promoting
the development of more representative datasets,
and making it convenient for researchers to con-
sider stakeholder values as they work.

Holland et al. (2020) raised the concern about
the quality of data analysis methods before model
development related to the cost and standardiza-
tion. They presented the Dataset Nutrition Label,

a diagnostic framework to aid standardized data
analysis, making it more adaptable across domains.
They also explored the limitations of the Label,
including the challenges of generalizing across di-
verse datasets and guidelines for future research
and policy agendas for the project. Likewise, to
clarify the intended use cases of ML models and
limit their usage in a context not well suited for
them, Mitchell et al. (2019) suggested a framework
named Model Cards to promote transparency in
model reporting using short documents. Corry et al.
(2021) studied dataset deprecation in ML and pro-
posed a data deprecation framework focusing on
risk, impact mitigation, appeal mechanisms, time-
line, post-deprecation protocols, and publication
checks that can be adapted and implemented by the
ML community. They also advocate for a central-
ized, sustainable repository system for archiving
datasets, tracking dataset deprecations, and help-
ing to enable practices that can be integrated into
research and publication processes.

To fill the gap in the standardization process in
documenting datasets, Gebru et al. (2021) proposed
datasheets for datasets, i.e., each dataset should
be accompanied by a datasheet explaining its mo-
tivation, composition, collection process, recom-
mended uses, etc. It aims to bridge the gap between
creators and users of datasets and establish a com-
munication channel taking a step toward ensuring
transparency and accountability in datasets and ML
systems. Arnold et al. (2019) proposed FactSheets
to help increase trust in AI services and envisioned
such documents to contain purpose, performance,
safety, security, and provenance information to be
completed by AI service providers for consumer
examination. Denton et al. (2020) outlined a re-
search program – a genealogy of machine learning
data – for investigating how and why datasets have
been created, what and whose values influence the
data collection choices, and the contextual and con-
tingent conditions of their creation. Hutchinson
et al. (2021) introduced a framework for dataset
development transparency that supports decision-
making and accountability. The framework uses
dataset development’s cyclical, infrastructural, and
engineering nature to draw on best practices from
the software development lifecycle.

Wikipedia is used frequently in NLP research, in-
cluding multilingual NLP (Yang and Roberts, 2021;
Peters et al., 2018; Devlin et al., 2018; Petroni et al.,
2019; Brown et al., 2020; Wali et al., 2020; Beytía
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et al., 2022; Hsu et al., 2021; Wong et al., 2021;
Valentim et al., 2021; Johnson, 2020; Johnson and
Lescak, 2022; Chen et al., 2021). For example,
Beytía et al. (2022) documented a gender gap in
Wikipedia biographical articles over a dataset of
almost 6.2 million Wikipedia biographical articles
across the 10 most spoken languages. The analysis
was performed by proposing 4 multimodal metrics
of the amount and quality of visual and written
content. They found that text content favors fe-
male biographies, while the image quantity favors
males, and the multilingual article coverage is bi-
ased slightly towards women. Similarly, a dataset
by Valentim et al. (2021), covering 309 language
editions and 33M Wikipedia articles, was presented
to explore inter-language knowledge propagation
by tracking the full propagation history of concepts
in Wikipedia. This allows follow-up research on
building predictive models with the help of aligned
Wikipedia articles in a language-agnostic manner
according to the concept they cover, resulting in
13M propagation instances.

Johnson and Lescak (2022) provide background
about what differences might arise between differ-
ent language editions of Wikipedia and how that
might affect their models. The authors discuss three
major ways content differences between language
editions arise (local context, community and gover-
nance, and technology), recommend good practices
when using multilingual and multimodal data for
research and modeling, and suggest researchers
expand the models available to Wikipedians for
translating articles into their language.

In the space of the Arabic NLP, many researchers
have studied the translation of the English language
content to the Arabic language or its dialects back
and forth using Machine Translation models (MTs);
especially the Statistical Machine Translation mod-
els (SMTs) and the Neural Machine Translation
models (NMTs), which achieved an excellent qual-
ity of translation (Al-Mannai et al., 2014; Badr
et al., 2008; El-Kholy and Habash, 2010; Salloum
and Habash, 2013; Sajjad et al., 2013a,b; Zbib
et al., 2012). Several studies have utilized the MTs
to translate the Egyptian dialect to Modern Stan-
dard Arabic (MSA) or vice versa. For example,
Abo-Bakr et al. (2008) was the first work in this
domain where the authors introduced a hybrid ap-
proach to translating an Egyptian sentence into its
corresponding sentence in the MSA. In Mohamed
et al. (2012), the author presented the opposite way,

where they introduced a translator from the MSA
to the Egyptian dialect. The recent work of Jeblee
et al. (2014) presented many SMT systems to trans-
late from English to Dialectal Arabic (DA) – the
Egyptian Arabic dialect, using MSA as a pivot.

3 The Case of Wikipedia

Wikipedia corpora (i.e., content pages of
Wikipedia) are used to train LLMs. For example,
ELMo (Embeddings from Language Models)
has been trained on the English Wikipedia and
news crawl data (Peters et al., 2018), BERT
(Bidirectional Encoder Representations from
Transformers) has been trained on the BookCorpus
(Zhu et al., 2015) with a crawl of the English
Wikipedia (Devlin et al., 2018; Petroni et al., 2019),
and GPT-3 (Generative Pre-trained Transformer)
has been trained on five large datasets including
the English Wikipedia as well (Brown et al., 2020).

NLP researchers find Wikipedia corpora attrac-
tive because of its large collection of multilingual
content and its vast array of metadata that can be
quantified and compared across the multilingual
content pages (Mittermeier et al., 2021). Yet, recent
works have underlined that those pre-trained LLMs
embed bias, stereotypes, or even politics. Unlike
many corpora, Wikipedia maintains rich metadata
that allows researchers to assess the source of its
contents, but little work has shown explicitly how
different Wikipedia corpora impact these models
(Bolukbasi et al., 2016; Caliskan et al., 2017; Yang
and Roberts, 2021; Chen et al., 2021). At the same
time, other recent works have also reported that
the current pre-trained LLMs still under-represent
the human languages despite being trained with
hundreds of billions of parameters and trained on
enormous datasets (Bender et al., 2021).

In the following subsections, we compare the
Arabic Wikipedia editions (Modern Standard Ara-
bic, Egyptian, and Moroccan) regarding pages to
date, new pages, and top editors, besides English
Wikipedia as a benchmark.1 We also specifically
study the impact of problems in Egyptian Arabic
Wikipedia, including large-scale auto-generation
and poor translation of content pages from English.

1We took a data snapshot of the four Wikipedia editions’
statistics in July 2022 using the online Wikimedia Statistics
service (https://stats.wikimedia.org). We contribute to
the research community with our implementation of the online
Wikimedia Statistics service as a Python package and com-
mand line interface. Wikistats-to-CSV (wikistats2csv) is
accessible here: https://github.com/SaiedAlshahrani/
Wikistats-to-CSV. See Appendix A for more details.
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Figure 1: The total number of Wikipedia content pages
to date for the four Wikipedia editions over the timeline
of the Wikipedia project.

3.1 Arabic Wikipedia Editions

The free online encyclopedia, Wikipedia, was
launched 20 years ago, in 2001, and released pri-
marily in English (Wikipedia, 2022c). The Arabic
language was one of the earliest languages added
to Wikipedia. In 2004, the Arabic language content
pages crossed the line of 1000 articles written by
Arabic speakers to contribute to Wikipedia’s Arabic
content. By 2019, Arabic content pages exceeded
1 million articles (Wikimedia Foundation, 2022b).
Many Arabic Wikipedia editions appeared in the
project, such as the Egyptian Arabic in 2008 and
Moroccan Arabic in 2019. These are two of many
dialects of the Arabic language, like Gulf Arabic,
Levantine Arabic, Tunisian Arabic, and other dif-
ferent Arabic dialects (Habash et al., 2013).

Table 1 compares some high-level statistics of
the Arabic Wikipedia editions to English Wikipedia
in terms of the total number of articles (content
pages), total number of pages (both content and
non-content pages)2, total number of edits (includ-
ing edits on redirects), the total number of ad-
ministrators, the total number of registered users,
and lastly, the total number of active users. Inter-
estingly, Egyptian Arabic Wikipedia has a larger
number of articles (content pages) than Arabic
Wikipedia despite its later appearance.

3.1.1 Pages to Date
The content of Egyptian Arabic has recently grown
rapidly and exponentially in the last two years.
Whereas English, Arabic, and Moroccan Arabic
show normal growth in their content pages (arti-
cles) over the timeline of Wikipedia.

2Wikipedia non-content pages include all redirects, images,
categories, templates, user pages, project pages, and talk pages
(Wikipedia, 2022d).

Figure 1 shows that there were approximately
20,000 Egyptian Arabic content pages in the mid-
dle of 2019, and presently, in the middle of 2022,
the Egyptian Arabic content in Wikipedia crossed
the 1 million and 1/2 content articles. Almost 1.6
million content pages were created in less than
3 years, which means over 50,000 articles were
created monthly, or almost 2000 pages daily. In
contrast, the Arabic language content pages are
currently around 1.2 million pages created in 19
years, with an average of over 5000 articles cre-
ated monthly, or around 200 content pages created
daily (Wikimedia Foundation, 2022b). If we asso-
ciate the total number of monthly created content
pages of the Egyptian Arabic Wikipedia with its
latest statistics of its active users, we find that each
active user would create, on average, 280 articles
per month. This exponential growth of the content
pages in the Egyptian Arabic Wikipedia in only 30
months is the result of the large-scale automated
creation of the content pages, where one of the
most active contributors confirmed this in a book
(Baker, 2022); we will discuss it in detail later.

We also visualize the percentage of all page
types (content and non-content) to date for the four
Wikipedia editions, displaying the difference in
percentage between page types to study the char-
acteristics of each Wikipedia within itself. Figure
2 shows that all English, Arabic, and Moroccan
Arabic Wikipedia have approximately 15% to 21%
of content pages and approximately 79% to 85%
of non-content pages of their total number of all
page types. These ratios are reasonable because
that is the definition of having an online free en-
cyclopedia that aims to enable and involve people
all over the globe in the creation and dissemination
of knowledge. To do so effectively, users, edi-
tors, or contributors must interact with each other
through talk pages, user pages, project pages, and
discussion pages, generating a massive number of
non-content pages in a specific Wikipedia. How-
ever, Egyptian Arabic Wikipedia opposes expected
percentages, where it has approximately 20% of
non-content pages and 80% of content pages, and
that is a consequence of the large-scale automation
of content creation.

3.1.2 New Pages
To further examine this large-scale automated cre-
ation of the content pages in the Egyptian Arabic
Wikipedia and to confirm our earlier hypothesis, we
studied the timeline of the three Arabic Wikipedia
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Language Code Articles Total Pages Edits Admins Registered Users Active Users
English en 6,543,738 56,401,668 1,101,698,546 1,032 44,056,435 114,504
Arabic ar 1,183,778 7,815,021 58,966,845 26 2,293,115 4,820

Egyptian Arabic arz 1,596,851 2,010,972 7,343,259 7 189,191 190
Moroccan Arabic ary 5,744 43,714 188,790 3 6,415 31

Table 1: General statistics of the three Arabic Wikipedia editions besides the English Wikipedia regarding the
number of articles (content pages), total pages (both content and non-content pages), edits, admins, registered users,
and active users.

Figure 2: The percentage of all page types (content and
non-content) to date for the four Wikipedia editions,
displaying the difference in percentage between page
types within each Wikipedia.

editions besides the English Wikipedia. We found
that in the middle of 2020, specifically June 2020,
approximately 253,000 new content pages were
created in the Egyptian Arabic Wikipedia. On the
other hand, nearly 23,700 new content pages were
created on English Wikipedia, nearly 4,280 were
created on Arabic Wikipedia, and nearly 50 on Mo-
roccan Arabic Wikipedia, all in the same period.

Figure 3 clearly shows that the total articles (con-
tent pages) of the Egyptian Arabic Wikipedia had
multiple massive spikes over the timeline of the
Wikipedia project, starting from late 2019 to the
beginning of 2022. Still, the most significant spike
was in June 2020, when approximately 253,000
new articles (content pages) were created in one
month. This is not the same as the organic creation
of content pages that reflect the Egyptian people
and represent their culture, beliefs, traditions, per-
spectives, or even dialect.

This kind of practice also appears to be incon-
sistent with the main purpose of the Wikipedia
project; which is, according to Jimmy Wales, a
co-founder of Wikipedia, "to create and distribute

Figure 3: The total number of Wikipedia new content
pages for the four Wikipedia editions over the timeline
of the Wikipedia project.

a free encyclopedia of the highest possible qual-
ity to every single person on the planet in their
own language" (Cohen, 2008; Wikipedia, 2022a).
Wikipedia should only be written, contributed to,
edited, and maintained by the people. This lack of
representativeness and cultural richness holds in
its fold many potential problems that could impact
society negatively through using deployed AI sys-
tems or NLP tools like the LLMs that have been
trained on inorganic corpora (Bender et al., 2021).

3.1.3 Top Editors
Wikipedia has four types of editors: registered
users (logged-in users but not in group-bot nor
name-bot sets), group-bots (logged-in users who
are part of a bot group), name-bots (logged-in users
whose name contains ‘bot’), and anonymous users
(users not logged-in but tracked by IP address)
(Wikimedia Foundation, 2022c). To study the ac-
tivity levels and contributions of each editor type,
we visualize the percentage of all pages to date for
the four Wikipedia editions by displaying the dif-
ference in percentage between editor types to study
the characteristics of each Wikipedia within itself.

Figure 4 shows that Arabic and Moroccan Ara-
bic Wikipedia editions have approximately 22% to
37% of their total number of pages created by reg-
istered users. At the same time, Egyptian Arabic
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Figure 4: The percentage of all pages to date grouped by
all editor types (registered users, group-bots, name-bots,
and anonymous users) for the four Wikipedia editions,
displaying the difference in percentage between editor
types within each Wikipedia.

Wikipedia has approximately 94% of its total pages
created by registered users, and English Wikipedia
has 84% of its total pages created by registered
users. However, as we see in the next section, this
apparent high activity level from registered users
can be misleading. Important differences between
English Wikipedia and Egyptian Arabic Wikipedia
include the high degree of automated activity by in-
dividual registered users and the considerable gap
in the total number of registered users, meaning that
one registered user in Egyptian Arabic Wikipedia
could create the same number of pages as hundreds
or even thousands of registered users in the English
Wikipedia.

3.2 Egyptian Arabic Wikipedia Problems

We investigated Egyptian Arabic Wikipedia’s top
‘registered user’ editors. We found that over 1 mil-
lion articles, a surprising 63% of the total articles,
in Egyptian Arabic Wikipedia have been created
by one registered user called "HitomiAkane". This
user has made more than 1,562,615 new creations
(between articles, categories, templates, etc.), made
nearly 1,615,216 edits, and created thousands of
thousands of automatically generated content pages
without human revision of the produced articles
(Wikipedia, 2022b).

This large-scale content creation process was
described by Maher Baker in his published book:
How I Wrote a Million Wikipedia Articles (Baker,

2022). He used the English Wikipedia as a corpus
and used Wikidata3, which stores briefs of the ar-
ticles in the form of items, each item consisting
of properties and values, to generate a list of data
(items) that share the same properties and values
using the Wikidata Query Service4 (a query engine
to perform queries on Wikidata database). After
generating these data lists, he developed an article
template where he only filled in blanks for each line
of the results (data lists), which eventually became
the core content of these articles. We quote the
example of football player that he used to demon-
strate the automation process in the book:

[label] [date of birth], [gender] is a
football player from [citizenship], [gen-
der] was born at [date of birth] in [place
of birth].

The user also reported that he added the missing
extra information required by Wikipedia using PHP,
translated the English content to Modern Standard
Arabic (MSA) using PHP’s Google Translate API,
and boosted the process of creating and publish-
ing the articles on Wikipedia using the MediaWiki
Action API5, a web service that allows access to a
few Wiki features like page operations (create, edit,
etc.) (Baker, 2022; Wikimedia Foundation, 2022a).
He did not explicitly describe how he converted
the MSA articles from the English translation to
the Egyptian dialect. We hypothesize that the user
maintained a lexicon of the most frequently used
MSA words with their corresponding in the Egyp-
tian dialect and replaced the MSA words with their
Egyptian corresponding to make it look like it was
produced organically by native speakers. We fur-
ther suspect that many of these content articles may
not have required any specific conversion to the
Egyptian dialect of Arabic and thus could be con-
sidered to still be in MSA.6 Overall, the process
used represents a relatively shallow, template-based
translation of content.

According to Wikipedia’s bot policy, mass auto-
mated creation of content pages must be approved

3Wikidata: https://www.wikidata.org.
4Wikidata Query: https://query.wikidata.org.
5MediaWiki Action API: https://www.mediawiki.org.
6We plan to perform a representative analysis of randomly

chosen articles from Arabic and Egyptian Wikipedia editions.
Yet, to demonstrate our suspicions about this issue, we ran-
domly chose two examples that discuss the same topic in Ara-
bic and Egyptian Wikipedia (Nabq Protected Area – ��J. 	K �éJ
Òm×)
to show that these two articles are mostly written in MSA:
∗ https://ar.wikipedia.org/wiki?curid=1107706.
∗ https://arz.wikipedia.org/wiki?curid=95486.
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first, and when a user or bot operates without ap-
proval, the administrators have the right to block
that user or bot (Wikipedia, 2022e). Unlike many
digital corpora, Wikipedia maintains clear meta-
data that allows researchers to assess the source of
content additions. This is an important step toward
allowing researchers and users to assess whether a
given corpus fits a specific use case.

Given the metadata about the Egyptian Arabic
corpora, we can see that it would not be suitable
corpora to learn the perspective of native speak-
ers. Even when a Wikipedia article is a factual
entry, the choice to write an article on one topic
over another reflects the author’s perspective and
values. Similarly, the facts chosen to add to an
article vs. other possible facts not included reflect
the perspective and values of the authors. It matters
whether these choices are made by native speakers
or by translation from other languages. We recom-
mend that when registered users employ automated
translation processes, their contributions should be
marked differently than “registered user”; perhaps
“registered user (automation-assisted)”.

4 Discussion

The Arabic language, in general, poses many chal-
lenges in NLP that prevent simply translating from
another language like the English language due to
it is morphological richness and high ambiguity
(Shaalan et al., 2018; Farghaly and Shaalan, 2009).
Additionally, the Arabic language has many dialec-
tal variants, like Egyptian and Moroccan Arabic,
that are different from MSA. These dialects are
primarily spoken, do not have written standards,
and have very few resources (Habash et al., 2013;
Al-Mannai et al., 2014). Despite all these chal-
lenges the Arabic NLP faces, translating English
content, especially from Wikipedia, to enrich low-
resource languages’ content like the Arabic lan-
guage or any of its dialects like Egyptian is a com-
mon practice, which is mainly done using Machine
Translation models (MTs) that existed in the 1950s
and have evolved since then until today (El-Kholy
and Habash, 2010).

Recently, Wikimedia Foundation has encour-
aged users, editors, and contributors to use MTs
to translate and create the initial content of articles
on the Wikipedia project using their content trans-
lation tool. This tool is a product of collaboration
between Google (Google Translate) and the Wiki-
media Foundation, and this tool has been used to

translate more than 400,000 articles on Wikipedia
(Bhattacharjee and Giner, 2022; Wikimedia Foun-
dation, 2022). Without a doubt, the foundation
seeks to improve the quality of the multilingual
content of Wikipedia via article translation using
translation tools like Google Translator. Still, it is
important to consider the quality of these transla-
tion tools, the quality of the translation work con-
ducted by non-expert Wikipedia users or bots, and
what they could bring to the multilingual content
of Wikipedia from potential serious issues, such
as religious, political, or gender biases. Another
serious problem is the unrepresentativeness of the
content, especially when users or bots could cre-
ate shallow content automatically (like what we
saw in the Egyptian Arabic Wikipedia) using tem-
plates and translation tools that do not profoundly
understand the targeted language (Ullmann and
Saunders, 2021; Lopez-Medel, 2021; Hautasaari,
2013; Baker, 2022).

The heart of the lack of representativeness prob-
lem, specifically in the Arabic language, can be dis-
cussed from two different perspectives: the large-
scale unsupervised automated generation of con-
tent, especially in Wikipedia, and the translation
of content from English to other low-resource lan-
guages like Arabic using direct translation methods
or tools like Google Translator. We have analyzed
the Egyptian Arabic Wikipedia and found that more
than 1 million articles have shallow content and are
translated poorly from English to MSA. Until now,
no one knows how the responsible user converted
the translated MSA content to the Egyptian dialect.
We suspect that most of these content articles have
not truly converted to the Egyptian dialect and are
still in MSA. It would be easy for users to assume
that the Egyptian Arabic Wikipedia corpus was
genuinely representative of the Egyptian people,
their culture, heritage, or traditions. However, the
many documented reasons indicate otherwise.

The other face of the lack of representativeness
problem is when users or bots translate the con-
tent of the English language, for example, to other
low-resource languages like Arabic using direct
translation or off-the-shelf translation tools. Most
of these translations done on Wikipedia content, in
general, are done using direct translation, meaning
that we are translating from language A to language
B. The bottleneck for this kind of translation is the
quality of the translation tool. The quality of the
translation is likely superior if the tool is sophis-
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ticated, uses state-of-the-art technologies, and is
trained on large parallel corpora of A and B lan-
guages. However, the existing off-the-shelf trans-
lation tools like Google Translator perform well,
but not perfectly, and have many ethical problems
like sexism and a few biases that could badly af-
fect the translated content (Ullmann and Saunders,
2021; Lopez-Medel, 2021). It would also likely
retain the sentiment, culture, and biases from the
origin/source corpora rather than represent the so-
ciety of native speakers of the targeted language.

Jeblee et al. (2014) designed three different trans-
lation systems: baseline MT system, where they
directly translated English to Egyptian Arabic; one-
step adoption MT system, where they directly trans-
lated English to MSA, used domain and dialect
adoption, and translated the results to the Egyptian
Arabic; and two-step adoption MT system, where
they directly translated English to MSA, then used
domain adoption, then in-domain MSA to dialect
adoption to lastly translated the results to Egyp-
tian Arabic. Such a complex work is what we
meant by performing a sophisticated translation.
We do not doubt such systems will produce a sig-
nificantly accurate translation between English and
Egyptian Arabic and could solve the problem of the
lack of representativeness of the Egyptian Arabic
Wikipedia content if it has been used. Nevertheless,
the selection of which articles to write or translate
and which aspects to highlight in an article would
still not reflect the choices of native speakers.

As a big concern, a few researchers have studied
the implications of using corpora that are automati-
cally created, poorly translated using direct transla-
tion, automatically generated by advanced LLMs
like ELMo, BERT, or GPT-3, or even the textual
content of the assembled corpora using text aug-
mentation techniques (Peters et al., 2018; Zhu et al.,
2015; Brown et al., 2020; Baker, 2022; Bhattachar-
jee and Giner, 2022; Şahin, 2022). We believe that
those LLMs, MTs, automation, and augmentation
procedures will likely produce corpora full of seri-
ous issues. These corpora do not only embed bias,
stereotypes, or even politics (Bolukbasi et al., 2016;
Caliskan et al., 2017; Yang and Roberts, 2021; Cho
et al., 2021; Chen et al., 2021), but they also do
not echo the complex structure of the Arabic lan-
guage and its dialects, do not express the views of
the Arabic speakers, and do not represent the cul-
tural richness and historical heritage of the Arabic
language and its people.

5 Conclusion and Future Work

We studied, in this work, the Arabic Wikipedia
editions (Modern Standard Arabic, Egyptian, and
Moroccan) besides English Wikipedia in terms of
their pages to date, new pages, and top editors, and
shed light brightly on the problem of the Egyptian
Arabic Wikipedia, where we found that one reg-
istered user has automated the creation of over 1
million content pages in less than 3 years and used
shallow, template-based translation method that
does not represent speakers of Egyptian Arabic.

We recommend that NLP practitioners avoid the
inorganic, unauthentic, unrepresentative corpora in
their applications (e.g., pipelines) when the goal
is to learn from past human behavior and to thor-
oughly investigate how the corpora they do use
were created, generated, or assembled; it is espe-
cially important to corpora that are produced by
native speakers when the point is to examine cultur-
ally sensitive issues such as religious bias or gender
bias, or political sentiment, etc. We have shown
that currently, in Wikipedia, it is important to look
beyond simply the “registered user” vs. “bot” dis-
tinction to recognize automated contributions, e.g.,
adding a “registered user (automation-assisted)”
category will help us to distinguish between organ-
ically and automatically produced contributions by
registered users.

In the future works, we plan to study the im-
plications of using such unrepresentative corpora
that are naively auto-created, shallowly translated,
or automatically generated on the downstream ap-
plications of the NLP. We are compiling a list
of alternative Egyptian Arabic corpora that have
been introduced to the research community and are
most likely to be organic, authentic, and represen-
tative corpora of the Egyptian Arabic dialect and
its speakers. We also plan to introduce a represen-
tativeness metric that could assist in identifying
the auto-generated content pages on the Wikipedia
project. Lastly, we plan to design a neural network
classifier that could aid in classifying the corpora
in terms of representativeness.
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Abstract

This study focuses on the collection and com-
putational analysis of Kuwaiti Arabic, which is
considered a low resource dialect, to test differ-
ent sociolinguistic hypotheses related to gen-
dered language use. In this paper, we describe
the collection and analysis of a corpus of What-
sApp Group chats with mixed gender Kuwaiti
participants. This corpus, which we are making
publicly available, is the first corpus of Kuwaiti
Arabic conversational data. We analyse differ-
ent interactional and linguistic features to get
insights about features that may be indicative
of gender to inform the development of a gen-
der classification system for Kuwaiti Arabic in
an upcoming study. Statistical analysis of our
data shows that there is insufficient evidence
to claim that there are significant differences
amongst men and women with respect to num-
ber of turns, length of turns and number of
emojis. However, qualitative analysis shows
that men and women differ substantially in the
types of emojis they use and in their use of
lengthened words.

1 Introduction

A wide range of sociolinguistic gender studies have
been carried out in English speaking cultures and
in the Arab world too. However, there is a lack of
research on Gulf Arabic (GA) dialects, and espe-
cially the Kuwaiti dialect, from a sociolinguistic
perspective. The GA dialects vary tremendously
with regards to morpho-phonological features, lex-
ical structures and the effect of language borrow-
ing from different languages (Khalifa et al., 2016).
There are some interesting linguistic phenomena
in the Kuwaiti dialect. The way men and women
speak is different and this can be noticed in their
choice of words when communicating or express-
ing feelings or reacting to situations. It can be no-
ticed that there are some words which men would
refrain from using because they represent feminin-
ity. For example, the word ننيا “eyanen”, which

means “amazing” is a word used to convey a posi-
tive sentiment towards an entity and is usually only
used by women. This word can for example be used
to describe a movie by Kuwaiti women, whereas
men might use the word رابج “jbar” which is a poly-
semous adjective that in this context means “amaz-
ing”, to describe the movie. Moreover, ظفاحاي “ya
hafeth” is a phrase that is only used by women. It
can be translated into “Oh saviour (God)” to convey
dissatisfaction or disappointment. If a man uses
this expression, he would be described as someone
who is feminine in the way he speaks.

Advances in the field of Arabic Natural Lan-
guage Processing (ANLP) have made it possible
to study such variation in lexical usage between
genders as well to explore other features that are
indicative of gender. However, the lack of KA tex-
tual resources and preprocessing tools make it a
challenging task.

This study contributes to the field of ANLP in
two ways. First, we have compiled and made pub-
licly available a new, gender-labelled KA dataset,
which can be used by researchers interested in the
Kuwaiti dialect or gender studies. This dataset con-
sists of textual book club conversations conducted
on the WhatsApp online instant messaging mobile
application. To the best of our knowledge this is
the first published dataset of mixed gender KA con-
versational data. Second, we have carried out an
analysis of interactional and linguistic features that
may inform the development of a gender classifica-
tion system for KA.

This paper is structured as follows. In the next
section we review related work. In section 3 we
first discuss how we have collected the raw data,
then describe how this raw data has been prepro-
cessed to prepare the dataset for analysis and finally
discuss the features that will be explored and anal-
ysed. In section 4 we present our results and analy-
sis. Finally, we conclude and discuss future work,
as well as pointing out some of the limitations of
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our work.

2 Related Work

Language is a rich source for analysis and many
studies have been conducted to infer the relation-
ship between different social variables and the
language they construct (Holmes and Meyerhoff,
2008; Eckert and McConnell-Ginet, 2013). One
of the social variables that is studied in relation
to language is gender. Traditional studies of lan-
guage and gender that have been conducted in the
humanities and social sciences have had inconsis-
tent findings and have received some criticism. For
example, Wareing (1996) criticised conclusions
drawn about the relationship between language
and gender that are dependent on small samples of
data. The implication of this criticism is that gen-
der and language studies should be improved by
using larger samples of data and different contexts
(Litosseliti and Sunderland, 2002). However, now
that we are in the era of ‘big data’, extracting large
amounts of data for gender analysis has become
possible. Moreover, sociolinguistic studies of gen-
der have mostly been explored using qualitative
methods such as interviews, surveys, recordings
and manual observations. Bamman et al. (2014) ar-
gue that qualitative and quantitative analysis of so-
ciolinguistic gender studies are complementary as
qualitative analysis may shed light on phenomena
and quantitative analysis provides the opportunity
to explore phenomena through large scale studies
and also identify cases that can be analysed quali-
tatively. Litosseliti and Sunderland (2002) explain:

Language and gender may, then, legiti-
mately be viewed from different perspec-
tives: a pragmatic combination of meth-
ods and approaches, along with an ac-
knowledgment of their possibilities and
limitations, might allow us to focus on
different aspects of the relationship be-
tween language and gender, or have a
wider range of things to say about this.

In the context of studies that have explored gen-
der differences in language use, Rosenfeld et al.
(2016) looked into gender differences in language
usage of WhatsApp groups. They analysed over 4
million WhatsApp messages from more than 100
users to find and understand differences between
different age and gender demographic groups. In
analysing the data, they relied on metadata only

such as message lengths, size of the WhatsApp
groups, time, average number of sentences sent
per day, time between messages. In relation to
gender, analysing the length of messages sent by
both genders showed that women send and receive
more messages than men. They also concluded that
women are more active in small WhatsApp groups,
whereas men are more active in larger WhatsApp
groups. These differences were then employed in
building age and gender prediction models. They
performed a 10-fold cross validation for these tasks
using decision trees and a Bayesian network. For
the gender prediction task, using users’ metadata
with decision trees achieved 70.27% accuracy and
73.87% accuracy when used with a Bayesian net-
work.

Other studies have looked into differences
amongst genders in the use of emojis. Chen et al.
(2018) compiled a large dataset of 401 million
smartphone messages in 58 different languages
and labelled them according to the gender of users.
They used emojis from the dataset to study how
they are used by males and females in terms of
emoji frequency, emoji preference and sentiment
conveyed by the emojis. They also studied the ex-
tent in which emojis are indicative of gender when
used in a gender classification system. The results
obtained from this study showed that not only are
there considerable differences in the use of emojis
between males and females, but also that a gen-
der classification system that uses emojis alone as
features can achieve an accuracy of 81%.

Shared NLP tasks that are organized for the re-
search community have started off by tackling prob-
lems with the English language and in recent years
have added Arabic datasets, reflecting the increas-
ing interest in Arabic NLP. For example, the PAN
2017 Author Profiling Shared Task included two
tasks: gender identification and language variety
identification of Twitter users. Arabic, English, Por-
tuguese, and Spanish datasets consisting of tweets
were provided for training and testing. The sys-
tem that achieved the highest accuracy result on
gender identification in the Arabic dataset was the
system developed by Basile et al. (2017). They
used an SVM classifier in combination with word
unigrams and character 3- to 5-grams and achieved
an accuracy of 0.80.

As for studies that have targeted the Arabic lan-
guage, Alsmearat et al. (2014) studied gender text
classification of Arabic articles using the Bag-of-
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Words (BoW) approach. They collected and man-
ually labelled 500 Arabic articles from different
Arabic news websites. The number of articles
was distributed equally across both genders. They
wanted to explore the result of performing feature
reduction techniques such as PCA and correlation
analysis on the high-dimensional data in combina-
tion with different machine learning algorithms for
the gender classification task. Results showed that
Stochastic Gradient Descent (SGD), Naive Bayes
Multinomial (NBM) and Support Vector Machines
(SVM) were the classifiers that performed best on
the original dataset where the accuracy results sur-
passed 90%.

Furthermore, Mubarak et al. (2022) compiled a
dataset of 166K Arabic tweets and labelled them
with gender and geo location labels. They used this
dataset for gender analysis and to build a gender
classification system using SVMs that was tested
on different features such as usernames of the twit-
ter users, the profile pictures of the users, tweets
and gender distribution of users’ friends. Their
study showed that using usernames alone as fea-
tures for gender prediction achieved the highest
F1 score of 82.1 %. In addition, Hussein et al.
(2019) attempted to build a gender classification
system for Egyptian Arabic. They created a dataset
of 140K tweets that were retrieved from famous
Egyptian influencers and active Egyptian users of
Twitter. They labelled the dataset according to the
gender of the Twitter users by referring to the users’
profile image and names. They experimented with
different features such as gender discriminative
emojis, female suffixes, manually created dictionar-
ies of swear words, emotion words, political words,
flirting words, technological words and word em-
beddings. They used ensemble weighted average
on a mixed feature vector fed into a Random Forest
classifier and an N-gram feature vector fed into a
Logistic Regression classifier. They achieved an
accuracy score of 87.6%.

Not many gender studies in NLP have provided
much insight into linguistic characteristics of gen-
dered language, especially those related to dialectal
Arabic. Furthermore, the field of ANLP still lacks
enough dialectal arabic datasets to help inform the
development of Arabic natural language process-
ing tools. Khalifa et al. (2016) compiled Gumar
corpus which consists of 100 million GA words
from 1200 forum novels annotated according to the
dialect, novel name and writer name. The corpus

was also used to develop dialectal Arabic orthog-
raphy. However, although Gumar corpus contains
some KA text, the text is not naturally occuring
conversational KA. Therefore, there is still a need
to compile conversational KA resources. We aim
to address this gap by contributing towards pro-
viding resources for the KA dialect and analysing
sociolinguistic features of that dialect that can be
used to inform NLP applications, such as gender
classification systems.

3 Methodology

3.1 Data Collection

Since we are interested in studying the features of
conversational data of Kuwaiti men and women,
we chose to collect textual data from WhatsApp
reading club groups.

As part of the data collection process, we applied
for ethical approval before conducting the study.
This involved ensuring that all participants were
aware of the nature and purpose of the study and
their role in it. We obtained informed consent from
all participants.

The dataset was collected from three Kuwaiti
reading club WhatsApp groups. These were al-
ready existing WhatsApp reading club groups that
have been running for years and are managed
by Kuwaiti admins. All participants were native
Kuwaiti speakers whose first language is KA. The
researcher was added to the groups to be able to
export the chat after 9 months of being added. The
chats were then exported from the mobile phone
and saved in the researcher’s computer for process-
ing.

The dataset consists of 4479 turns (2623 turns
by females and 1856 turns by males). The dataset
will be made publicly available for researchers in
the research field.1

3.2 Preprocessing

A number of steps were taken prior to exporting the
chats from the researcher’s mobile. This involved
anonymising the names of the WhatsApp mem-
bers. The usernames were replaced with the word
“USER" concatenated with a number and a letter
to represent the gender of the user (e.g, USER1F).
The chats were then exported to the researcher’s
computer to prepare the data for computational pro-

1Interested parties can contact the first author for dataset
access.
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Gender Emoji Count Word Count Num of Turns

Women

(28 participants)

Total Number 2144 17388 2623
Mean 76 621 94
Median 23 163 29
Std. Deviation 123 1132 144
Minimum 2 6 2
Maximum 506 5611 655

Men

(14 participants)

Total Number 801 14005 1856
Mean 57 1000 133
Median 36 432 102
Std. Deviation 68 1197 134
Minimum 1 5 3
Maximum 249 3941 444

Table 1: Descriptive Statistics of the Features Analysed

cessing. The following preprocessing steps were
performed:

1. All sensitive and personal information was
removed.

2. Real names that were mentioned in the chat
were replaced with fictitious names.

3. URL links were removed.

4. Two versions of the dataset were created using
the CAMel tools, built by Obeid et al. (2020),
for preprocessing: one that involves tokenisa-
tion, removal of digits, diacritics and punctu-
ation and changing alef variants to ا and alef
maksura to ي and teh marbuta to ;ه and an-
other version that involves tokenisation and
punctuatation removal. Depending on the type
of textual analysis required, the dataset ver-
sion was chosen.

3.3 Feature Analysis

We were interested in exploring interactional fea-
tures and lexical features pertaining to the KA di-
alect. We chose to study how the following features
were used amongst men and women participating
in the study:

• Number of turns per gender.

• Length of turns per gender (word count).

• Use of emojis amongst females and males, es-
pecially in the context of the view that certain
emjois are considered too feminine and others
too masculine in the Kuwaiti society.

• Whether there are KA words or expressions
that are exclusive to each gender.

• Most frequently used words.

• Lengthened or elongated words.

Table 1. presents the descriptive statistics of the
first three features.

4 Results and Analysis

To analyse the results of this study, two approaches
were taken: a quantitative statistical approach and
a qualitative linguistic approach. As for the statisti-
cal approach, the Mann Whitney U test was used
for analysis due to it being suitable for data, like
ours, which is not normally distributed. It was done
using SPSS 2. One limitation of using a statistical
approach in analysing the data is that it does not
take into account the contextual information and
meanings embedded within the text. Therefore, it
was important to perform an in-depth manual anal-
ysis of the data to be able to describe the patterns
found and provide interpretations for points that
the statistical analysis could not capture.

4.1 Quantitative Analysis

We tested the distribution of each feature using
normality tests, namely Shapiro-Wilk test (sample
size less than 50) which indicated that the features
were not normally distributed P values: (< 0.01).
The Mann Whitney U test was used to test if there
are significant differences between men and women

2Statistical Package for the Social Sciences: a statisti-
cal analysis software package. https://www.ibm.com/prod-
ucts/spss-statistics
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with regards to three features: number of emojis
used in the chat, number of turns taken, and total
number of words (word count) for each user. This
test is based on two hypotheses; a null hypothesis
(H0):

H0: states that there is no significant dif-
ference between men and women with
regards to the features mentioned above.

and an alternative hypothesis (H1):

H1 : states that there is a significant dif-
ference between men and women with
regards to the features tested.

The hypotheses are accepted or rejected after
comparing the P values to the threshold (0.05).

As can be seen in Table.2, all the P - values for
all the features are larger than 0.05. This means that
we lack enough evidence to suggest that there are
significant differences between men and women in
terms of number of emojis used, number of turns
taken and word count.

In the following subsections, we look into the
analysis of each feature in detail.

4.1.1 Number of Turns
We were interested in analysing the number of turns
used by each user and gender. We were also inter-
ested in computing the percentage of turns for men
and women from the total number of turns. We
noticed that 59% of the total number of turns were
by women, and the remaining 41% of turns were
by men. However, the ratio of women to men in the
corpus is 2:1 and based on the results we obtained
from Mann Whitney U test: (women: median= 29,
IQR = 105), (men: median= 102, IQR = 198), P -
value > 0.05 as shown in Table 1, we lack enough
evidence to suggest that there is a significant differ-
ence amongst men and women in terms of number
of turns.

4.1.2 Length of Turns/ Word Count
The length of turns was computed to test the hy-
pothesis that women speak more than men. This
was done by counting the total number of words
used in the chats for each user and the total word
counts for each gender. Details are shown in Table
1.

On average, men speak more than woman (1000
words per male participant vs 621 words per female
participant). However, Mann Whitney U test re-
sults for word counts (women: median= 163, IQR

= 582), (men: median= 432, IQR = 1778), P - value
> 0.05 as shown in Table 1, suggest that we lack
enough evidence to claim that there is a significant
difference amongst men and women in word usage.

We were also interested in comparing the aver-
age number of words per turn for women as com-
pared with men. Referring to Table 1 we can see
that for women the average number of words per
turn is 17388/2623 = 6.62 while for men the av-
erage words per turn is 14005/1856 = 7.55. The
difference here does not appear to be that great, but
we have not carried out statistical analysis to see if
that difference is significant.

4.1.3 Emoji Usage

We were interested in analysing how likely it is for
men and women to use emojis when interacting
in the chat groups. We noticed that on average
women used .82 emojis per turn, while men used
on average .43 emojis per turn. Therefore, the
odds of using emojis amongst women compared to
men is 1.9:1, indicating that women were almost
2 times more likely to use emojis than men. How-
ever, based on the results we retrieved from Mann
Whitney U test: (women: median= 23, IQR = 84),
(men: median= 36, IQR = 95), P - value > 0.05 as
shown in Table 1, we lack enough evidence to sug-
gest that there is a significant difference amongst
men and women in emoji usage.

Nonetheless, it was important to explore the
types of emojis, exclusivity of emojis and patterns
of emojis used by men and women to achieve a bet-
ter understanding of emoji usage amongst genders.
This is discussed in the following section.

4.2 Qualitative Analysis

4.2.1 Frequency and Types of Emojis

Emojis were significant features observed in the
group chats and were commonly used by both men
and women. Women used a total of 2144 emojis,
while men used a total of 801 emojis. As for the
types of emojis used, various differences were ob-
served. Emojis used by women are from a wide
range of emoji categories and are colorful, whereas
men used a limited set of emojis from certain cate-
gories. 68% of women used heart emojis, whereas
only 29% of men used heart emojis. It was also
noticed that women used different types and colors
of heart emojis. However, men used limited heart
emojis , , . Further more, women used a
large variety of flowers and plants , , , ,
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Features P Value U Value Median of Females Median of Males
Num of Emojis 0.779 185.500 23.00 35.50
Num of Turns 0.298 157.00 29.00 101.50
Word Count 0.350 161.00 163.00 431.50

Table 2: Mann-Whitney Test Results for Emojis, Number of Turns and Word Count Features

Women Men
Rank Emoji Count Emoji Count
1 218 156
2 211 143
3 193 43
4 140 42
5 116 28
6 95 26
7 91 20
8 85 18
9 75 17
10 75 15

Table 3: Top Ten Emojis Used by Kuwaiti Men and
Women

, , , , whereas men used only two types
of flowers and .

The analysis also involved computing the 10
most frequently used emojis by men and women
as shown in Table 3. As it can be seen, the top
used emojis for both men and women are ( and

) which shows that both men and women are
encouraging and applauding each other. It was
observed that men used ( and ) significantly
more than all the other emojis extracted, which
were mainly smileys. In comparing the top 10 lists
of emojis by men and women, it was noticed that
women used (193 times) notably higher than
men (15 times) and used flowers more than smileys
as opposed to men.

4.2.2 Exclusivity of Emojis

There are some stereotypes regarding emoji usage
such as that there are certain emojis that are not
used by men due to them implying a feminine sense
and other emojis not used by women because they
are masculine. This study examined this stereotype
to explore if this can be considered a feature indica-
tive of gender. The emojis that were exclusively
used by each gender were extracted and compared.
It was noticed that men refrained from using certain
emojis that are stereo-typically considered femi-

nine and were used by women in the group chats
such as , , , , , , , , , .
This observation also supports the hypothesis that
women are more emotionally expressive than men
(Goldshmidt and Weller, 2000). The emojis that
were exclusively used by men mainly consisted of
male character emojis such as , , , ,

.

4.2.3 Patterns of Emoji Usage
A number of observations were made related to pat-
terns of emoji usage. Women used a larger variety
of emojis across different categories (smileys and
people, activity, travel and places, food and drink ,
nature .. etc) than men to express themselves. Men
used limited types of emojis from certain categories
(smileys and people, nature) and very limited use
of hearts or emojis that express emotions.

A pattern was also noticed regarding the num-
ber of emojis used per turn. Most users used one
or two emojis in a turn and this lead to interest
in analysing bigrams of emojis used by men and
women to explore if there are any patterns of use
or certain emoji combinations used. The most fre-
quently used bigrams consisted of the same emoji
repeated rather than a combination of two different
emojis. It was observed that certain combinations
were used significantly more by each gender. For
example, was used 70 times by men and 38
times by women, was used 3 times by men
and 64 times by women, and was used 4
times by men and 80 times by women. This showed
certain emoji combinations may be used with dif-
ferent frequencies amongst men and women.

4.2.4 KA Lexical choices and Features
Other exploratory data analysis was conducted
to analyse the lexical choices amongst men and
women in the WhatsApp groups. Features such as
the most frequently used words, the exclusively
used words and other lexical features were
analysed.
Analysis regarding the most frequently used words
showed that the word “Allah", “ هللا ” was one of
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the highly repeated words amongst both men
(262 times) and women (325 times). “Allah”
means “God” and could appear in a sentence
as a separate word or part of a phrase such as
“masha’Allah”, هللاءاشام which is an expression
used to express appreciation when someone hears
good news, and “inshaAllah”, هللاءاشنا which is
an expression used to convey willingness to do
something. The high repetition of these phrases
could indicate cooperativeness and politeness in
the conversations. The word “alketab” باتكلا which
means “book” was also amongst the highest
repeated words amongst men (32 times) and
women (99 times). This is due to the conversations
mainly revolving around reading books. Figure 1
and Figure 2 show the most frequent words in both
the women’s and men’s chats.

Analysis was also done on the exclusively used
words amongst both men and women. One aim
of extracting the gender exclusive words was to
find KA gendered words that denote feminin-
ity or masculinity to inform the development of
a gender classification system. However, due
to the formal nature of the reading club What-
sApp groups, only a few examples of this phe-
nomenon were captured and they were mostly in
women’s messages. Some of the examples of fe-
male exclusive words found are: “shatoora” ةروطش ,
meaning “smart girl”, “b’khatri” يرطاخب meaning
“I really want ..”, “habeebty” يتبيبح , meaning
“my dear”, “s’ghairoona” هنوووريغص , meaning “very
small”, “katkoota” هتوووكتك , meaning “so cute”
and “please” زيلب .

Analysis of the chat also showed high occur-
rence of lengthened or elongated words which
are words that include repeated letters to empha-
sise different meanings such as ههههههههه “hhhhh-
hhhh" expressing laughter and واااااو “wooooow"
expressing amazement. Lengthened words can be
indicators of expressing feelings which is stereo-
typically attached to women’s speech, and therefore
we wanted to test this hypothesis by determining
the number of lengthened words used by men and
women per turn on average. There were some inter-
esting observations. Women used 0.057 lengthened
words per turn on average (so about once per 18
turns), whereas men used 0.037 (about once in 28
turns). This indicates that women tend to lengthen
words roughly 1.5 times as often as men. After
performing further inspection to the lengthened

words, it was observed that women tend to perform
this with a large variety of words when laughing

هههههه “hhhhhh” , complimenting هليممممج “beautifu-
uuul”, congratulating كووووربم “congraaatulations”
, encouraging وووووڤااارب “bravooooo” , agreeing
يييا “yeees” , greeting رووونلاحابص “good mooorn-

ing” and expressing feelings such as missing the
members نيييقاتشم “miiis you”. However, men’s use
of lengthened words were less diverse. They mostly
used lengthening when laughing هههههههههههه “hhh-
hhhhhhhhh” and greeting اااله “hiii”.

Figure 1: Most Frequent Words Used by Women

Figure 2: Most Frequent Words Used by Men

5 Conclusion

We have described the first publicly available
dataset of conversational Kuwaiti Arabic that is la-
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belled by gender. We analysed the dataset by look-
ing into interactional and linguistic features that
are performed in mixed gender WhatsApp groups.
We described the WhatsApp data collection pro-
cess and analysed features such as number of turns,
length of turns, emoji counts and Kuwaiti Arabic
lexical features. Statistical analysis shows that our
dataset does not allow us to conclude that signifi-
cant differences between men’s and women’s lan-
guage exist with respect to the features number of
turns, length of turns, and number of emojis used.
However, substantial differences in these features
are observed. Furthermore, qualitative analysis
of other features such as the range and specific
types of emojis used, certain lexical choices and
the phenomenon of word lengthening revealed con-
siderable differences between women and men’s
language use.

Going forward we intend to build a gender clas-
sification system for Kuwaiti Arabic trained and
tested on the dataset reported here. We intend to
use insights gained in the study reported here to
inform our feature selection, with the longer term
aim of better understanding differences in men and
women’s language use in Kuwaiti Arabic.

Limitations

Our study is limited in several ways. The first
relates to the dataset as a basis for studying differ-
ences in men and women’s language differences
in conversational KA. The compiled dataset is of
limited size and unbalanced in gender labels. Since
we wanted to study KA conversational data, it was
only possible to get ethical approval for formal
WhatsApp groups. This had an impact on both size
and type of data collected. The size of data was
subject to participants’ level of interaction in the
WhatsApp groups. Furthermore, the type of conver-
sational data collected tends to have a formal tone
due to the groups conversation revolving around
discussing books. This means there may be a lack
of certain sociolinguistic phenomena being present
in the conversations. Moreover, the language us-
age of participants who are book club readers may
not be representative of the KA dialect more gener-
ally. The second sort of limitations pertain to the
restricted amount of analysis carried out as yet on
our dataset. To date we have not built a gender
classification system using this dataset to see, for
example, how well word or emoji unigrams or bi-
grams might serve as a basis for predicting gender.

As noted above in section 5, this is next on our
agenda.

Ethics Statement

To gather the data we submitted an application to
the University of Sheffield Ethics Review process
and had this application approved. Participants
were provided with an information sheet describ-
ing the aims and objectives of our research, what
they would be expected to do, what data we would
collect, how that data would be used and how it
would be stored. We then obtained informed con-
sent from each participant for our proposed work.
Regarding potential use of our work we see both
potential benefits and potential harms. On the ben-
efits side, better understanding of the differences in
language use between genders may help us identify
and better understand the causes of these differ-
ences. Insights from this could lead to change in
perception of gender roles and positive change in
gender equality. On the negative side, ability to
predict gender from language use could lead to
targeting of individuals in various ways including
advertising, political messaging or even persecu-
tion for expressing certain beliefs.
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Abstract

This paper presents an open-source software
library that provides a set of finite-state trans-
ducer (FST) components and corresponding
utilities for manipulating the writing sys-
tems of languages that use the Perso-Arabic
script. The operations include various lev-
els of script normalization, including visual
invariance-preserving operations that subsume
and go beyond the standard Unicode normal-
ization forms, as well as transformations that
modify the visual appearance of characters in
accordance with the regional orthographies for
eleven contemporary languages from diverse
language families. The library also provides
simple FST-based romanization and transliter-
ation. We additionally attempt to formalize the
typology of Perso-Arabic characters by provid-
ing one-to-many mappings from Unicode code
points to the languages that use them. While
our work focuses on the Arabic script diaspora
rather than Arabic itself, this approach could
be adopted for any language that uses the Ara-
bic script, thus providing a unified framework
for treating a script family used by close to a
billion people.

1 Introduction

While originally developed for recording Arabic,
the Perso-Arabic script has gradually become one
of the most widely used modern scripts. Through-
out history the script was adapted to record many
languages from diverse language families, with
scores of adaptations still active today. This flexi-
bility is partly due to the core features of the script
itself which over the time evolved from a purely
consonantal script to include a productive system
of diacritics for representing long vowels and op-
tional marking of short vowels and phonologi-
cal processes such as gemination (Bauer, 1996;
Kurzon, 2013). Consequently, many languages
productively evolved their own adaptation of the

∗ On contract from Optimum Solutions, Inc.

Perso-Arabic script to better suit their phonology
by not only augmenting the set of diacritics but
also introducing new consonant shapes.

This paper presents an open-source software li-
brary designed to deal with the ambiguities and
inconsistencies that result from representing var-
ious regional Perso-Arabic adaptations in digital
media. Some of these issues are due to the Uni-
code standard itself, where a Perso-Arabic char-
acter can often be represented in more than one
way (Unicode Consortium, 2021). Others are due
to the lack or inadequacies of input methods and
the instability of modern orthographies for the lan-
guages in question (Aazim et al., 2009; Liljegren,
2018). Such issues percolate through the data
available online, such as Wikipedia and Common
Crawl (Patel, 2020), negatively impacting the qual-
ity of NLP models built with such data. The script
normalization software described below goes be-
yond the standard language-agnostic Unicode ap-
proach for Perso-Arabic to help alleviate some of
these issues.

The library design is inspired by and consis-
tent with prior work by Johny et al. (2021), in-
troduced in §2, who provided a suite of finite-
state grammars for various normalization and (re-
versible) romanization operations for the Brah-
mic family of scripts.1 While the Perso-Arabic
script and the respective set of regional orthogra-
phies we support – Balochi, Kashmiri, Kurdish
(Sorani), Malay (Jawi), Pashto, Persian, Punjabi
(Shahmukhi), Sindhi, South Azerbaijani, Urdu
and Uyghur – is significantly different from those
Brahmic scripts, we pursue a similar finite-state in-
terpretation,2 as described in §3. Implementation
details and simple validation are provided in §4.

1https://github.com/google-research/nisaba
2https://github.com/google-research/nisaba/

tree/main/nisaba/scripts/abjad alphabet
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2 Related Work

The approach we take in this paper follows in
spirit the work of Johny et al. (2021) and Gutkin
et al. (2022), who developed a finite-state script
normalization framework for Brahmic scripts. We
adopt their taxonomy and terminology of low-
level script normalization operations, which con-
sist of three types: Unicode-endorsed schemes,
such as NFC; further visually-invariant transfor-
mations (visual normalization); and transforma-
tions that modify a character’s shape but preserve
pronunciation and the overall word identity (read-
ing normalization).

The literature on Perso-Arabic script normal-
ization for languages we cover in this paper is
scarce. The most relevant work was carried out
by Ahmadi (2020) for Kurdish, who provides
a detailed analysis of orthographic issues pecu-
liar to Sorani Kurdish along with corresponding
open-source script normalization software used
in downstream NLP applications, such as neu-
ral machine translation (Ahmadi and Masoud,
2020). In the context of machine transliteration
and spell checking, Lehal and Saini (2014) in-
cluded language-agnostic minimal script normal-
ization as a preprocessing step in their open-source
n-gram-based transliterator from Perso-Arabic to
Brahmic scripts. Bhatti et al. (2014) introduced
a taxonomy of spelling errors for Sindhi, includ-
ing an analysis of mistakes due to visually confus-
able characters. Razak et al. (2018) provide a good
overview of confusable characters for Malay Jawi
orthography. For other languages the regional
writing system ambiguities are sometimes men-
tioned in passing, but do not constitute the main
focus of work, as is the case with Punjabi Shah-
mukhi (Lehal and Saini, 2012) and Urdu (Humay-
oun et al., 2022). The specific Perso-Arabic script
ambiguities that abound in the online data are of-
ten not exhaustively documented, particularly in
work focused on multilingual modeling (N. C.,
2022; Bapna et al., 2022). As one moves towards
lesser-resourced languages, such as Kashmiri and
Uyghur, the NLP literature provides no treatment
of script normalization issues and the only reli-
able sources of information are the proposal and
discussion documents from the Unicode Techni-
cal Committee (e.g., Bashir et al., 2006; Aazim
et al., 2009; Pournader, 2014). A forthcoming pa-
per by Doctor et al. (2022) covers the writing sys-
tem differences between these languages in more

Op. Type FST Language-dep. Includes

NFC N no −
Common Visual Vc no N
Visual V yes Vc

Reading R yes −
Romanization M no Vc

Transliteration T no −

Table 1: Summary of script transformation operations.

detail than we can include in this short paper.
One area particularly relevant to this study is

the work by the Internet Corporation for Assigned
Names and Numbers (ICANN) towards develop-
ing a robust set of standards for representing vari-
ous Internet entities in Perso-Arabic script, such as
domain names in URLs. Their particular focus is
on variants, which are characters that are visually
confusable due to identical appearance but differ-
ent encoding, due to similarity in shape or due to
common alternate spellings (ICANN, 2011). In
addition, they developed the first proposal to sys-
tematize the available Perso-Arabic Unicode code
points along the regional lines (ICANN, 2015).
These studies are particularly important for cyber-
security (Hussain et al., 2016; Ginsberg and Yu,
2018; Ahmad and Erdodi, 2021), but also inform
this work.

This software library is, to the best our knowl-
edge, the first attempt to provide a principled ap-
proach to Perso-Arabic script normalization for
multiple languages, for downstream NLP applica-
tions and beyond.

3 Design Methodology

The core components are implemented as individ-
ual FSTs that can be efficiently combined together
in a single pipeline (Mohri, 2009). These are
shown in Table 1 and described below.3

Unicode Normalization For the Perso-Arabic
string encodings which yield visually identical
text, the Unicode standard provides procedures
that normalize text to a conventionalized normal
form, such as the well-known Normalization Form
C (NFC), so that visually identical words are
mapped to a conventionalized representative of
their equivalence class (Whistler, 2021). We im-
plemented the NFC standard as an FST, denoted
N in Table 1, that handles three broad types of
transformations: compositions, re-orderings and

3When referring to names of Unicode characters we low-
ercase them and omit the common prefix arabic (letter).

382



FST Letter Variant (source) Canonical

V∗
l ⟨ڑ⟩ reh + small high tah rreh

Vn
l ⟨ک⟩ kaf keheh

V f
l ⟨ی⟩ alef maksura farsi yeh

V i
l ⟨ہ⟩ heh heh goal

Table 2: Example FST components of Vl for Urdu.

combinations thereof.
As an example of a first type, consider the alef

with madda above letter ⟨آ⟩ that can be composed
in two ways: as a single character (U+0622) or
by adjoining maddah above to alef ({ U+0627,
U+0653 }). The FST N rewrites the adjoined form
into its equivalent composed form. The second
type of transformation involves the canonical re-
ordering of the Arabic combining marks, for exam-
ple, the sequence of shadda (U+0651) followed by
kasra (U+0650) is reversed by N . More complex
transformations that combine both compositions
and re-orderings are possible. For example, the se-
quence { alef (U+0627), superscript alef (U+0670),
maddah above (U+0653) } normalizes to its equiv-
alent form { alef with madda above (U+0622), su-
perscript alef (U+0670) }.

Crucially, N is language-agnostic because the
NFC standard it implements does not define any
transformations that violate the writing system
rules of respective languages.

Visual Normalization As mentioned in §2,
Johny et al. (2021) introduced the term visual nor-
malization in the context of Brahmic scripts to
denote visually-invariant transformations that fall
outside the scope of NFC. We adopt their defini-
tion for Perso-Arabic, implementing it as a sin-
gle language-dependent FST V , shown in Table 1,
which is constructed by FST composition: V =
N ◦ Vc ◦ Vl, where ◦ denotes the composition op-
eration (Mohri, 2009).4

The first FST after NFC, denoted Vc, is
language-agnostic, constructed from a small set of
normalizations for visually ambiguous sequences
found online that apply to all languages in our li-
brary. For example, we map the two-character
sequence waw (U+0648) followed by damma
(U+064F) or small damma (U+0619) to u (U+06C7).

The second set of visually-invariant transforma-
tions, denoted Vl, is language-specific and addi-
tionally depends on the position within the word.
Four special cases are distinguished that are rep-

4See Johny et al. (2021) for details on FST composition
and other operations used in this kind of script normalization.

Op. Type FST # states # arcs # Kb

NFC N 156 1557 28.10
Roman. M 32 546 52 257 1487.10
Translit. T 340 518 15.15

Table 3: Language-agnostic FSTs over UTF-8 strings.

resented as FSTs: position-independent rewrites
(V∗

l ), isolated-letter rewrites (V i
l ), rewrites in the

word-final position (V f
l ), and finally, rewrites in

“non-final” word positions, which include visually-
identical word-initial and word-medial rewrites
(Vn

l ). The FST Vl is composed as V i
l ◦V f

l ◦Vn
l ◦V∗

l .
Some examples of these transformations for Urdu
orthography are shown in Table 2, where the vari-
ants shown in the third column are rewritten to
their canonical Urdu form in the fourth column.

Reading Normalization This type of normaliza-
tion was introduced for Brahmic scripts by Gutkin
et al. (2022), who noted that regional orthographic
conventions or lack thereof, which oftentimes con-
flict with each other, benefit from normalization
to some accepted form. Whenever such normal-
ization preserves visual invariance, it falls under
the rubric of visual normalization, but other cases
belong to reading normalization, denoted R in Ta-
ble 1. Similar to visual normalization, R is com-
piled from language-specific context-dependent
rewrite rules. One example of such a rewrite is
a mapping from yeh ⟨ي⟩ (U+064A) to farsi yeh ⟨ی⟩
(U+06CC) in Kashmiri, Persian, Punjabi, Sorani
Kurdish and Urdu. For Malay, Sindhi and Uyghur,
the inverse transformation is implemented as man-
dated by the respective orthographies.

For efficiency reasons R is stored independently
of visual normalization V . At run-time, the read-
ing normalization is applied to an input string s
as s′ = (s ◦ V) ◦ R, which is more efficient than
s′ = s ◦ R′, where R′ = V ◦ R.

Romanization and Transliteration We also
provide language-agnostic romanization (M) and
transliteration (T ) FSTs. The FST M converts
Perso-Arabic strings to their respective Latin rep-
resentation in Unicode and is defined as M =
N ◦ Vc ◦ Mc, where N and Vc were described
above, and Mc implements a one-to-one mapping
from 198 Perso-Arabic characters to their respec-
tive romanizations using our custom romanization
scheme derived from language-specific Library of
Congress rules (LC, 2022) and various ISO stan-
dards (ISO, 1984, 1993, 1999). For example, in
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Language Information Visual Normalization (V) Reading Normalization (R)
Code Name # states # arcs # Mb # states # arcs # Mb

azb South Azerbaijani 315 933 635 647 16.49 21 735 0.012
bal Balochi 620 226 1 244 472 32.31 24 738 0.013
ckb Kurdish (Sorani) 1 097 937 2 199 732 57.15 39 753 0.013
fa Persian 940 436 1 884 347 48.96 36 750 0.013
ks Kashmiri 1 772 494 3 547 448 92.21 44 794 0.014
ms Malay 199 777 403 373 10.45 21 735 0.012
pa Punjabi 2 050 154 4 105 465 106.69 24 738 0.013
ps Pashto 291 564 587 552 15.23 24 738 0.013
sd Sindhi 1 703 726 3 403 283 88.53 34 748 0.013
ug Uyghur 1 255 054 2 513 231 65.31 24 738 0.013
ur Urdu 2 071 139 4 138 950 107.65 31 745 0.013

Table 4: Summary of FSTs over UTF-8 strings for visual and reading normalization.

our scheme the Uyghur yu ⟨ۈ⟩ (U+06C8) maps
to ⟨ü⟩. The transliteration FST T converts the
strings from Unicode Latin into Perso-Arabic. It
is smaller than M and is defined as T = M−1

c .

Character-Language Mapping The geography
and scope of Perso-Arabic script adaptations is
vast. To document the typology of the characters
we developed an easy-to-parse mapping between
the characters and the respective languages and/or
macroareas that relate to a group of languages
building on prior work by ICANN (2015). For ex-
ample, using this mapping it is easy to find that
the letter beh with small v below ⟨ࢠ⟩ (U+08A0) is
part of the orthography of Wolof, a language of
Senegal (Ngom, 2010), while gaf with ring ⟨ڰ⟩
(U+06B0) belongs to Saraiki language spoken in
Pakistan (Bashir and Conners, 2019). This map-
ping can be used to auto-generate the orthographic
inventories for lesser-resourced languages.

4 Software Details and Validation

Our software library is implemented using Pynini,
a Python library for constructing finite-state gram-
mars and for performing operations on FSTs (Gor-
man, 2016; Gorman and Sproat, 2021). Each
FST is compiled from the collections of individ-
ual context-dependent letter rewrite rules (Mohri
and Sproat, 1996) and is available in two versions:
over an alphabet of UTF-8 encoded bytes and
over the integer Unicode code points. The FSTs
are stored uncompressed in binary FST archives
(FARs) in OpenFst format (Allauzen et al., 2007).

The summaries of language-agnostic and
language-dependent FSTs over UTF-8 strings are
shown in Table 3 and Table 4, respectively. As
can be seen from the tables, the language-agnostic
and reading normalization FSTs are relatively un-
complicated and small in terms of number of

Lang. s′ = s ◦ V s′ = (s ◦ V) ◦ R
% tokens % types % tokens % types

ckb 18.27 25.84 30.07 41.26
sd 17.32 14.83 21.74 17.31
ur 0.09 1.16 0.10 1.23

Table 5: Percentage of tokens and types changed.

states, arcs and the overall (uncompressed) size on
disk. The visual normalization FSTs are signifi-
cantly larger, which is explained by the number
of composition operations used in their construc-
tion (see §3). The reading normalization FSTs for
South Azerbaijani and Malay shown in Table 4 im-
plement the identity mapping. This is because we
could not find enough examples requiring reading-
style normalization in online data (see the Limita-
tions section for more details).

As an informal sanity check we validate the
prevalence of normalization on word-frequency
lists for Sorani Kurdish (ckb), Sindhi (sd) and
Uyghur (ug) from project Crúbadán (Scannell,
2007). Table 5 shows the percentages of tokens
and types changed (s′ ̸= s) by visual normaliza-
tion on one hand and the combined visual and
reading normalization on the other. Urdu has the
fewest number of modifications compared to So-
rani Kurdish and Sindhi, most likely due to a more
regular orthography and stable input methods man-
ifest in the crawled data. Significantly more ex-
tensive analysis and experiments in statistical lan-
guage modeling and neural machine translation for
the languages covered in this paper are presented
in a forthcoming study (Doctor et al., 2022).

Example The use of the library is demonstrated
by the following Python example that implements
a simple command-line utility for performing read-
ing normalization on a single string using Pynini
APIs. The program requires two FAR files that
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Lang. Input Output Correct Output

bal دئیٽ دئیت teh
ckb لەشڪر لەشکر keheh
fa مؤسسه موسسه waw
ks ھۍتک ھؠتک kashmiri yeh
pa کئي کئی farsi yeh
sd ڳوهه ڳوہہ heh goal
ug سای ساي yeh
ur صورة صورۃ teh marbuta goal

Table 6: Some examples of reading normalization.

store compiled visual and reading normalization
grammars, the upper-case BCP-47 language code
for retrieving the FST for a given language, and an
input string:5

example.py

from absl import app
from absl import flags
from collections.abc import Iterable, Sequence
import pynini as pyn

flags.DEFINE_string("input", None, "Input string.")
flags.DEFINE_string("lang", None, "Language code.")
flags.DEFINE_string("reading_grm", None, "Reading FAR.")
flags.DEFINE_string("visual_grm", None, "Visual FAR.")
FLAGS = flags.FLAGS

def load_fst(grammar_path: str, lang: str) -> pyn.Fst:
"""Loads FST for specified grammar and language."""
return pyn.Far(grammar_path)[lang]

def apply(text: str, fsts: Iterable[pyn.Fst]) -> str:
"""Applies sequence of FSTs on an input string."""
try:
composed = pyn.escape(text)
for fst in fsts:

composed = (composed @ fst).optimize()
return pyn.shortestpath(composed).string()

except pyn.FstOpError as error:
raise ValueError(f"Error for string `{text}`")

def main(argv: Sequence[str]) -> None:
# ... initializing FLAGS
visual_fst = load_fst(FLAGS.visual_grm, FLAGS.lang)
reading_fst = load_fst(FLAGS.reading_grm, FLAGS.lang)
out = apply(FLAGS.input, [visual_fst, reading_fst])
print(f"=> {out}")

if __name__ == "__main__":
app.run(main)

The visual and reading FSTs for a given language
are retrieved from the relevant FAR files using
load_fst function. The input string is first con-
verted to a linear FST. The visual and reading nor-
malization FSTs are then sequentially composed
with the input FST and a shortest path algorithm is
applied on the result, which is then converted from
a linear FST back to a Python string in apply func-
tion to yield the final normalized output.

Some examples of reading normalization pro-

5The infrastructure for compiling the Pynini grammars is
described in Johny et al. (2021).

duced using the example.py utility above for
some of the supported languages are shown in Ta-
ble 6. For each language, the input string in the
second column of the table is normalized to a
string shown in the third column. The final col-
umn shows the name of a particular letter in the
output string that replaced the original letter from
the input string, e.g., for Sorani Kurdish (ckb)
the following rewrite occurs: swash kaf (U+06AA)
→ keheh (U+06A9), while for Punjabi (pa), yeh
(U+064A) → farsi yeh (U+06CC).

5 Conclusion and Future Work

We have presented a flexible FST-based software
package for low-level processing of orthographies
based on Perso-Arabic script. We described the
main components of the architecture consisting
of various script normalization operations, roman-
ization/transliteration, and character-language in-
dex. We expect to increase the current lan-
guage coverage of eleven languages to further rel-
atively well-documented orthographies, but also
provide treatment for resource-scarce orthogra-
phies, such as the Ajami orthographies of Sub-
Saharan Africa (Mumin, 2014).

Limitations

When developing the visual and reading normal-
ization rules for the eleven languages described in
this paper we made use of publicly available on-
line data consisting of the respective Wikipedias,
Wikipron (Lee et al., 2020), Crúbadán (Scannell,
2007) and parts of Common Crawl (Patel, 2020).
The latter corpus is particularly noisy and requires
non-trivial filtering (Kreutzer et al., 2022). Fur-
thermore, many Wikipedia and Common Crawl
documents contain code-switched text in several
languages that are recorded in Perso-Arabic. Ro-
bust language identification (LID) is required to
distinguish between tokens in such sentences (for
example, Kashmiri vs. Pashto or Balochi) in or-
der not to confuse between the respective orthogra-
phies. Since we did not have access to robust LID
models for the languages under study, for lesser-
resourced languages such as Kashmiri, Malay in
Jawi orthography, South Azerbaijani and Uyghur,
it is likely that some of the words we used as exam-
ples requiring normalization may have been mis-
classified resulting in normalizations that should
not be there.
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Abstract

Coreference resolution is a key aspect of text
comprehension, but the size of the available
coreference corpora for Arabic is limited in
comparison to the size of the corpora for other
languages. In this paper we present a Game-
With-A-Purpose called Stroll with a Scroll cre-
ated to collect from players coreference anno-
tations for Arabic. The key contribution of this
work is the embedding of the annotation task
in a virtual world setting, as opposed to the
puzzle-type games used in previously proposed
Games-With-A-Purpose for coreference.

1 Introduction

Coreference resolution is the task of clustering the
mentions in a text that refer to the same real world
entity. In the following example of coreference
resolution, bold phrases are said to corefer as they
point to the same discourse entity, a person named
Ibn Sina.
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Ibn Sina is a scientist and doctor who
was known for philosophy and medicine.
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One of the most famous writings of the
scientist is The Canon of Medicine.

Coreference resolution is a key element of text com-
prehension (Poesio et al., 2016; Wu et al., 2021).
Identifying references to entities in the context is
essential for meaning interpretation. In addition,
anaphoric references are an important aspect of tex-
tual cohesion, as they connect different parts of the
text to ensure its unity. Resolving anaphoric refer-
ences is essential for most Natural Language Pro-
cessing (NLP) applications, including automatic

translation, information extraction and topic detec-
tion (Bouzid and Zribi, 2020).

Collecting coreference annotations from experts
can be expensive, so crowdsourcing is often em-
ployed (Snow et al., 2008). This can be done using
a crowdsourcing platform (Poesio et al., 2008) or
by embedding the annotation task in a game in a
seamless manner. Such games are referred to as
Games-With-A-Purpose (GWAP) (Von Ahn and
Dabbish, 2005; Von Ahn, 2006; Von Ahn et al.,
2006a,b; Chamberlain et al., 2008; Poesio et al.,
2013a; Lafourcade et al., 2015). GWAPs are games
designed to collect judgments from players using
their gaming skills and language competence; the
main reward for players is entertainment. GWAPs
have been used e.g., for biological data collection
(Kleffner et al., 2017), and, in AI, for image pro-
cessing (Von Ahn and Dabbish, 2005) and natu-
ral language processing (Chamberlain et al., 2008;
Krause et al., 2010; Venhuizen et al., 2013; Fort
et al., 2014; Dziedzic, 2016; Kicikoglu et al., 2019;
Madge et al., 2019b,a; Bonetti and Tonelli, 2020).
Using GWAPs for manual annotation is particularly
well-suited when the aim is to collect large corpora,
that would be too expensive to create using other
forms of crowdsourcing (Poesio et al., 2013b).

The objective of this research is to create a
GWAP called Stroll with a Scroll for Arabic coref-
erence annotation. The motivations for our work
are:

• The fact that the available Arabic coreference
corpora are limited in size. In the CoNLL-
2012 shared task the Arabic portion is about
1/3 of the Chinese and English subsets, com-
prising about 300k tokens. This is considered
a barrier to improving the coreference resolu-
tion models accuracy (Pradhan et al., 2012).

• More in general, there is limited work on
GWAPs for Arabic language annotation in
comparison with English. To our knowledge
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there is no game with the purpose of collecting
Arabic coreference annotation.

Our main contributions are:

• To start a path towards using gamification to
attract public engagement to contribute to the
creation of larger Arabic coreference corpora,
and more in general Arabic NLP corpora;

• The adoption of a virtual world setting, which
we expect would increase the chances of at-
tracting players but whose use is still limited
in GWAPs for corpus annotation;

2 Related Work

2.1 Games with a Purpose for NLP

The first examples of Games-With-A-Purpose in
AI are the well-known ESP game for image la-
belling and other games from Luis von Ahn’s lab
(Von Ahn and Dabbish, 2005; Von Ahn et al.,
2006a,b; Seemakurty et al., 2010). Among the
first GWAPs for NLP are Jeux-de-Mots for French
lexical acquisition (Lafourcade, 2007) and, for En-
glish coreference, Phrase Detectives (Chamberlain
et al., 2008). Other examples are OnTo-Galaxy to
populate an ontology in English and collect syn-
onyms for German verbs (Krause et al., 2010), Wor-
drobe for English word sense labelling (Venhuizen
et al., 2013), Zombilingo for French dependency
syntax annotation (Fort et al., 2014), RoboCorp for
Polish named entities annotation (Dziedzic, 2016),
WordClicker for English part of speech annotation
(Madge et al., 2019b), High School SuperHero
for Italian abusive language annotation (Bonetti
and Tonelli, 2020) and NameThatLanguage for lan-
guage recognition (Cieri et al., 2021).

There are some GWAPs for Arabic NLP, includ-
ing tashkeelWAP for digitizing Arabic diacritics
(Kassem et al., 2016), 3arosty for Arabic named
entities annotation (Sabty et al., 2016), 3ammeya
to build a corpus for Arabic dialects (Osman et al.,
2015) and a GWAP to map Modern Standard Ara-
bic to Arabic regional dialects (Nasser et al., 2013).
However, to the best of our knowledge, this is the
first GWAP for Arabic coreference and the first
GWAP to embed the task of collecting Arabic an-
notations in a 3D virtual game.

Many of the early NLP GWAPs were essentially
gamified versions of annotation tools. Attempts
to produce more engaging games include Puzzle

Racer and Ka-boom! for word sense disambigua-
tion (Jurgens and Navigli, 2014). More recently,
an engaging game design was developed for Word-
Clicker, a part of speech tagging game where play-
ers take the role of a baker who fills jars with the
part of speech it represents (Madge et al., 2019b).

2.2 GWAPs for Coreference

Phrase Detectives is an online interactive active
game to collect English coreference annotation re-
leased in 2008. The game has two modes to par-
ticipate in annotation. The first mode to select a
markable that corefers to another highlighted mark-
able and the second mode to validate other players’
submitted answers. By 2019, the game had col-
lected over 5 million annotations from more than
50,000 players; the 2nd release of the corpus was
the largest crowdsourced corpus for coreference
and one of the largest crowdsourced corpora for
NLP (Poesio et al., 2019).

Wormingo is an online game to collect English
coreference annotation. It creates a novel tech-
nique called motivation-annotation paradigm. That
highlights the importance of text comprehension
in producing accurately coreferenced corpora and
making the annotation task easier. Text compre-
hension is essential in the motivational part of the
game that is demonstrated by linguistic puzzles.
The annotation part comes after the motivational
part and follows the design of Phrase Detectives
(Kicikoglu et al., 2019).

2.3 GWAPs Embedded in Virtual Worlds

One approach to making games more engaging
is to embed them in the virtual world scenarios
familiar from most video games. One example
of GWAPs adopting this approach is High School
Superhero (Bonetti and Tonelli, 2020, 2021), a 3D
role-playing game is created for abusive language
annotation in a sentence level.

Other example is LingoTowns (Althani et al.,
2022), an isometric world consisting of towns. It
hosts three mini-games: PhraseFarm, CafeClicker
and Lingotoruim.

The more recent Borderlands Science (Wald-
ispühl et al., 2020) is an integration of citizen sci-
ence game named Phylo (Kawrykow et al., 2012)
into a massively multiplayer online game called
Borderlands. In three months, they have collected
50 million puzzle solutions.
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3 Stroll with a Scroll

In this paper we introduce Stroll with a Scroll,
a GWAP for (Arabic) coreference annotation in
which the player is an agent embedded in a 3D
world.

3.1 Game Design

In Stroll with a Scroll, players find themselves in
an ancient middle eastern fictional town located in
the desert. They roam around this town being rep-
resented by an avatar that is dressed in an ancient
middle eastern garment as shown in Figure 1.

The game has a treasure hunt theme, with puz-
zles hidden in the text. To motivate players, we fol-
low the motivation-annotation paradigm introduced
by Wormingo that uses puzzles and gamification
techniques to motivate the players (Kicikoglu et al.,
2019). The inclusion of linguistic puzzles increases
players’ comprehension of text thus, understanding
is required to perform coreference annotation.

There are plenty of chests scattered around the
town which the player has to find. Only one chest is
presented at a given moment; the player is guided
to chest location through a navigation system that
is displayed on the top right corner presented in
Figure 1. The navigation system has three colours:
red, yellow, and green to show how far is the avatar
from the chest.

The player starts by opening a chest that has a

scroll within it. The scroll has textual content with
missing parts of information as these pieces were
torn because these scrolls are old. The player must
guess the lost parts by solving puzzles.

If the player guesses the right word, 10 puzzle
points will be added. If a player fails to guess the
word, no points will be added.

3.2 Coreference Annotation
The annotation task is presented as questions fol-
lowing the approach used in Phrase Detectives
(Chamberlain et al., 2008) and Wormingo (Ki-
cikoglu et al., 2019). Two types of questions are
presented to the player: annotation questions, and
validation questions. In the annotation, the player
is asked to decide if a mention, colored by red, is
discourse new, discourse old (If the player decides
that a mention is discourse old, they must select
the nearest antecedent from suggested antecedents
highlighted in blue) or skip answering as in Figure
2. On the other hand, in the validation, the player is
asked to validate the model (Aloraini et al., 2020)
or other players.

3.3 Preprocessing
In earlier games such as Phrase Detectives , the pre-
processing of documents to annotate only involved
mention identification (Poesio et al., 2017). How-
ever, if a coreference resolver is available, carrying
out a preliminary coreference annotation increases

Figure 1: A screenshot of the game.
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the potential of a game to collect larger number
of annotated documents, as annotation by human
players can be driven by uncertainty about the an-
notation, as in an active learning setting (Li et al.,
2020).

The input to Stroll with a Scroll is pre-annotated
to extract mentions and coreference links using
the first neural coreference resolver for Arabic
(Aloraini et al., 2020) that achieved higher re-
sults than than the existing state-of-the-art system
(Björkelund and Kuhn, 2014) on Arabic corefer-
ence resolution.

3.4 Aggregation

Stroll with a Scroll follows Phrase Detectives
(Chamberlain et al., 2008) by using Mention Pair
Annotation (Paun et al., 2018) to aggregate user
annotations.

4 Discussion

We introduced Stroll with a Scroll , a new GWAP
for annotating coreference in Arabic. Our GWAP
is based on the motivation-annotation paradigm
from Wormingo in having two disjoint parts: the
puzzles part and the annotation part. This division
ensures that the orthogonal game design mechanics
e.g., aiming, driving and dropping that are the main
contributors to most of the popular video games are
separated from the annotation task. Video games

are separated from the annotation task, so as not to
negatively impact the annotation accuracy (Tuite,
2014; Madge et al., 2019a). However, the moti-
vation and the annotation are both embedded in a
virtual world scenario: document search involves
finding chests in an old town, and filling gaps in the
document is naturally presented as reconstructing
the scroll. We expect that this novel setting will
make the game more attractive to certain types of
players who are more interested in 3D games than
in puzzles.

5 Limitations

The future based rewards of the annotation part
might discourage the players to continue. Further-
more, in the current development stage, the player
does not have the option to select antecedents out-
side of the suggested ones.

6 Conclusion

Games-With-A-Purpose for collecting text anno-
tations are an increasingly popular alternative to
crowdsourcing platforms. Even so, to our knowl-
edge there is no GWAP of collecting Arabic coref-
erence annotation. We present a 3D virtual world
GWAP of collecting coreference annotations for
Arabic corpus. We expect the adoption of a vir-
tual world setting would increase the chances of
attracting players.

Figure 2: The annotation task embedded in a 3D game.
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Abstract

NatiQ is end-to-end text-to-speech system
for Arabic. Our speech synthesizer uses an
encoder-decoder architecture with attention.
We used both tacotron-based models (tacotron-
1 and tacotron-2) and the faster transformer
model for generating mel-spectrograms from
characters. We concatenated Tacotron1 with
the WaveRNN vocoder, Tacotron2 with the
WaveGlow vocoder and ESPnet transformer
with the parallel wavegan vocoder to synthesize
waveforms from the spectrograms. We used
in-house speech data for two voices: 1) neu-
tral male “Hamza”- narrating general content
and news, and 2) expressive female “Amina”-
narrating children story books to train our mod-
els. Our best systems achieve an average Mean
Opinion Score (MOS) of 4.21 and 4.40 for
Amina and Hamza respectively.The objective
evaluation of the systems using word and char-
acter error rate (WER and CER) as well as
the response time measured by real-time fac-
tor favored the end-to-end architecture ESP-
net.NatiQ demo is available online at
https://tts.qcri.org.

1 Introduction

Text to speech (TTS) is among the technolo-
gies that enables many solutions across different
sectors. In the current pandemic time, education
system is challenged with the new norm of distance
and remote education. Teachers are not able to pro-
vide needed attention and support for every student;
more precisely for lower elementary schools where
students are very dependent on the teacher’s guid-
ance to follow the instructions. TTS can elevate
some of this burden by allowing the young children
to hear the content and have it read to them in a
very fluent and pleasing voice. Advances in Neu-
ral technology allow achieving more natural voice
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compared to previous technologies (Kons et al.,
2019).

We present NatiQ, an end-to-end speech system
for Arabic. The system is composed of two inde-
pendent modules: i) the web application and ii) the
speech synthesizer. The web application uses Re-
act Javascript framework to handle dynamic User
Interface and MangoDB to handle session related
information. The system is built upon modern web
technologies, allowing it to run cross-browsers and
platforms. Figure 1 presents a screenshot of the
interface.

Our best synthesizer is based on ESPnet Trans-
former TTS (Li et al., 2019) architecture that
takes input characters in an encoder-decoder frame-
work to output mel-spectograms. The interme-
diate form is then converted into wav form us-
ing the Generative Adversarial Networks vocoder
WaveGAN (Donahue et al., 2019; Yamamoto et al.,
2020). We explored additional architecture includ-
ing Tacotron1 (Wang et al., 2017) and 2 (Shen et al.,
2018) and for vocoders WaveRNN (Kalchbrenner
et al., 2018) and WaveGlow (Prenger et al., 2018)
to synthesize waveforms from the decoded mel-
spectograms.

We built two in-house speech corpora Amina
– a female speaker with expressive narration and
Hamza – a male speaker with neutral narration. The
former is targeted towards education and the latter
is more suitable to broadcast media.

Given that Arabic is typically written with no
short vowels, this required to include additional
processing to the text before exploiting it in the
training. In addition to the short vowels restoration,
diacritization, the pre-processing steps involves seg-
mentation, transcript matching, voice normaliza-
tion and silence reduction. We will further describe
the pipeline and the architecture in detail. The re-
sulting systems were evaluated using both objective
and subjective approaches employing automatic
metrics such as CER and WER; and using MOS.
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Lastely, the systems were assessed with Real-time
Factor to evaluated decoding speed of each model.

Figure 1: NatiQ system in action

Figure 2: NatiQ Architecture.

2 System Architecture

Our NatiQ system is a web-based demonstration
that is composed of two main components:

2.1 Web Application
The web application has two major components;
the frontend and the backend. The frontend is cre-
ated using the React Javascript framework to han-
dle the dynamic User Interface (UI) changes such
updates in generation. The backend is built using
NodeJS and MongoDB to handle sessions, data as-
sociated with these sessions, communication with
models, request inference and authentication. The

frontend presents the user with an input text box
and choice of speakers to choose from. Figure 1
shows a screenshot for the frontend. The responses
from the backend will be presented to the user in a
wave form that the user can listen to or download.

2.2 Speech Synthesis
Now we will describe the overall architecture of
our synthesis model. Figure 2 shows the system
architecture. The preprocessing module involves
converting the numbers, abbreviations and dates
into their vocalized form using linguistic and cus-
tom rules. Next the text is vowelized using Farasa
(Abdelali et al., 2016), which diacritize and restore
short vowels using the syntactic structure of the
sentence.

The synthesizer is an encoder-decoder model
cascaded with a vocoder to generate the wave-
forms. The former converts the preprocessed text
into a mel-spectrum. The latter convert the mel-
spectogram representation into a wave form. Below
we describe different components of our model:

2.2.1 Data
We acquired high quality speech data recorded at
a sampling rate of 44kHz from two speakers. A
female speaker Amina was recorded reading se-
lected passages mainly from children books in
Modern Standard Arabic. The data contains 3964
segments and 50,714 words in total. The style
for this recording is expressive. The second data
Hamza was recorded by a male speaker and in neu-
tral style. This data contains 6005 segments and
80,409 words in total. Figure 3 shows the segments
length distribution for each of the speakers. For
both of the speakers, the average length of the seg-
ments is around 7 seconds or around 12 words per
segment.

Figure 3: Distribution of segments lengths per speakers

2.2.2 Preprocessing
Data preprocessing steps involve: i) diacritization,
ii) speech transcript matching, iii) segmentation,
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and iv) vowel normalization and silence reduction.
Diacritization Arabic has two types of vowels;

namely long vowels, which are explicitly written
in the text, and short vowels (aka diacritics) which
are typically omitted in modern writings as native
speakers can infer them based on contextual infor-
mation. In order to read Arabic words properly,
readers need to restore the missing diacritics and
this is important for machines to pronounce the
text correctly. We diacritized the text using Farasa
(Abdelali et al., 2016). Although Farasa gives an
accuracy above 94% the automatic diacritized data
was, neverthless, reviewed by a language expert to
ensure the accuracy of the annotations. This is im-
portant as some cases (for example named entities
and foreign words) are often even challenging for
a native speaker let alone for the automatic system.
It’s worth mentioning that we built a text normal-
ization layer to convert digits, abbreviations, and
special symbols to words to be fully diacritized by
Farasa. Due to Arabic complexity and ambiguity,
this conversion was not trivial in many cases.

Speech Transcript Matching Although native
speakers don’t require short vowels to correctly pro-
nounce a word, in some rare cases they may make
mistake of pronouncing a word with a wrong vowel.
Rather than correcting the speaker which might re-
quire going back to the studio and re-record the
segment again, we opted to change the transcript
in such cases to reflect what was spoken. This
will save both time and efforts required from the
speaker and the recording studio.

Segmentation Due to the limitation of neural
architectures to handle long audio samples (Shen
et al., 2018), the data is sampled into frames of
10 seconds in average. The segmentation has to
consider the sentence boundaries and not to break
nor the context or the prosody. In general cases,
long silences between segments is a good indicator
but exception were found when related context or
supplemental material that is still considered a part
of the sentence still comes after a long pause.

Text Normalization This includes spelling
out numbers, fractions, abbreviations and ti-
tles into their textual format such as “16.43”
to “ �é
JÖÏ @ 	áÓ Z 	Qk. 	á�
�KC�Kð �éªK. P



@ð Qå��« �é�J�” (stp Ecr wOr-

bEp wvlAvyn jzC mn AlmQp)1 or “Yg. AÓ . X .


@ ÈA�̄ð”

(wqAl O. d. mAjd) to “Yg. AÓ Pñ�J»YË@ 	XA�J�


B@ ÈA�̄ð”

(wqAl AlOstAV Aldktwr mAjd).

1Using Safe Buckwalter Arabic encoding

2.2.3 Models

We trained three models based on Tacotron-1
(Wang et al., 2017), Tacotron-2 (Shen et al., 2018)
and Transformer TTS (Li et al., 2019) recipes. The
choice of these models was driven mainly by: Real-
time decoding and high-quality voice.

Model Tacotron1 builds on top of RNN
sequence-to-sequence architecture. It includes an
encoder, an attention-based decoder, and a post-
processing module. The former takes text as char-
acters and generates a mel-spectrogram. The post-
processing module then generates waveform from
the mel-spectogram. Tacotron1 uses a CBHG-
based encoder which consists of a bank of 1-D con-
volutional filters, followed by highway networks
and a bidirectional gated recurrent unit (GRU). The
decoder is a content-based tanh attention decoder
that generates an 80-band mel-scale spectrogram
as the target. Finally we use WaveRNN (Kalch-
brenner et al., 2018) on top to generate waveforms
from the generated mel-spectograms. WaveRNN is
a single layered RNN network that generates raw
audio samples.

Model Tacotron2 follows the same recipe as
Tacotron1 i.e. RNN-based sequence-to-sequence
encoder-decoder architecture, it consists of a bi-
directional LSTM-based encoder and a unidirec-
tional LSTM-based decoder with location sensi-
tive attention (Zhang et al., 2018). Additionally,
the models employs different vocoder to generate
waveforms. We used the WaveGlow (Prenger et al.,
2018), a flow-based network capable of generating
high quality speech from melspectograms. WaveG-
low is a generative model that generates audio by
sampling from zero mean spherical Gaussian distri-
bution. It uses 12 coupling layers and 12 invertible
1× 1 convolutions.

Model ESPnet Transformer TTS Inspired by
Neural Machine Translation, Transformer TTS (Li
et al., 2019) adapts multi-head self-attention mecha-
nism and feed forward strategy to build an encoder-
decoder model that would convert a sequence of
inputs characters into an output sequence of acous-
tic features (log Mel-filter bank features), the model
provide an adventage over the former models in the
training speed as it uses a feed forward network
compared to recurrent network based-models. Sim-
ilarly to Tacotron1 and Tacotron2 models, Trans-
former TTS requires a vocoder to further convert
the Mel features into wave form. We used Par-
allel WaveGAN (Yamamoto et al., 2020) a non-
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autoregressive WaveNet that uses generative ad-
versarial network to convert the Mel-filter bank
sequences to a waveform.

3 Evaluation

To evaluate the performance of each of the models,
We built an evaluation test set composed of 100
sentences of varying lengths, collected from six
domains including: Culture, Economy, Literature,
Politics, Sports, and Technology. The sentences
were collected between Jan 1st to Jan 20th, 2022.
They include excerpts from current topics and news.
We decoded each sentence using the models and for
each of the voices. This resulted in a pool of 600
audio files to evaluate. We carried automatic and
manual (subjective) evaluations described below:

3.1 Automatic Evaluation
We used state-of-the-art Arabic ASR system (Hus-
sein et al., 2022) to decode the audio files generated
by our TTS models. The ASR system gives state of
the art performance on a number of standard data
sets such as MGB-3 (Ali et al., 2017) and MGB-
5 (Ali et al., 2019). We then compare the generated
transcripts against the input sentences for which
TTS outputs are generated. As the ASR system
generates unvowelized text, we strip short vowels
from the reference original text to allow a fair com-
parison. We used standard evaluation metrics Word
Error Rate (WER) and Charecter Error Rate (CER).
Table 1 shows the results using the automatic ap-
proach. The system built using ESPnet2 gave the
lowest WER and CER. Additionally, the neutral
voice “Hamza” achieved a lower error rate when
compared to the expressive “Amina”. This high-
lights the challenges dealing with non-monotonic
voices which are typically richer and has more fea-
tures that the network needs to capture (Valle et al.,
2019). For Amina, Tacotron1 results are not worse
than the leading ESPnet2 system; which potentially
means that Tacotron1 is better at handling richer
features. Tacotron2 suffers more from deletion, and
substitution errors, this is the main cause for the
CER/WER to be higher than other models.

3.2 Qualitative Evaluation
We recruited 14 individuals (7 females and 7 males)
to carry the manual subjective evaluation. The
participants were instructed to listen to the au-
dio and give their opinion on the speech qual-
ity using a scale from 1 to 5; The five-category
MOS scale (Guski, 1997): 5 = excellent, 4 =

Amina Hamza
CER WER CER WER

ESPnet2 17.47 40.42 8.01 24.87
Tacotron1 22.51 43.98 27.48 46.12
Tacotron2 40.76 64.80 82.38 93.62

Table 1: CER and WER evaluation results.

Amina Hamza
ESPnet2 3.57 4.40
Tacotron1 4.21 4.38
Tacotron2 3.49 2.34

Table 2: MOS evaluation results for the three systems.

good, 3 = fair, 2 = poor, 1 = bad. Each par-
ticipants was presented with a set of 15 random
samples from the pool. The overall results pre-
sented in Table 2 shows that the participants fa-
vored ESPNet:Hamza and Tacotron1:Amina. The
results of ESPNet:Hamza are very comparable to
the Tacotron1:Hamza. The results also shows that
participants preferred the neutral voice over expres-
sive one. Literature also reports that typically evalu-
ators prefer neutral over expressive and expressivity
is better perceived when the samples have a high
quality (Tahon et al., 2017). The qualitative results
are closely aligned with automatic evaluation, the
differences in CER/WER between ESPNet:Amina
and Tacotron1:Amina are less pronounced when
compared to Hamza.

3.3 Speed

Lastly, another metric to evaluate the system, we
used Real-time Factor (RTF): the ratio of the
speech generation time to the utterance duration.
Such measure is very crucial and essential in the
deployment of any system, especially for real-time
use. For a system to be considered real-time, RTF
should be <= 1 (Pratap et al., 2020). Having a
low RTF, will ensure that the system latency is
reasonable and acceptable and indicate that the sys-
tem can be used in real-time applications. Table 3
shows the average RTF for the three systems run-
ning on a 4 Cores Intel(R) Xeon(R) CPU E5-2640
v4 @ 2.40GHz and 32Gb of RAM and powered by
NVIDIA Tesla V100 SXM2 32Gb GPU. The end-
to-end ESPnet2 system, is the clear winner with
a an RTF equal to 0.09 which is 1.5 and 17 times
faster than Tacotron2 and Tacotron1 respectively.
None of the systems run real-time on CPU. Our
fastest system ESPnet2 runs at a speed of 4.24xRT.
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RTF
Model GPU CPU
ESPnet2 0.09 4.24
Tacotron1 1.66 -
Tacotron2 0.14 -

Table 3: Realtime Factor evaluation results.

4 Conclusion

We presented NatiQ Arabic text-to-speech system,
a system based on end-to-end framework that com-
bines Transformer encoder-decoder and WaveGAN
vocoder. The system was evaluated using subjec-
tive metric, Mean Opinion Score and objective
Speed, WER and CER. The system achieved a
MOS of 4.35 and 4.72 for Amina and Hamza re-
spectively. Such performance is very comparable
to English systems (Wang et al., 2017; Shen et al.,
2018) . For the expressive speaker, the performance
of the system still lags behind the neutral one. This
is due to the complex and rich features encoded in
expressive voice. We plan to explore different tech-
niques that exploits the additional features in the
voice such as (Liu et al., 2020) which aim to com-
bine frames and style information as two objective
functions to optimize while training the model.
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Abstract

Data annotation is the foundation of most natu-
ral language processing (NLP) tasks. However,
data annotation is complex and there is often no
specific correct label, especially in subjective
tasks. Data annotation is affected by the annota-
tors’ ability to understand the provided data. In
the case of Arabic, this is important due to the
large dialectal variety. In this paper, we analyse
how Arabic speakers understand other dialects
in written text. Also, we analyse the effect of
dialect familiarity on the quality of data anno-
tation, focusing on Arabic sarcasm detection.
This is done by collecting third-party labels and
comparing them to high-quality first-party la-
bels. Our analysis shows that annotators tend
to better identify their own dialect and they are
prone to confuse dialects they are unfamiliar
with. For task labels, annotators tend to per-
form better on their dialect or dialects they are
familiar with. Finally, females tend to perform
better than males on the sarcasm detection task.
We suggest that to guarantee high-quality la-
bels, researchers should recruit native dialect
speakers for annotation.

1 Introduction

Many natural language processing (NLP) tasks rely
on training machine learning (ML) models on la-
belled data. The labels are assigned in different
approaches, amongst the most common ones is
human annotation. These labels are sometimes
highly subjective and might be affected by anno-
tators’ backgrounds and beliefs. Such subjectiv-
ity would have minimal effects for objective tasks
where people have consensus (Plank et al., 2014).
However, these differences can be disruptive when
considering subjective tasks such as sentiment anal-
ysis (Medhat et al., 2014; Abu Farha and Magdy,
2021), sarcasm detection (Abu Farha et al., 2022a),
hate speech (MacAvaney et al., 2019) and many
others. This applies to all languages, but for Ara-
bic, it is more important due to the large dialectal

variety amongst Arab annotators. Arabic has three
variants; the first is classical Arabic (CA), which
is the language of Quran and early literature. The
second is modern standard Arabic (MSA), which
is standardized and mainly used in news and books.
The third is dialectal Arabic (DA), which is the
colloquial language spoken in everyday life and it
varies from one region to another. DA differs from
MSA in the sense that these dialects are not stan-
dardized. Arabic dialects substantially differ from
MSA and each other in terms of phonology, mor-
phology, lexical choice and syntax (Habash, 2010).
These variations affect how speakers of different
dialects understand each other; where some words
or maybe complete sentences can be incomprehen-
sible.

Previous works on Arabic dialects focused on
dialect identification either in text or speech such
as the works of (Zaidan and Callison-Burch, 2014;
Elfardy et al., 2014; Bouamor et al., 2014; Salameh
et al., 2018; Elaraby and Abdul-Mageed, 2018;
Bouamor et al., 2019; Abdul-Mageed et al., 2020,
2021). Other works focused on higher level tasks
exploiting dialectal data such as sentiment analysis
(Abdul-Mageed et al., 2014), emotion (Alhuzali
et al., 2018), offensive language (Mubarak et al.,
2020), and sarcasm (Abu Farha and Magdy, 2020).
Most of these datasets are created through manual
data annotation. Those annotations are collected by
either recruiting designated annotators or through
crowd-sourcing platforms. Especially in the case
of crowd-sourced annotations, the annotators are
usually from different regions and speak different
dialects.

In this paper, we argue that dataset creators
should take into consideration the effects of anno-
tators’ native dialect and dialect familiarity on the
annotation process. Due to the differences between
Arabic dialects, annotators might be assigning inac-
curate labels to texts written in dialects they do not
fully understand. In our work, we aim to analyse
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how a speaker of one dialect understands another.
Also, we study the effect of dialect familiarity on
the data annotation process, taking Arabic sarcasm
as a case study of a highly subjective task.

In our paper, we investigate the following re-
search questions:

• RQ1: How do speakers of different dialects
understand text written in other dialects?

• RQ2: How do speakers of different dialects
perform on the sarcasm detection task?

• RQ3: Is there a correlation between gender
and the performance of an annotator on the
sarcasm detection task?

In this paper, we answer these questions through
collecting third-party annotations for SemEval’s
2022 task 6 (iSarcasmEval) dataset (Abu Farha
et al., 2022a). This dataset has first-party labels for
both sarcasm and dialect, where the text authors
provided the labels. Thus, we argue that those la-
bels are of a higher quality compared to traditional
third-party labels. In our work, we collect both
sarcasm and dialect labels from third-party annota-
tors, and we analyse the variation of performance
based on annotators’ mother dialect, familiarity
with other dialects, and gender. Our analysis shows
that: (1) annotators tend to better understand and
identify their own dialect; (2) annotators are prone
to confuse dialects with each other; (3) Egyptian di-
alect and MSA are the easiest to identify in written
text; (4) sarcasm annotations are more trustwor-
thy if they are provided by native dialect speakers;
and (5) females tend to perform better than males
on the sarcasm detection task. We hope that our
findings in this study would work as guidelines
for future work on labelling Arabic datasets. Data
used for this work with all labels are made publicly
available1.

2 Related Work

2.1 Data Annotation and Subjectivity
Most NLP applications rely on manually annotated
data. These annotations are collected from annota-
tors from different cultures and backgrounds. Previ-
ous works acknowledged the effects of subjectivity
on the quality of datasets. However, the literature
lacks in-depth analyses or attempts to mitigate this
issue. (Rottger et al., 2022) tried to approach this
issue through suggesting new paradigms for data
annotation. In their work, they suggest that dataset

1https://github.com/iabufarha/
arabic-dialect-familiarity

creators follow either descriptive or the prescriptive
paradigm. Descriptive paradigm encourages anno-
tator subjectivity, whereas prescriptive paradigm
discourages it. They also argue that dataset cre-
ators should explicitly aim for one or the other. For
Arabic, dialect intelligibility and understanding can
be one of the subjective factors affecting the data
annotation process. The literature of Arabic NLP
lacks in-depth analyses on the effects of dialect fa-
miliarity on the quality of data annotations or how
people understand different dialects. Habash et al.
(2008) approached the dialectal variety focusing on
creating standard annotation guidelines identifying
dialect switching between MSA and at least one
dialect. Zaidan and Callison-Burch (2014) men-
tioned that annotators tend to over-identify their
dialect. We add to this line of work by exploring
how annotators understand different dialects. We
also analyse the quality of their labels on one of the
most subjective tasks, sarcasm detection.

2.2 Dialectal Arabic NLP

One of the major challenges when studying dialec-
tal Arabic (DA) was the lack of resources. For this
reason, early works focused on creating resources
that cover a few regions or countries (Jarrar et al.,
2017; Khalifa et al., 2016; Sadat et al., 2014; Har-
rat et al., 2014; Al-Twairesh et al., 2018), while
others focused on creating multi-dialect resources
(Zaidan and Callison-Burch, 2011; Elfardy et al.,
2014; Bouamor et al., 2014; Mubarak and Dar-
wish, 2014; Cotterell and Callison-Burch, 2014)
In addition, some previous works on Arabic di-
alects focused on dialect identification either in
text or speech (Zaidan and Callison-Burch, 2014;
Salameh et al., 2018; Abdul-Mageed et al., 2021,
2020; Bouamor et al., 2019; Elaraby and Abdul-
Mageed, 2018; Elfardy et al., 2014; Bouamor et al.,
2014).

Most of the works targeted the five major Arabic
dialects: Egyptian (Nile Basin), Levantine, North
African (Maghrebi), Gulf, and modern standard
Arabic (MSA). However, in recent years, there has
been an interest in a more fine-grained categori-
sation. Some of the significant works in this area
are NADI shared tasks (Abdul-Mageed et al., 2020,
2021). The organisers provided data annotated on
country and provenance levels, covering 21 coun-
tries and 100 provenances. Other works focused
on higher level tasks exploiting dialectal data such
as sentiment analysis (Abdul-Mageed et al., 2014),

400

https://github.com/iabufarha/arabic-dialect-familiarity
https://github.com/iabufarha/arabic-dialect-familiarity


emotion (Alhuzali et al., 2018), offensive language
(Mubarak et al., 2020), and sarcasm (Abu Farha
and Magdy, 2020). Most of the multi-dialectal
resources were annotated either by designated an-
notators or crowd-sourced annotations. In most
cases, annotators’ familiarity with the dialects at
hand is not taken into consideration. In our work,
we aim to show that such information is necessary
and should be one of the considerations when cre-
ating dialectal resources.

2.3 Sarcasm Detection

Sarcasm is a form of verbal irony that is often used
to express ridicule or contempt. It is usually corre-
lated with expressing an opinion in an indirect way
where there would be a discrepancy between the lit-
eral and intended meaning of an utterance (Wilson,
2006). Sarcasm is one of the most subjective tasks
that relies heavily on cultural references and the cul-
tural background of the author. To understand sar-
casm, a person needs to understand the context in
which it is used, and language/dialect is part of that
(Oprea and Magdy, 2019; Abercrombie and Hovy,
2016; Wallace et al., 2014). Most of previous work
on sarcasm detection falls into one of two branches:
creating datasets (Ptáček et al., 2014; Khodak et al.,
2018; Barbieri et al., 2014; Filatova, 2012; Riloff
et al., 2013; Abercrombie and Hovy, 2016; Oprea
and Magdy, 2020a; Abu Farha and Magdy, 2020;
Abu Farha et al., 2021) or creating detection models
(Campbell and Katz, 2012; Riloff et al., 2013; Joshi
et al., 2016; Wallace et al., 2015; Rajadesingan
et al., 2015; Bamman and Smith, 2015; Amir et al.,
2016; Hazarika et al., 2018; Oprea and Magdy,
2019). A few works focused on analysing the effect
of including context in sarcasm detection models
(Oprea and Magdy, 2019; Abercrombie and Hovy,
2016; Wallace et al., 2014). Wallace et al. (2014)
showed that annotators tend to need context to pro-
vide judgements about ironic content. They showed
that there is a correlation between that and the mis-
classified cases. Oprea and Magdy (2019) explored
the effect of contextual information to detect sar-
casm, and Oprea and Magdy (2020b) analysed the
effect of cultural background and age on sarcasm
understanding. Their analysis indicates that age,
English language nativeness, and country are sig-
nificantly influential on sarcasm understanding and
should be considered in the design of sarcasm de-
tection systems. Similar results were confirmed in
the case of spoken sarcasm, where Puhacheuskaya

and Järvikivi (2022) found that having a foreign ac-
cent had a negative impact on irony understanding.

Recently, Abu Farha et al. (2022b) compared
human and machine performance on sarcasm de-
tection for both English and Arabic. In their work,
they compared human and machine performance
on iSarcasmEval’s dataset (Abu Farha et al., 2022a),
a first-party annotated sarcasm dataset, where la-
bels were provided by the authors of text them-
selves. Their analysis shows that sarcasm detection
is challenging for humans, who perform nearly as
well as state-of-the-art models. They also analysed
error patterns for both humans and machine mod-
els. Based on their analysis they suggest avoiding
third-party annotations for subjective tasks, build-
ing models and datasets that are better able to rep-
resent and utilise contextual information, and build-
ing better representations for proverbs and idioms
which are heavily used to express sarcasm.

Our study adds to this line of work by focus-
ing on Arabic and its dialects. In our work, we
study how dialectal variation and familiarity affect
human’s ability to understand sarcasm.

3 Methodology

In this section, we describe our methodology for
the analysis of dialects comprehension during data
annotation tasks. We initially discuss the dataset
we used and its ground-truth labels. Then we ex-
plain collecting third-party labels from annotators
of different dialects, which will be compared later
to the ground-truth labels for the analysis process.

3.1 Dataset

We use SemEval-2022 Task 6, iSarcasmEval,
datasets (Abu Farha et al., 2022a). The shared-task
includes three subtasks: sarcasm detection (sub-
task A), sarcasm category classification (subtask
B), and pairwise sarcasm identification (subtask
C). Subtasks A and C cover both English and Ara-
bic, while subtask B is English only. The reason
we chose iSarcasmEval’s dataset is that the labels
were provided by the authors themselves, which
would make them more reliable than if they were
provided by third-party annotators. For this work,
we use the test set of Arabic subtask A (sarcasm
detection). The test set consists of 1400 sentences,
200 of which are sarcastic and 1200 non-sarcastic.
Each of the sentences has two labels provided by
the author of the sentence: the dialect of the sen-
tence (out of five dialects) and whether the sentence
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is meant to be sarcastic or not. Table 1 shows the
statistics over the available dialects.

Dialect Total Sarcastic Non-sarcastic

Nile Basin 520 131 389
MSA 482 16 466
Gulf 176 10 166
Levant 168 22 146
Maghreb 54 21 33

Table 1: Distribution of the dataset over the dialects.

3.2 Third-party Annotations

To analyse the performance of speakers of different
dialects, we collected third-party annotations using
Appen2 platform. For each sentence, we collected
five annotations. We allowed only native Arabic
speakers to participate. Before starting the annota-
tion process, each annotator is presented with test
questions and only those who answer all the ques-
tions correctly would be allowed to participate in
the annotation process. The test questions were
sampled from a set of sentences that are clearly
sarcastic/non-sarcastic. We used this approach to
make sure that the annotators are not giving ran-
dom answers and to avoid introducing any bias
before the annotation. For each sentence, we asked
annotators to provide the following:

• Sarcasm label indicating whether the text is
sarcastic or not.

• Dialect label out of five: MSA, Egyptian
(Nile), Gulf, Levantine, and Maghrebi.

• Mother dialect, which is the dialect the anno-
tator grew up speaking.

• Known dialects, which are the dialects the
annotator is familiar with.

• Gender of the annotator (either male or fe-
male).

A total of 22 annotators participated in our survey,
15 males and 7 females. Table 2 provides the distri-
bution of the annotators according to their mother
dialect and the dialects they are familiar with.

In the following sections, we provide an in-depth
analysis of how each group of annotators of a given
dialect performed in the labelling task of dialects
and sarcasm.

2https://appen.com

Dialect Mother dialect Known by

Nile Basin 11 21
Levant 6 10
Gulf 1 7
Maghreb 4 5
MSA - 16

Table 2: Annotators’ details. The table shows the num-
ber of annotators who speak a specific dialect as a
mother tongue and the number of annotators who men-
tioned that they know a specific dialect.

4 Results and Analysis

4.1 Dialect Identification
Figure 1 shows the accuracy of annotators in iden-
tifying the dialects. From the figure, it is clear the
annotators, except Egyptian speakers, were able
to identify MSA. Egyptian and Gulf speakers per-
formed best on their dialect. Levantine and Ma-
grhebi speakers performed better on dialects other
than their own. Figure 2 shows the distribution
of assigned dialect labels compared to the original
ones. The results show that Egyptian and MSA
are the easiest to identify. However, the annotators
seem to confuse other dialects, especially Levan-
tine and Maghrebi. Figure 3 provides a clearer pic-
ture of how speakers of one dialect identified other
dialects. As shown in Figures 3a and 3c, Egyptian
and Gulf speakers excel at identifying texts in their
dialect. Figure 3d shows that Maghrebi speakers
seem to confuse their dialect with MSA. Levantine
speakers (Figure 3b) seem to confuse their dialect
with the Gulf dialect. Similar to Figure 2, most
annotators tend to easily identify MSA, except for
Egyptian speakers who confuse it for Egyptian di-
alect. Gulf speakers seem to confuse Levantine and
Maghrebi for the Gulf dialect.
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Figure 1: Dialect identification accuracy of annotators
speaking different dialects. Annotation counts are indi-
cated in brackets.
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Figure 2: Assigned dialect labels vs the original ones.
Annotation counts are indicated in brackets.

4.2 Sarcasm Detection
The effect of identifying dialects might be mild on
the task of annotation itself. Thus, we examined
the annotators’ performance on the subjective task
of sarcasm detection, which requires annotators to
be able to understand the text to provide correct
labels and is found to be a highly challenging task
for annotators in different languages (Abu Farha
et al., 2022b). Table 3 shows the annotators’ per-
formance on sarcasm detection. From the table,
Levantine speakers seem to perform better on this
task, followed by Gulf speakers. In order to have a
better understanding, we analyse the performance
over each dialect. Figure 4 shows the performance
of speakers of a specific dialect on all the dialects.
The figure shows F1sarcastic score and the num-
ber of annotations for the respective dialect. The
results show that speakers of the Egyptian (Nile)
dialect struggle to detect sarcasm written in MSA.
Also, speakers of Maghrebi and Egyptian dialects
struggle to identify sarcasm expressed using the
Gulf’s dialect. The results show that Levantine
and Gulf speakers perform relatively well on all
the dialects. Generally, the annotators achieved the
highest score when the text was in Egyptian or their
mother dialect.

Speaker’s dialect F1-sarcastic

Nile Basin 0.50
Gulf 0.53
Levant 0.58
Magreb 0.48

Table 3: Sarcasm detection performance (F1-sarcastic)
of speakers of different dialects.

4.3 Sarcasm Detection - Dialect Familiarity
Figures 5a and 5b show the performance of an-
notators in two cases: when the text’s dialect is

one that they are familiar with and when it is not.
When considering the case when the text’s dialect
is one that the annotators are familiar with (Figure
5a), the annotators have the highest performance
on the Egyptian (Nile) dialect. These scores in-
dicate that the annotators are truly familiar with
the Egyptian (Nile) dialect. When looking at the
cases where people are unfamiliar with the dialect,
the performance is inconsistent. For example, the
performance of Maghrebi speakers on texts in Lev-
antine is higher for annotators who indicated that
they are not familiar with the Levantine dialect. An-
other example is Levanbine speakers’ performance
on Maghrebi texts. Such inconsistencies indicate
that some annotators might have provided a guess
regarding the sarcasm label or that they underesti-
mated their familiarity with the respective dialect.

Figures 6a and 6b show the performance when
the annotators identified the dialects either cor-
rectly or incorrectly. The figures show that the
performance is generally higher when the annota-
tors identify the dialect correctly. This goes along
with the previous observation that the annotators
performed better on dialects they are familiar with.
The exceptions are the performance of Levantine
speakers on Maghrebi dialect, Maghrebi speakers
on Levantine, and Nile speakers on Gulf dialect.
Levantine speakers performed slightly better on
MSA when they incorrectly identified the dialect.
This goes along with the previous observation that
indeed some annotators might be guessing the la-
bels.

4.4 Sarcasm and Gender

We further analysed the performance of annotators
based on their gender. Figure 7 shows the perfor-
mance over dialects based on the annotators’ gen-
der. From the figure, it is noticeable that females
perform better than males at detecting sarcasm. Fe-
males performed better than males on all dialects
except MSA where the performance is quite com-
parable.

5 Discussion

In this section, we provide a discussion of the re-
sults mentioned in Section 4. We also revisit and
answer our research questions as follows:

RQ1: How do speakers of different dialects un-
derstand other dialects? There are some similarities
between dialects and, to some extent, people speak-
ing different dialects can understand each other.
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(a) Egyptian (Nile) speakers.
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(b) Levantine speakers.
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(c) Gulf speakers.
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(d) Maghrebi speakers.

Figure 3: Dialect identification performance of speakers of different dialects. The table shows the assigned dialect
labels vs the original ones for speakers of each dialect. Annotation counts are indicated in brackets.
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Figure 4: Sarcasm detection performance (F1-sarcastic)
of different dialects speaker on each dialect. Original di-
alect labels were used. Annotation counts are indicated
in brackets.

However, as shown in Section 4.1, annotators tend
to confuse some dialects for different ones. For
example, Egyptian speakers tend to over-identify
their own dialect, assuming that more than 50% of
other dialects to be Egyptian. This observation is
similar to the behaviour observed in (Zaidan and
Callison-Burch, 2014). Similar behaviour is ob-
served with Gulf speakers towards Levantine. Such
over-identification behaviour, and given the large
number of Egyptian annotators, might introduce

bias into datasets. Egyptian, Gulf, and Maghrebi
speakers tend to perform better on their dialect.
Levantine speakers’ performance was inconsistent
and they seemed to confuse Levantine for Gulf.
This could be due to the spectrum of variation
within the Levant countries from north to south,
where the southern Levantine dialect is closer to
the Gulf dialect.

The confusion between the dialects might be due
to the fact that these dialects share many words or
the differences are mostly phonological. Also, due
to the slight differences between dialects’ orthogra-
phy, annotators might confuse sentences in dialects
they are unfamiliar with and assign them to a differ-
ent one. This phenomenon is clear in section 4.3,
where Levantine speakers had better performance
on MSA for sarcasm detection, but they assigned
an incorrect dialect label.

RQ2: How do speakers of different dialects per-
form on the sarcasm detection task? As discussed
in Sections 4.2 and 4.3, annotators tend to better un-
derstand sarcasm expressed in their dialect. This is
due to the fact that annotators unfamiliar with a di-
alect would struggle to grasp the complete meaning
of a sentence. Also, the fact that sarcasm usually
relies on cultural references that can be specific to
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(b) Dialect is unknown.

Figure 5: Sarcasm detection performance (F1-sarcastic) of speakers of different dialects. Annotation counts are
indicated in brackets.
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(b) Incorrectly identified the dialect.

Figure 6: Sarcasm detection performance (F1-sarcastic) when based on their prediction of the dialect. Annotation
counts are indicated in brackets.
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Figure 7: Sarcasm detection performance (F1-sarcastic)
based on the annotators’ gender. Annotation counts are
indicated in brackets.

a region/dialect means that people unfamiliar with
the dialect would not be able to understand such ref-
erences. This observation aligns with the findings
in (Oprea and Magdy, 2020b), where the authors
found that English language nativeness and country
are significantly influential on sarcasm understand-
ing. Indeed, these factors should be considered
when collecting third-party annotations for Arabic

data. Although there are many shared linguistic and
cultural aspects among Arabic speakers, there are
still some local differences. Those are embodied
in culture, traditions, and dialects. Thus, it is nec-
essary to have native speakers, who are aware and
familiar with these differences, annotating subjec-
tive and linguistically complex data like sarcasm.

RQ3: Is there a correlation between gender and
the performance of an annotator on the sarcasm
detection task? Based on the results in Section 4.4,
female annotators seem to detect sarcasm better
than male annotators. With the small number of an-
notators and the available data, we cannot provide
an explanation for this observation. Future works
should consider studying this in a better-designed
setup that considers other factors such as educa-
tional background and personality traits.

We hope the findings of our study here will be
of large benefits for researchers who work in the
field of Arabic NLP, especially when applying data
annotations. We have shown that dataset creators
need to be careful when appointing annotators for
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labelling Arabic data. Our findings can act as a
guide to appoint annotators with the suitable dialec-
tal background for annotating data in each dialect.

6 Conclusions

In this paper, we analyse how Arabic speakers un-
derstand and identify other dialects in written text.
We also analyse human performance on sarcasm
detection and compare it across different dialects.
We use SemEval’s 2022 task 6 dataset, which has
first-party sarcasm and dialect labels. Our analysis
shows that the performance of annotators varies
based on the annotators’ familiarity with the text’s
dialect. Also, our analysis shows that annotators
might not be familiar with the text’s dialect and
would confuse it with a different one. Our results
also show that females are more likely to under-
stand sarcasm compared to males. Based on the
analysis, it is clear that dialect familiarity affects
how annotators understand texts and their perfor-
mance on a specific task. Consequently, we recom-
mend that Arabic dataset creators should consider
collecting annotations from native dialect speakers,
which would guarantee higher-quality labels.

Limitations

The main limitation of our work is the number of
annotators. In our work, we had only one speaker
of the Gulf dialect. Future works should consider a
larger sample size with a uniform distribution over
the dialects. Another limitation is that we used the
five major dialects. However, there are dialectal
variations within these regions which should be
considered. Finally, we only analysed the quality
of the labels on sarcasm detection; future works
should consider other tasks.
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Abstract

This article describes the language identifica-
tion system used by the SUKI team in the 2022
Nuanced Arabic Dialect Identification (NADI)
shared task. In addition to the system descrip-
tion, we give some details of the dialect identifi-
cation experiments we conducted while prepar-
ing our submissions. In the end, we submit-
ted only one official run. We used a Naive
Bayes-based language identifier with character
n-grams from one to four, of which we imple-
mented a new version, which automatically op-
timizes its parameters. We also experimented
with clustering the training data according to
different topics. With the macro F1 score of
0.1963 on test set A and 0.1058 on test set B,
we achieved the 18th position out of the 19
competing teams.

1 Introduction

This paper describes the system used by the SUKI
team at the Nuanced Arabic Dialect Identification
(NADI) shared task 2022 (Abdul-Mageed et al.,
2022). The task was the third in a series of lan-
guage identification shared tasks focusing on Ara-
bic languages (Abdul-Mageed et al., 2020, 2021b).
In 2020, the first subtask of country-level classi-
fication was won by Talafha et al. (2020) using
multi-dialect Arabic BERT model (Devlin et al.,
2019) and the second subtask of province-level
classification by El Mekki et al. (2020) using an
ensemble of a BERT-based and a stochastic gra-
dient descent (SGD) based (Zhang, 2004) identi-
fiers. The various subtasks of the 2021 edition were
won by AlKhamissi et al. (2021) using MARBERT-
based systems (Abdul-Mageed et al., 2021a). A
recent literature review of language identification
for dialectal Arabic was conducted by Elnagar et al.
(2021) and a more general survey of language iden-
tification techniques by Jauhiainen et al. (2019d).
Deep learning, specifically BERT-based, systems
dominated the two previous NADI shared tasks.

As the SUKI team, we have participated in vari-
ous language identification (LI) related shared tasks
throughout the years with our shallow HeLI or
Naive Bayes-based systems. In 2016, we partic-
ipated in the Arabic dialect sub-task of the 3rd
edition of the Discriminating Between Similar Lan-
guages (DSL) shared task, which featured four Ara-
bic dialects in addition to Modern Standard Arabic
(MSA) (Jauhiainen et al., 2016). Using the HeLI LI
method, we arrived at the seventh position, which
was poor in contrast to the shared first place we
reached in the first sub-task of DSL that year. The
experiments described in this paper are the first
time we have returned to the identification of var-
ious Arabic languages after that. In these experi-
ments, we use a Naive Bayes (NB) based identifier
instead of one based on the HeLI method. We im-
plemented it and used it as a baseline in the 2019
Cuneiform Language Identification (CLI) shared
task (Jauhiainen et al., 2019a). During the same
year, we adapted our language model adaptation
scheme (Jauhiainen et al., 2019c) to work with
the NB implementation and won one of the two
tracks in the Discriminating between the Mainland
and Taiwan variation of Mandarin Chinese (DMT,
Zampieri et al. (2019)) shared task (Jauhiainen
et al., 2019b). More recently, we also won the Ro-
manian Dialect Identification (RDI, Chakravarthi
et al. (2021)) 2021 (Jauhiainen et al., 2021) and the
Identification of Languages and Dialects of Italy
(ITDI, Aepli et al. (2022)) 2022 (Jauhiainen et al.,
2022a) shared tasks using the adaptive version of
the NB identifier.

For the NADI shared task, we set out to find
out whether our current NB implementation would
be more competitive when distinguishing between
close Arabic languages than our HeLI-based iden-
tifier in 2016. Additionally, we were trying to de-
velop a way to use unlabeled data to improve the
identifier results. The experiments to utilize unla-
beled data were inconclusive and did not improve
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the identification results on the development set, so
we did not end up using them in the one run we
submitted. Also, as the language identification ac-
curacy was already relatively low, using language
model adaptation did not prove advantageous with
the development data. Thus we submitted our only
run using the non-adaptive NB identifier.

2 Shared Task Evaluation Setting

The third NADI shared task1 featured 18 country-
level dialects of Arabic. The official ranking metric
was the macro-averaged F1 score. The shared task
participants were given separate training and de-
velopment sets consisting of tweets labeled with
their respective country-level dialects. The training
set was the same as in the NADI 2021 shared task
(Abdul-Mageed et al., 2021b). According to the
shared task instructions, the provided development
set was not to be used as training data for the iden-
tifier used for the test data. The set sizes are seen
in Table 1.

The participants were also given the tweet IDs
of 10 million additional unlabeled Arabic tweets
that could be used in training and developing the
language identification system. The organizers pro-
vided a Python script that could be used to down-
load the corresponding tweets using a Twitter API
and their credentials. Currently, Twitter allows
Academic users to download 10 million monthly
tweets for research purposes. Due to the Twit-
ter service being repeatedly over capacity and ter-
minating the connection, the download had to be
made in 16 parts, which took almost a week. Of
the 9,999,998 downloaded tweets, 2,005,682 were
tagged as <UNAVAILABLE>.

The participants were expected to provide results
on two test sets; test set A featuring new unseen
tweets for each of the 18 dialects and test set B
featuring tweets from a subset of unknown size
from the 18 languages.

We only used the NADI-labeled training and de-
velopment sets for the submitted run. We did not
use the development set for training the final iden-
tifier; we used it only to determine the method’s
optimal parameters.

3 System

The system uses a Naive Bayes-based method using
the observed relative frequencies of multiple-size
character n-grams as probabilities. As described

1http://nadi.dlnlp.ai

by Jauhiainen et al. (2022a), the Naive Bayes type
method adds together logarithms of the relative
frequencies of character n-gram combinations fi in
the training data Cg as defined in Equation 1:

R(g,M) = −lg10

ℓ
MF∏

i=1

vCg (fi) =

ℓ
MF∑

i=1

−lg10(vCg (fi))

(1)

where ℓMF is the number of individual features
in the mystery text M to be identified, and fi is
M ’s ith feature. The relative frequency, vCg(f), is
calculated as in Equation 2:

vCg (f) =





c(Cg,f)

ℓ
CF
g

, if c(Cg, f) > 0

1
ℓ
CF
g

pm, otherwise
(2)

where c(Cg, f) is the count of feature f in the train-
ing corpus Cg of the language g. ℓCF

g
is the length

of the corpus Cg when it has been transformed into
a collection of features F , e.g., features of the same
type as f . The pm is the penalty modifier, which
is optimized using the development data.

The exact range of the used character n-grams is
optimized using the development data. In previous
versions of the identifier, we have semi-manually
identified the optimal character n-gram ranges and
the penalty modifier. However, on this occasion,
we decided to implement an automatic optimizer
to streamline experimentation. The automatic op-
timizer is first given initial character n-gram and
penalty modifier ranges which it then uses to popu-
late a todo-table. The parameters in the todo-table
are evaluated, and the results are stored in a master
results list. An additional top ten list of macro F1
scores is created with the parameters used to obtain
them. The parameter instances used in the top ten
list are checked, and nearby parameter combina-
tions are added to a new todo-table if they are not
found in the master results list. In the case of n-
gram ranges, the optimizer tries one higher and one
lower for both the minimum and maximum n-gram
sizes. For the penalty modifier, it adds and sub-
tracts 0.5 from the current one if there are no other
penalty modifiers for the respective n-gram range
in the master results list. If a “neighboring” penalty
modifier exists in the results list, the halfway be-
tween the penalty modifiers is tried if the distance
between modifiers is larger than 0.1. The cycle
of evaluating the todo-table, creating a top ten list,
and creating a new todo-table is continued as long
as the top ten list changes between cycles. An ex-
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Country # tweets train # tweets dev. # tweets test A # tweets test B
Egypt 4,283 1,041 ? ?
Iraq 2,729 664 ? ?
Saudi Arabia 2,140 520 ? ?
Algeria 1,809 430 ? ?
Oman 1,501 355 ? ?
Syria 1,287 278 ? ?
Libya 1,286 314 ? ?
Tunisia 859 173 ? ?
Morocco 858 207 ? ?
Lebanon 644 157 ? ?
United Arab Emirates 642 157 ? ?
Yemen 429 105 ? ?
Kuwait 429 105 ? ?
Jordan 429 104 ? ?
Palestine 428 104 ? ?
Sudan 215 53 ? ?
Qatar 215 52 ? ?
Bahrain 215 52 ? ?
Total 20,398 4,871 4,758 1,474

Table 1: The number of tweets of each Arabic dialect in the training and development sets of the NADI 2022 shared
task.

n-gram range penalty modifier
1 – 4 1.3
2 – 4 1.3
1 – 5 1.5
1 – 5 1.8

Table 2: An example of a master results list for the
automatic optimizer.

n-gram range penalty modifier
1 – 3 1.3
1 – 5 1.3
1 – 4 1.8
1 – 4 0.8
2 – 5 1.3
3 – 4 1.3
2 – 4 0.8
2 – 4 1.8
1 – 6 1.5
1 – 4 1.5
2 – 5 1.5
1 – 5 1.0
1 – 5 1.65
1 – 6 1.8
2 – 5 1.8
1 – 5 2.3

Table 3: An example todo-table generated on basis of
master results list in Table 2.

ample of creating a todo-table from a top ten list is
given in Tables 2 and 3.

We have published the code of the version used
in the NADI shared task on GitHub.2

The only external part of our language identifi-
cation pipeline was the Farasa morphological seg-
mentation tool (Abdelali et al., 2016).3 It had been

2https://github.com/tosaja/TunPRF-NADI
3https://farasa.qcri.org/segmentation/

# splits Macro F1
1 0.2049
2 0.2038
4 0.2011
8 0.2011
16 0.1980

Table 4: The results of the adaptation experiments on
the development data.

successfully used in the NADI shared task before
by El Mekki et al. (2020) and Wadhawan (2021),
and by Alrifai et al. (2017) already in the 5th Au-
thor Profiling Task at PAN 2017 (Rangel et al.,
2017). When the tweets are run through Farasa, it
adds “+” characters between morphemes.

4 Experiments

Manually optimizing the parameters for the NB
system, we arrived at the Macro F1 score of 0.2046
with n-grams from two to four and the penalty mod-
ifier of 1.40. After this, we did some experiments
with language model adaptation using the same pa-
rameters, but adding more splits to adaptation wors-
ened the results, as seen in Table 4. There was a
slight increase in the F1 score, which indicated that
some form of adaptation might be beneficial. How-
ever, it was clear that the accuracy of the identifier
was too low for adaptation to have any meaningful
effect, which is why we decided to leave adaptation
experiments until our non-adaptive identification
system would produce considerably better results.

The implemented automatic optimizer arrived
at the macro F1 score of 0.2070 using character
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Macro F1 n-gram range penalty modifier
0.2119 1 – 4 1.375
0.2111 2 – 4 1.375
0.2106 2 – 5 1.5
0.2104 1 – 5 1.5
0.2094 1 – 5 1.5625
0.2087 1 – 4 1.4375
0.2082 2 – 4 1.3125
0.2078 1 – 5 1.625
0.2077 2 – 5 1.5625
0.2072 1 – 4 1.3125

Table 5: The final top 10 scores with their parameters
on the development set. Farasa segmenter was used on
both the training and the development data.

n-grams from one to four with a penalty modifier
of 1.4375. The 0.002 score difference, when com-
pared with the manual optimization results, was
due to adding a space character at the beginning
and the end of each tweet in the training data–a trick
we had already done to the tweets being tested. We
arrived at slightly better results using the optimizer
with the Farasa-treated training and development
sets. The top ten combinations with their macro F1
scores after running the automatical optimizer on
the Farasa-treated training and development data
can be seen in Table 5. We have not used any mor-
phological segmentation with the NB identifier in
our previous language identification experiments
and cannot say whether using such segmentation is
generally advantageous. The observed 2,4% macro
F1 score improvement in this dataset could actually
be a random effect.

Clustering Experiments Dividing languages
into topic- or dialect-based clusters has proven fruit-
ful in our earlier experiments (Jauhiainen et al.,
2022b). We expected the training data to contain
Tweets on many different topics and hypothesized
that dividing the training data into several clusters
might be advantageous. Each dialect would then
be divided into several language models based on
these clusters.

We created a custom clustering software based
on the Naive Bayes identifier. It chose a random
tweet among all the tweets and created language
models from it. Then every other tweet was scored
using those language models, and the one furthest
from the original tweet was selected. Additional
language models were also created from the second
tweet, and then again, all the tweets were identified
using both models. If the model claimed only one
tweet, e.g., itself, the model was dropped out of
the repertoire as an outlier. Then the tweet being

# tweets # clusters # lang. Macro F1
in cluster combinations
2 61 1,119 0.1733
3 44 1,037 0.1682
4 15 935 0.1632
5 10 891 0.1607
6–9 19 858 0.1597
10–19 25 767 0.1540
20–39 16 588 0.1476
40–99 10 408 0.1378
100–199 4 263 0.1361
200–399 5 197 0.1413
400–999 2 108 0.1550
2,485 1 72 0.1748
3,674 1 54 0.1834
8,933 1 36 0.1964

Table 6: The results of the clustering experiments on
the development data. The total number of clusters in
the “# clusters” column is 214. The “# lang. combina-
tions” column indicates the total number of the cluster
– language combinations after all the clusters on the
corresponding row and above were combined into one
cluster.

as far as possible from both models was selected
as the material for the third model. And again,
all the tweets were re-scored, one chosen for new
models, and so on until none of the models claimed
more than half of all the tweets (max 10k tweets).
This resulted in 214 clusters for all the dialects,
as seen in Table 6. The displayed F1 scores are
the best results on the development set after all
the clusters on the corresponding row and above
were combined into one cluster. The results of the
clustering experiments were not good enough for
the clustering to be used in an actual submission to
the shared task. We still had some further ideas of
how to try to improve the results but were unable
to continue due to limited time.

5 Results

We ended up submitting only one run on each of
the test sets using the non-adaptive version of the
language identifier. First, we treated both the train-
ing and the test data with the Farasa segmenter and
then ran them through the Naive Bayes language
identifier using character n-grams from one to four
with a penalty modifier of 1.375. With the macro
F1 score of 0.1963 on test set A and 0.1058 on
test set B, our submissions reached the 19/19 and
15/19 positions for the respective test sets. The fi-
nal ranking for the whole shared task combined the
results of the two test sets. We were ranked 18th
out of the 19 participating teams, which shows that
our results were not competitive against most other
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submitted results. As of this writing, we have not
received the gold-standard labels for the test set.

6 Discussion

There are still several avenues worth exploring
when using the NB-based identifier in classifying
Arabic tweets. We intend to continue exploring dif-
ferent kinds of topic clustering methods to divide
the training data into different models. Currently,
we have no efficient means to utilize additional
unannotated data, and developing such means re-
mains a high priority.

7 Conclusion

We have presented the experiments we conducted
when participating in the NADI 2022 shared task.
Many of the experiments provided interesting re-
sults for further research. We were successful in
implementing a new version of the NB identifier,
which automatically optimizes its parameters, thus
leaving more time to explore ideas to improve the
identification accuracy. We reached the 19th and
15th places in the shared task.

Limitations

As seen from the results of the shared task, us-
ing a shallow NB identifier with character n-grams
is not currently competitive against BERT-based
deep learning systems in classifying Arabic tweets
according to their origin countries. These exper-
iments serve well in pointing out the limitations
of a system that has won several other language
identification shared tasks (Jauhiainen et al., 2019b,
2021, 2022a).
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Abstract
We describe our submitted system to the Nu-
anced Arabic Dialect Identification (NADI)
shared task. We tackled only the first subtask
(Subtask 1). We used state-of-the-art Deep
Learning models and pre-trained contextual-
ized text representation models that we fine-
tuned according to the downstream task in
hand. As a first approach, we used BERT
Arabic variants: MARBERT with its two ver-
sions MARBERT v1 and MARBERT v2, then
we combined MARBERT embeddings with a
CNN classifier, and finally, we tested the Quasi-
Recurrent Neural Networks (QRNN) model.
The results found show that version 2 of MAR-
BERT outperforms all of the previously men-
tioned models on Subtask 1.

1 Introduction

Nowadays, social media is spread all over Arabic
countries where people tend to express themselves
in their own local dialect. Since it has different vari-
ants and dialects across the world, Arabic dialect
identification presents a challenging task. Even
if some dialects share some vocabulary, they still
differ according to countries, where each dialect
has its own specifications. Because of the massive
amount of such content, automatic identification of
Arabic dialects becomes crucial. Following the first
(Abdul-Mageed et al., 2020b) and second (Abdul-
Mageed et al., 2021) Nuanced Arabic Dialect Iden-
tification (NADI 2020 and NADI 2021), NADI
2022 subtask 1 focuses on identifying the Arabic
dialect of a given text, especially on social media
sources where there is no established standard or-
thography like Modern Standard Arabic (MSA)
(Abdul-Mageed et al., 2022). The first attempts
to tackle this challenge identified different Arabic
dialects categories in addition to MSA: Maghrebi,
Egyptian, Levantine, Gulf, and Iraqi (Zaidan and
Callison-Burch, 2011). In (El-Haj et al., 2018)
authors proposed 4 Arabic dialects categories by
merging the Iraqi with the Gulf.

The paper is structured as follows: Section 2 pro-
vides a concise description of the used dataset, its
statistics, and pre-processing techniques. Section
3 describes the used systems and the experimen-
tal setup to build models for Country-level dialect
identification. Section 4 presents and discusses the
obtained results. Finally, section 5 concludes and
points to possible directions for future work.

2 Data Description

The provided training dataset of the competition
(Abdul-Mageed et al., 2022) dedicated for the first
subtask consists of around 25k tweets written in
eighteen Arabic dialects including: Egypt, Iraq,
KSA, Algeria, Oman, Syria, Libya, Tunisia, Mo-
rocco, Lebanon, UAE, Jordan, Kuwait, Yemen,
Palestine, Bahrain, Qatar, and Sudan. Figure 1
presents the distribution of the tweets over the eigh-
teen labels. In fact, the training dataset is imbal-
anced and presents skewed class proportions. We
notice the domination of Egypt and Iraq tweets
compared to the other countries.

Figure 1: The distribution of tweets according to the 18
classes.

2.1 Data pre-processing

In order to normalize the dataset, we managed to do
several strategies of cleaning. In fact, we remove
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all non Arabic tokens, including ones like USER,
URL, < LF >. Emojis were also removed. We
normalize all the hashtags by simply decomposing
them and we ended by removing successive white
spaces.

In order to validate our models, we use the train-
ing and development datasets provided by NADI
2022 competition. Table 1 presents statistics of the
training and development datasets for Subtask 1.

Data # Sentences
Training 20398
Development 4871

Table 1: Training and development datasets statistics
for Subtask 1.

3 System Description

Different deep learning architectures and pre-
trained language models were used in order to
achieve the best results.

3.1 MARBERT

MARBERT, also by (Abdul-Mageed et al., 2020a)
is a large-scale pretrained language model using
BERT base’s architecture and focusing on the var-
ious Arabic dialects. It was trained on 128 GB
of Arabic tweets. The authors chose to keep the
tweets that have at least 3 Arabic words. There-
fore, tweets that have 3 or more Arabic tokens
without removing non-Arabic (foreign languages)
ones (15.6 billion Arabic and non-Arabic tokens).
This is because dialects are often times mixed with
other foreign languages. MARBERT enhances the
language variety as it focuses on representing the
previously underrepresented dialects and Arabic
variants. MARBERT v2 is the second version of
MARBERT pre-trained on the same MSA data as
ARBERT in addition to AraNews dataset but with a
bigger sequence length of 512 tokens for 40 epochs.

3.2 Convolutional Neural Network

The dataset was tokenized using both versions of
MARBERT (v1 and v2) tokenizer, mapping words
to their indexes. MARBERT embedding matrix
was used at the embedding layer level. Then, Con-
volutional Neural Network (CNN) model was used
as classifier and a fully connected layer with a soft-
max activation function in order to predict label’s
probabilities with the following hyper-parameters:

batch size of 32, max sequence length of 64, and 4
epochs.

Figure 2: MARBERT + CNN architecture.

3.3 Quasi-recurrent Neural Network

Quasi-recurrent neural network (QRNN) (Bradbury
et al., 2016) represents an architecture that com-
bines the sequential manner of treating the input
tokens from Recurrent Neural Networks (RNNs)
and the parallel processing fashion of Convolu-
tional Neural Networks (CNNs) to allow a longer
term dependency window while also addressing
several issues faced when using both architectures
separately. Stacked QRNNs are reported to have
a better predictive accuracy than stacked LSTMs
of the same hidden size (Bradbury et al., 2016).
MARBERT v2 was used as the embedding layer,
followed by the QRNN model. Hyper-parameters
used are: batch size of 32, max sequence length of
64, and 8 epochs.

Figure 3 represents details of the QRNN archi-
tecture.

Figure 3: QRNN architecture.(Bradbury et al., 2016)

3.4 System submission

As an approach, we used the Arabic BERT (Devlin
et al., 2019) variant MARBERT (Abdul-Mageed
et al., 2020a) (second version) since it was trained
mostly on dialectal Arabic which was underrepre-
sented in previous pretrained models. Since this
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task’s data is multi-dialectal, this model is expected
to achieve the best performance. We used the train-
ing dataset provided by the NADI 2022 shared task
that covers 18 dialects (total of 20K tweets, the
same as NADI 2021) (Abdul-Mageed et al., 2022).
We trained our model on a Google Cloud GPU
of 8 cores using Google Colaboratory. The final
model hyper-parameters that we used to make the
submission are:

• Model name: MARBERT v2

• Number of epochs: 4

• Learning rate: 2e-5

• Batch size: 32

• Max sequence length: 64

4 Results and Discussion

We submitted one run to subtask 1: trained on the
provided training dataset. This subtask is a multi-
class classification problem, including eighteen la-
bels.

Model Macro-F1 Accuracy
MARBERT v1 + CNN 0.12 0.39
MARBERT v2 + CNN 0.14 0.40
MARBERT v2 + QRNN 0.26 0.41
MARBERT v2 0.33 0.50

Table 2: Results of different models on the development
dataset.

Table 2 presents the results of experiments per-
formed for this subtask. Preliminary results on
the development dataset showed that a fine-tuned
MARBERT v2 achieved the best performances
compared to the other three models in term of Ac-
curacy and marco-F1.

Using MARBERT v2 as the embedding layer fol-
lowed by the QRNN outperforms MARBERT v2
as the embedding layer followed CNN. Fine-tuning
the pre-trained model MARBERT with QRNN
looks very promising for small sized annotated
Arabic dialects data as mentioned in (Bennessir
et al., 2022) but further experiments are needed to
substantiate this assumption.

We notice that the data imbalance decreased the
model performance in terms of macro-F1. Figures
4 and 5 show confusion matrices where the classes
most correctly classified are: 2 for Egypt, 3 for
Iraq and 5 for KSA, which are the countries with

Figure 4: Confusion matrix of the MARBERT v2
+ CNN model. (’0:alg’,’1:bah’, ’2:egy’, ’3:irq’,
’4:jor’, ’5:ksa’, ’6:kuw’, ’7:leb’, ’8:lib’, ’9:mor’
,’10:om’, ’11:pal’, ’12:qatar’ ,’13:sud’, ’14:syr’,
’15:tun’, ’16:uae’, ’17:yem’)

Figure 5: Confusion matrix of the MARBERT v2
model. (’0:alg’,’1:bah’, ’2:egy’, ’3:irq’, ’4:jor’, ’5:ksa’,
’6:kuw’, ’7:leb’, ’8:lib’, ’9:mor’ ,’10:om’, ’11:pal’,
’12:qatar’ ,’13:sud’, ’14:syr’, ’15:tun’, ’16:uae’,
’17:yem’)

higher presence in the training dataset. The model
trained with MARBERT + CNN architecture, in
Figures 4, tends to always predict the oversampled
classes, which explains the low Macro-F1 score.
In fact, most of Omanian (10), Syrian (17) and
Bahrainian (16) sentences are predicted as Saudian
(5). Most of Moroccan (9) sentences are predicted
as Algerians (0).

4.1 Official submission results

NADI provides two test sets: Test-A and Test-
B. TEST-A covers 18 country-level dialects, con-
taining 4,758 tweets, whereas the second test set
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(TEST-B) covers an unknown country-level di-
alects. Then, the subtask score is calculated using
the average score between the two test sets. Tables
3, 4 and 5 review the official results of iCompass
system for NADI (resp. Test-A and Test-B) on the
test dataset against the top three ranked systems.

Team Rank Macro-F1 Accuracy
rematchka 1 36.4807 53.0475
GOF 2 35.6825 52.1017
UniManc 3 34.7780 52.3329
iCompass 4 33.7000 51.9126

Table 3: Leaderboard of Test-A of Subtask 1.

Team Rank Macro-F1 Accuracy
UniManc 1 18.9481 36.8385
mtu_fiz 2 17.6715 33.9213
rematchka 3 17.6361 36.49936
iCompass 7 16.937 34.9389

Table 4: Leaderboard of Test-B of Subtask 1.

Team Rank Average Macro-F1
rematchka 1 27.06
UniManc 2 26.86
GOF 3 26.44
iCompass 5 25.32

Table 5: Leaderboard of Subtask 1.

5 Conclusion

In this work, MARBERT (Abdul-Mageed et al.,
2020a) in its second version was used to iden-
tify Country-level dialect. The best results were
obtained by MARBERT v2 with specific hyper-
parameters, which was selected for the final sub-
mission. Future work would involve building a
multi-script Arabic dialects language model includ-
ing Arabic script and Latin script based characters.
Taking as example, Tunisians, who tend to express
themselves using an informal way called TUNIZI
(Fourati et al., 2021) that represents the Tunisian
text written using Latin characters and numbers
instead of Arabic letters.
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Abstract

This study targets the shared task of Nuanced
Arabic Dialect Identification (NADI) organized
with the Workshop on Arabic Natural Lan-
guage Processing (WANLP). It further focuses
on Subtask 1: the identification of the Arabic
dialects at the country level. More specifically,
it studies the impact of a traditional approach
such as TF-IDF and then moves on to study
the impact of advanced deep learning based
methods. These methods include fully fine-
tuning MARBERT as well as adapter based
fine-tuning of MARBERT with and without
performing data augmentation. The evaluation
shows that the traditional approach based on
TF-IDF scores the best in terms of accuracy on
TEST-A dataset, while, the fine-tuned MAR-
BERT with adapter on augmented data scores
the second on Macro F1-score on the TEST-B
dataset. This led to the proposed system being
ranked second on the shared task on average.

1 Introduction

Arabic is a Semitic language spoken in more than
26 countries by more than 350 million people with
at least 30 dialects1. Some previous studies at-
tempted to use hierarchical deep learning for a fine-
grained dialect classification (de Francony et al.,
2019). Arabic has its own, letter based writing
system which is used mostly for only those con-
sonants which could denote a wide range of pro-
nunciation alternatives. A single letter in this al-
phabet can have various forms depending on the
context, and its position within the word which are
encoded by different characters. There are also
single character ligatures which are formed by two
or more characters (e.g., from this corpus: U+FEFB
("AL") denotes U+0627 (A) and (U+0644 (L), or
words like U+FD71 (“aspired") or U+FDF2 (“Allah")
are also represented by a single character). Simi-

1ISO 639-3 identified dialects: https://iso639-3.sil.
org/code/ara

larly to the Latin alphabet, Arabic letters can de-
note, e.g., Urdu, Ottoman Turkish, Sindhi, Malay,
Uyghur, or even English and French words which
are not uncommon.

This article targets the Nuanced Arabic Dialect
Identification (NADI) 2022 Shared Task (Abdul-
Mageed et al., 2022). It more specifically focuses
on Subtask 1 aimed at identifying country-level
dialects by providing ∼20k Twitter data which are
labeled by geo-location (i.e. country) from where
the tweets were posted. In this Shared Task no
external labeled data sources were allowed to be
used, however, a large unlabeled dataset was also
provided. The training set remains relatively small
to encourage competitors to use few or zero-shot
learning models. Solutions were tested on two
datasets using macro-averaged F1-score:

• TEST-A: ∼5k tweets with all previously pro-
vided dialects,

• TEST-B: ∼1.5k tweets with an undisclosed
number of country-level dialects.

According to the systems developed and pre-
sented in this work, dialect identification can be
modeled at the character, word, expression, or
phrase level. Each of these levels was modeled by
the traditional TF-IDF method, a pre-trained trans-
former called MARBERT (Abdul-Mageed et al.,
2021), and by using MARBERT with word level
augmentation. These methods were analyzed in-
dividually as well as by using their combination
in order to find the most informative parameter re-
garding the dialects. On TEST-A dataset the tradi-
tional approach produced the best accuracy, while
on TEST-B dataset our approach won the runner-up
award on macro-averaged F1-score.

2 Data

The NADI 2022 Shared Task Subtask 1 dataset con-
tained a total of 20,398 tweets in the training set,
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4,872 validation samples from 18 dialects, while
unlabeled test sets, TEST-A and TEST-B contained
4,758 and 1,473 tweets respectively. Dialects are
identified based on geolocation data where the
tweets were originated instead of the linguistic anal-
ysis. This in itself leads to the contamination of the
data since people might reside in a country other
than their country of origin. Moreover, sometimes
the words are used in or borrowed from other lan-
guages, e.g., English or Urdu. Additionally, there is
an imbalance in the class distribution in the training
dataset (see Table 1).

3 System

Three models were proposed for this subtask out
of which the first model was a traditional ap-
proach without using any language models or
deep neural network architecture, i.e., TF-IDF
based. In the second approach, the data aug-
mentation was performed with fine-tuned MAR-
BERT (Abdul-Mageed et al., 2021) with and with-
out adapters (Pfeiffer et al., 2020a).

3.1 System 1: Traditional Approach

In order to capture relevant differences between
dialects, one can look for particular linguistic alter-
ations of similar characters, words, phrases, or ex-
pressions. TF-IDF method has a long history in de-
tecting such meaningful differences in texts, espe-
cially for detecting topics in large texts. This study
considers all the texts with the same label as a sin-
gle document. This way, dialects can be identified
as common sub-word patterns (in our case 1 to 7-
grams) which are frequent enough (i.e. f(w) > tf )
within a document (dialect), but they are not uni-
versal, i.e. at least k > 0 documents shall not con-
tain this pattern at all. Since the dataset had the
same topic for all dialects TF-IDF method most
likely identifies dialects rather than topics. These
(tf , k)-patterns could be used as fingerprints for
dialects. The most likely fingerprint using max-
imum likelihood determines the outcome of the
prediction. The best accuracy was achieved using
(3, 9)-patterns as fingerprints.

However, using N -grams could lead to a wide
variety of errors. The appearance of words and
encoding could be misleading using Arabic en-
abled, modern operating systems. For example,
ék. Ag and ék. Ag appear to be the same, however,
their underlying Unicode characters are completely
different (e.g. the first letter is U+FEA3 with re-

spect to U+062D). To avoid such a problem, one
can introduce a transliteration module that maps
these differences into a common alphabet. While
it sometimes helps differences between words like
éÓC�Ë@ and ífÓC�Ë@ which are hardly noticeable in
transliteration (both translate to "AlslAmh", the lat-
ter is Urdu and means "peace be upon you", the
former is Arabic (means "safety"). Both appear
in the NADI 2022 corpus. In the current study, it
was noticed that the transliteration based approach
tends to over-perform traditional character-based
approaches when using (tf , k)-fingerprints.

Since the training dataset was small and unbal-
anced, this approach favors more sampled dialects
over small ones. A randomly sampled balanced set
worsened the overall accuracy because of the small
training samples.

3.2 Data Augmentation based Approach

Data augmentation is a technique where the amount
of data is increased by adding slightly modified
copies of the existing data. Several kinds of data
augmentation techniques are generally used in NLP
such as word level, and sentence level. This pa-
per uses the word insertion technique from (Wei
and Zou, 2019) combined with Transformers by
inserting a word randomly based on context. This
technique is performed on all tweets from the coun-
tries that represent less than 10% of the data. Each
tweet is augmented by inserting one or two words
randomly based on the contextualized embeddings
from MARBERT. The entire dataset, which is com-
prised of both the newly augmented tweets dataset
and the original tweets dataset, is checked for any
duplicates which are then removed. For instance,
there were 642 tweets from the UAE (labeled as
"uae"), which increased to 1284 after augmentation
and removing duplicates Table 1.

3.3 System 2: Fine-tuning MARBERT

The data was tokenized in the preprocessing step
no other preprocessing was used. In this system,
MARBERT embeddings were fed into the max
pooling layer, and then dense layers. MARBERT
was fine-tuned for 5 epochs. Early stopping was
employed when there was no improvement in the
validation metric (balanced accuracy).

3.4 System 3: Adapter-based Approach

In order to leverage the multilinguality and improve
the transferability of MARBERT, while at the same
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Table 1: Distribution of dialects within the NADI 2022 Shared Task Subtask 1 challenge training dataset before and
after applying augmentation techniques.

Label Nr. Samples (%) Label Nr. Samples (%)
Original Augmented Original Augmented

egypt 4,283 (20.99%) 4,283 (13.55%) libya 1,286 (6.31%) 2,571 (8.13%)
kuwait 429 (2.10%) 857 (2.71%) iraq 2,729 (13.38%) 2,719 (8.60%)
tunisia 859 (4.21%) 1,715 (5.43%) yemen 429 (2.10%) 858 (2.71%)
ksa 2,140 (10.49%) 2,139 (6.77%) morocco 858 (4.21%) 1,715 (5.43%)
palestine 428 (2.10%) 855 (2.70%) algeria 1,809 (8.86%) 3,606 (11.41%)
lebanon 644 (3.16%) 1,287 (4.07%) bahrain 214 (1.05%) 430 (1.36%)
oman 1,501 (7.35%) 3,002 (9.50%) uae 642 (3.15%) 1,284 (4.06%)
qatar 215 (1.05%) 430 (1.36%) syria 1,287 (6.31%) 2,573 (8.14%)
jordan 429 (2.10%) 858 (2.71%) sudan 215 (1.05%) 430 (1.36%)

time, being more computationally efficient, the fine-
tuning strategy Adapter (Houlsby et al., 2019) is
used. Transformer layers are connected using skip-
connections with adapter layers, which are com-
posed of a down-projection and an up-projection.
For fine-tuning the model, only the parameters
of the adapter layers are trained, while the pre-
trained transformer layers are frozen. In (Pfeif-
fer et al., 2020b), the authors propose an adapter-
based framework for multi-task cross-lingual trans-
fer (MAD-X), in which the language adapters and
task adapters are trained separately. Task adapters
can be trained with datasets for specific tasks, while
language adapters are task-agnostic. For country-
level dialect detection, the augmented dataset was
used to train task adapters based on MARABERT,
using the configuration of PfeifferConfig2 by leav-
ing out the adapter in the last transformer layer
(MAD-X 2.0), which proves to be superior than
original MAD-X in zero-shot transfer (Pfeiffer
et al., 2021). The hyper-parameters used for train-
ing are learning rate 1e − 4, batch size 16, and
training epoch 6. The fine-tuned model performs
the best at step 4500, which is used for testing.

4 Results

As shown in Table 2, the model that performs the
best on the DEV dataset in every metric is MAR-
BERT fine-tuned on the augmented dataset us-
ing adapters, i.e. Fine-tuned-Adapter-MARBERT
(AUG). Surprisingly, the regarding model performs
the worst on the TEST-A dataset. In comparison,
the TF-IDF approach scores the best in all metrics
other than the Macro-F1 score. Since MARBERT-

2https://tinyurl.com/c6vwrmyt

based models are pre-trained on a much larger
corpus, and fined-tuned for this specific task, one
would expect the contrary. On the DEV dataset, it
can be clearly seen that TF-IDF cannot model prop-
erly small sampled dialects which leads to poor
macro-F1 performance. That is, the TF-IDF based
solution can capture enough information for some
dialects for which transformers can’t. The only rea-
sonable explanation is that information on dialects
is most likely encoded at a sub-word level which
MARBERT by design could not see.

On the TEST-B dataset, where the number
of country-level dialects is unknown, Fine-tuned-
Adapter-MARBERT (AUG) performs the best in
every metric. However, the performance differ-
ence among transformer-based approaches with or
without augmented data tested on either TEST-A
or TEST-B dataset is not as noticeable as the dif-
ference between the traditional approach and the
transformer-based approaches tested on TEST-B.
This indicates the superiority of zero-shot transfer
of the pre-trained transformer.

5 Discussion

Results show noticeably high variance in precision
and overall accuracy between development and test
data sets, regardless of which submitted model one
cross-references. Under-sampling could explain
that because in small samples words can either
be interpreted as dialectal use of another, more
common concept or simply another topic, stance,
or key communication element which focuses the
attention. In both cases, the word embedding, and
TF-IDF could see clear alternatives for the same
concept which is the basis of the classification.

Moreover, the traditional approach suffers sig-
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Table 2: Results on DEV and TEST datasets. Aug indicates that the model trained on the augmented training dataset.
Digits in bold indicate the best results for the corresponding dataset.

Dataset DEV TEST-A TEST-B
Models Macro-F1 Accuracy Macro-F1 Accuracy Macro-F1 Accuracy
Traditional TF-IDF 0.1275 0.3437 0.0466 0.1642 0.0555 0.1906
Full Fine-tuned
MARBERT

0.3329 0.5272 0.1862 0.3218 0.1668 0.3338

Fine-tuned MAR-
BERT (Aug)

0.3192 0.5066 0.0495 0.1127 0.1702 0.3372

Fine-tuned-
Adapter-
MARBERT (Aug)

0.3462 0.5293 0.0485 0.1152 0.1767 0.3392

Figure 1: Confusion matrix of Fine-tuned-Adapter-MARBERT on the DEV set

nificantly less in accuracy in comparison with
transformers-based models, and its performance
is relatively consistent between the two differently
sampled test sets. While TF-IDF models have no
background knowledge of the language, there is no
pretraining available, it still can outperform trans-
formers in terms of accuracy, especially for dialects
with large samples. In that sense, the TF-IDF ap-
proach is more stable, and therefore its power for
generalization is stronger which means it can grab
some important features of dialectal Arabic. There
is a strong indication to improve or to create a sub-
word based, or a transliteration and sub-word based
transformer for Arabic.

Further analysis of predictions made be the best
performing model show an expected over predic-
tion of dialects with higher presence within the
training data Figure 1. The over prediction showed
a tendency towards dialects that are more similar.
For instance, UAE was predicted more as Oman or
KSA rather than Egypt. On the other hand, coun-

tries with small presence such as Qatar and Bahrain
had no correct predictions on the DEV set.

6 Conclusion

This paper targets the problem of Arabic dialect
detection based on a traditional approach as well
as the pre-trained transformers in a dataset where
few-shot learning was encouraged, and no large
training set was provided. While the TF-IDF based
approach performs less than the pre-trained trans-
former based approach on the NADI 2022 corpus
which was expected, the accuracy of the TF-IDF
approach surprisingly remained competitive on the
whole (TEST-A) test set. TF-IDF obviously un-
derperforms as compared to the MARBERT-based
approach for low sampled dialects due to a lack
of enough data for stable fingerprinting which ex-
plains TEST-B results. Since TF-IDF and MAR-
BERT target different levels of the written lan-
guage, so the most reasonable explanation is that
dialect is more likely determined at the sub-word

423



level. This hypothesis, however, needs further in-
vestigation.
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Abstract

This paper summarizes the solution of the Nu-
anced Arabic Dialect Identification (NADI)
2022 shared task. It consists of two subtasks:
a country-level Arabic Dialect Identification
(ADID) and an Arabic Sentiment Analysis
(ASA). Our work shows the importance of
using domain-adapted models and language-
specific pre-processing in NLP task solutions.
We implement a simple but strong baseline tech-
nique to increase the stability of fine-tuning
settings to obtain a good generalization of mod-
els. Our best model for the Dialect Identifi-
cation subtask achieves a Macro F-1 score of
25.54% as an average of both Test-A (33.89%)
and Test-B (19.19%) F-1 scores. We also ob-
tained a Macro F-1 score of 74.29% of positive
and negative sentiments only, in the Sentiment
Analysis task1.

1 Introduction

The Arabic language is one of the rich languages
in the world, spoken in large geographical regions.
It is officially spoken by people from the Middle
East and North Africa (MENA) countries, covering
a population of approximately 400 million people.
It’s a culturally and grammatically rich language,
with a complex morphological structure. Arabic is
one of the Semitic languages and has a widely vary-
ing collection of more than 30 different dialects (ac-
cording to the Summer Institute of Linguistics a.k.a.
SIL International). These dialects are affected by
geopolitical and religious influence. The question
of how to classify the different varieties of spoken
Arabic is a long-standing problem in the fields of
Arabic and Semitic linguistics. Researchers still
develop tools and systems to keep the language
in the race of Natural Language Processing (NLP)
tasks on both Modern Standard Arabic (MSA) and
its Dialects (DA).

1The code of the implementation is available at
https://github.com/giyaseddin/NADI

Figure 1: Geographical distribution of the countries
listed in Subtask 1.

A dialect of the Arabic language can have a dif-
ferent meaning of a word or a vernacular dialect
can differ syntactically, morphological, and ortho-
graphically in the choice of vocabulary and pro-
nunciation. Each of these variations of dialects is
distinct enough to make users resort to formal Ara-
bic to understand each other. This prompts the need
to develop a system that can automatically detect
the source, region, and/or specific dialect of a given
sequence of tokens or text segments. The NADI
shared task series .... (Abdul-Mageed et al., 2020b)
(Abdul-Mageed et al., 2021) (Abdul-Mageed et al.,
2022) is one of the prominent competitions that
provides datasets and modeling opportunities for
researchers to improve NLP work in Arabic. Social
media provides an environment for the use of both
formal and informal language. This makes it more
difficult when Arabic is used on social media since
both dialects and the formality of the language will
be taken into consideration when processing text
data from social media like Twitter. This variety of
dialects can be classified and used for more seman-
tic and linguistic findings and work using machine
learning and deep learning models.

Language Models (LM) have evolved over the
years from the birth of the NLP domain, starting
with simple n-gram LMs, with many computational
and performance limitations. After the introduc-
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Subset Training Dev Test-A Test-B Test
Total Train Validation

Subask 1 20398 18358 2040 4758 4758 500 -

Subask 2 1500 1425 75 500 - - 3000

Table 1: Data subset sizes for Task 1 and Task 2

tion of Deep Learning (DL), language modeling
switched to language modeling using Recurrent
Neural Networks (RNN), Gated Recurrent Unit
(GRU), and Long-Short Term Memory (LSTM)
with chronologically better deployability than the
earlier methods. The drastic improvement was after
introducing the Transformer architecture for lan-
guage modeling (Vaswani et al., 2017) using the
self-attention mechanism.

Transformer-based LM like Bidirectional En-
coder Representations from Transformers (BERT)
(Devlin et al., 2018), are currently widely used in
the NLP field to achieve state-of-the-art (SOTA)
results in various tasks. BERT and its variations
(RoBERTa, DistilBERT, ALBERT, etc.) are out-
standing models, and they are close to becoming
a de facto baseline for almost all NLP tasks, espe-
cially for Natural Language Understanding (NLU)
downstream tasks. This is because of the capa-
bility of these general models to be fine-tuned on
narrower tasks in different domains with high ac-
curacy and low cost.

In this paper, we develop a system for the clas-
sification of Arabic dialects at the country level.
Arabic Dialect Identification (ADID) problem is
challenging because adjacent countries influence
each other, with the present intermediate dialects
(Abdul-Mageed et al., 2021). Our system also pro-
vides Arabic Sentiment Analysis (ASA) of given
tweet texts. We improve both ADID and ASA
tasks using AraBERT (Antoun et al., 2020) and
MARBERT (Abdul-Mageed et al., 2020a), Arabic
language-specific pre-trained BERT models.

The rest of this paper is organized as follows.
In section 2, we provide a detailed explanation
of the problem and datasets provided by NADI-
2022(Abdul-Mageed et al., 2022). Section 3 talks
about the methodology and general system devel-
opment. We provide the results in section 4 and
discuss the results and model limitations in section
5. The paper is concluded in section 6.

2 Data

The NADI-2022 shared task provides two problem
definitions of country-level dialect identification

Figure 2: Country-level dialect distribution for the
TRAIN and DEV data subsets of Subtask 1.

and sentiment analysis in Arabic, posted as Subtask
1 and 2 respectively. The geographical distribution
of the countries covered in the dataset of Subtask 1
is shown in the map in Fig 1. Dialect distributions
in the training and development sets vary based on
the countries. In the datasets, for each country, we
present the count of tweets included in both training
and development sets, as seen in Fig 2. In the
general collections of the tweets, there was no MSA
taken into consideration in both datasets provided,
rather just spoken dialects in the various countries
as used in NADI-2021 (Abdul-Mageed et al., 2021).
In Subtask 1, the test set is divided into TEST-A
which includes 18 dialects on the country level,
and TEST-B which covers k country-level dialects,
where k is kept unknown. In Subtask 2 there’s only
one set for the test as shown in Table 1.

2.1 Subtask 1: Arabic Dialect Identification
Dataset

The country-level dialect identification task is a
multi-class classification problem that aims to iden-
tify and categorize which country, province, or di-
alect an Arabic tweet comes from. This task has a
training dataset covering about 18 dialects of Ara-
bic tweets summing up to 20K tweets. Subsets of
both Subtasks data are in Table 1.

2.2 Subtask 2: Sentiment Analysis Dataset

The second task (subtask2) is a sentiment analysis
problem aimed at determining whether an Arabic
tweet is either positive, negative, or neutral. NADI-
2022 provided a total of 5,000 tweets covering 10
Arab countries involving both MSA and DA. These
tweets are manually labeled with tags from the set
positive, negative, neutral.
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Figure 3: Sentiment distribution for the TRAIN and
DEV data subsets of Subtask 2.

3 System Development

In recent advancements of NLP, models with state-
of-the-art (SOTA) results like SMART-RoBERTa
Large (Jiang et al., 2019) have shown that us-
ing transformer models, it is reasonable to expect
SOTA performance in tasks such as sentiment anal-
ysis (Aghajanyan et al., 2021) and question answer-
ing (Yamada et al., 2020). The SOTA leaderboard
of SST-2 dataset (Socher et al., 2013) shows clearly
that transformer models are currently the best for
text classification with almost the top 50 models
using transformer architecture2. We use the same
approach in solving both Subtask 1 and Subtask 2
of the shared task. We used pre-trained transformer
models in all experiments.

Domain-specific transfer learning and fine-
tuning of transformer models is proven to be more
robust by Issifu et al. (Çelkmasat et al., 2022)
and Bayrak et al. (Akça et al., 2022), (Bayrak
et al., 2022). They fine-tuned transformer models
on Biomedical and Turkish law datasets respec-
tively to achieve results better than their original
general transformer models. Better performance
obtained in these works are accredited to

• General domain pre-training: when the trans-
former model is being trained on a huge cor-
pus collected from various sources.

• Domain-specific LM fine-tuning: a continu-
ation of the pre-training but with a relevant

2Papers with code SOTA models
https://paperswithcode.com/sota/sentiment-analysis-on-
sst-2-binary. 2014 -2022 results

domain corpus instead of the general one for
getting more accurate token representations.

• Task-specific fine-turning: done using a super-
vised training dataset.

For a more robust performance of the system,
we adopt Arabic language domain-specific pre-
trained transformer models, AraBERT and MAR-
BERT. These pre-trained models gained SOTA in
SA on AJGT,HARD,LABR (2-class, unbalanced)
datasets.

3.1 Pre-processing

Since social media is a platform where everyone
can showcase their opinions, text data from Twit-
ter (especially in Arabic) comes in raw, unclean,
and with variations. Noise in tweets commonly
comes from the use of slang words, non-ASCII
characters like emoji, spelling mistakes, URLs, etc.
(Wadhawan, 2021).

The measures we took to clean and prepos-
sessed the data are adopted from AraBERT 3 as
follows; 1) Removing HTML markup tags, elimi-
nating non-text and out-of-context tokens. 2) Re-
placing URLs, Emails and user mentions in Twitter
with the tokens: [¡�. @P], [YK
QK. ], and [ÐY 	j�J�Ó] re-

spectively 4. 3) Stripping Tashkeel (diacritics) and
Tatweel (elongation). Tashkeel is the use of short
vowel/consonant marks that manifest a word’s pro-
nunciation. E.g. the word �é�J
K.� �Q

�ª
�
Ë @ becomes �éJ
K. QªË@.

Tatweel is adding horizontal stroke between two
Arabic letters to elongate its visual appearance.
For example, the word �éÒÊ������» becomes �éÒÊ¿ after
striping tatweel. We stripped these two (Tashkeel
and Tatweel) to reduce the lexical sparsity of the
words. They do not constitute the actual word’s
body and are not usually used in tweets. 4) For the
same reasons mentioned, we insert white space be-
fore and after all non-Arabic digits. 5) Mapping all
the Hindi numbers (0 1 2 3 ...) to Arabic numbers
(0 1 2 3 ...). 6) Similarly, we reduced the repeti-
tion of characters to 2 characters by replacing the
repeated characters with 2 of its kind. For example,
the word �èPPPPPPPPQÓ becomes �èPQÓ. This helps
normalize the words used in the tweets. 7) Replac-
ing the slash / with a dash − since it is absent in the
vocabulary of AraBERT. 8) We do not cancel out

3https://github.com/aub-mind/arabert
4Steps 1 and 2 of the pre-processing are redundant in our

setting, they’re already replaced in Subtask 1 and 2 data.
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all the emojis; instead, we apply a normalization
used in AraBERT, this helps eliminate the sparsity
of the emojis.

3.2 Arabic BERT-based Model

Arabic transformer language models MARBERT
and AraBERT are based on the original BERT
architecture (Devlin et al., 2018). AraBERT is
trained on 23GB of Arabic text, making ∼70M
sentences and 3B words, from Arabic Wikipedia,
the Open Source International dataset (OSIAN)
(Zeroual et al., 2019). MARBERT, however, is
trained on 1B Arabic tweets, each tweet with at
least 3 words. In our work we use AraBERT v0.2
Twitter-base 5 which is a further pre-training of
AraBERT v02 on additional 60M Multi-Dialect
tweets. We refer to this model in the result tables
as AraBERTtw. We trained our models to classify
Arabic language tweets into their various dialects
on the country level using very selective hyper-
parameters. To avoid local minima, overfitting, and
related training issues, we adopt the setup and the
hyper-parameters from the work of (Mosbach et al.,
2020). We trained the model for 4 epochs with
batch size of 16, and using ADAMW optimizer
(Loshchilov and Hutter, 2017) with learning rate
of 2e − 5, and weight decay λ = 0.01. The bias
correction terms are set as β1 = 0.9, β2 = 0.999
and ϵ = 1e − 6 with the use of gradient clipping
and a warmup ratio of 10% of the total training
data.

We use the same setting for training the model
for Subtask 2. The difference in ASA model is the
number of neurons in the last classification layers is
changed to 3, the number of classes in the problem.

4 Results

To evaluate the results, we use the official metrics
defined by the shared task: Macro-Averaged F-
score for Dialect ID (Subtask 1) and Macro-F1-PN
score -neglecting the neutral class- over the posi-
tive and negative for the sentiment classification
(Subtask 2).

In Table 2 we report the baseline model in
the first row that is trained using similar hyper-
parameters except the arbitrarily chosen: 5 epochs,
batch size of 32 warmup steps=500, learning
rate=5e-5 and optimizer’s ϵ = 1e− 8. The results
are also reported in the shared task’s leader-board

5Model names on HuggingFace hub are aubmindlab/bert-
base-arabertv02-twitter and UBC-NLP/MARBERT.

Model Dev Test-A Test-B
PP F-1 Acc. F-1 Acc. F-1 Acc.

AraBERTtwinit Yes 30.47 48.49 30.55 47.65 14.30 29.92

AraBERTtw No 30.16 49.13 30.71 48.17 14.98 30.46

AraBERTtw Yes 30.80 49.56 31.30 48.57 15.35 30.19

MARBERT No 32.56 50.30 32.20 49.41 16.04 32.56

MARBERT Yes 32.86 50.03 31.66 49.18 17.51 35.14
MARBERTv2 No 33.18 52.27 33.40 51.24 17.08 34.33

MARBERTv2 Yes 32.19 51.22 33.89 51.66 17.19 34.87

Table 2: F-1 Macro and Accuracy results of different
models on Subtask 1. PP column indicates using pre-
processing before training.

Model Dev Test
PP F1-PN Acc. F1-PN Acc.

AraBERTtwinit Yes 72.24 67.00 71.43 65.80

AraBERTtw No 72.58 67.60 71.21 65.80

AraBERTtw Yes 72.07 66.80 71.43 65.80

MARBERT No 71.44 66.00 74.29 69.00
MARBERT Yes 72.14 67.20 73.14 67.60

MARBERTv2 No 71.91 65.80 74.25 68.70

MARBERTv2 Yes 68.42 62.40 74.06 68.53

Table 3: Accuracy and Macro F-1 of Negatives and
Positives results of different models on Subtask 2. PP
column indicates using pre-processing before training.

as giyaseddin team. In the same table, we show the
macro F-1 score with the accuracy for the experi-
mented models against each of the DEV, TEST-A,
and TEST-B set provided by the shared-task for
Subtask 1. Similarly, the test results of Subtask
2 are presented in Table 3. Our best-performing
model (MARBERTv2) achieved 33.89% F-1 score
in Subtask 1 TEST-A for Dialect ID with pre-
processing. This is also the best-performing model
in the average scores of both test sets with 25.54%.
The model with the best generalization on TEST-B
with a k number of countries, is MARBERT with
pre-processing with F-1 score of 17.51%. For ASA
in Subtask 2, MARBERT trained without the use of
pre-processing performed better on the test set than
other models with the best Macro-F1-PN score of
74.29%. We see from the confusion matrix of the
best model on DEV subset of Subtask 1 in Fig 2
that dialects with a high number of examples are
classified better than dialects with a lower number.

5 Discussion and Future Work

According to our experiments, we see that the pre-
processing we used has a positive impact on Dialect
Identification, unlike Sentiment Analysis. Initial
results say that tokens and expressions that identify
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Figure 4: Confusion matrix of the predictions of the best
performing MARBERT with no pre-processing against
DEV subset of Subtask 1.

a dialect are not correlated with the processed (re-
placed or removed tokens like emojis, repetitions,
etc.) so we see better results with them processed.
In ASA, on the other hand, we see that they have
an opposite effect on the classification. In general,
MARBERT performs better on both subtasks even
though its 2nd version performs better on the AR-
LUE benchmark (Abdul-Mageed et al., 2020a). In
Fig 5 we see the Kernel Density Estimation (KDE)
line of failing predictions of the model on ADID
lies slightly to the left of the line of the success-
ful predictions. This means that the probability to
make correct predictions is higher when the sen-
tence is longer.

Figure 5: An overlapping histogram for both successful
and failing predictions with respect to the word count
(window from 1 to 30) taken from MARBERT with no
pre-processing against DEV set of Subtask 1.

Text Label Prediction #Words Comment
0 ��. ½m.�'
 @YÓ 	á�
Ó Egypt Iraq 3 Mislabelled

1 ø
 Qª
�� É 	̄ 
@ ø
 Xð

�ék. PX ú
Í ñÊg ñm.Ì'@ Syria KSA 7 Mislabelled

2 AJ
 	KYËA 	̄ 	àA 	KY« 	á�k@ Tunisia Oman 3 Unclear / both

3 	áºÜØ @ 	X @ �A 	g ú
ÍAª
�K KSA Iraq 4 Unclear / both

4 Yg. AÓ ñK. @ ÉëA�J��
 Syria Oman 3 Mislabelled

5 ) : ) : �I�®ë 	P ! ! �Ê	m��' �HA 	KAj�JÓB@ H. P@AK
 Palestine Egypt 10 Mislabelled

Table 4: Examples of instances that are mislabelled or
unclear in Subtask 1.

In our analysis, we focus more on ADID, in
which we still have to face the challenge of the
highly correlated dialects such as Palestinian with
Jordanian, or Saudi Arabian with Emirati or Omani.
Combining MSA with the dialects makes the prob-
lem harder and it is out of the scope of Subtask 1.
Moreover, labeling such a dataset is hard to achieve
without any confusion in the labels, even a human-
level baseline might not be purely reliable. We
present some of the examples that are either misla-
belled or unclear in Table 4. Collecting more data
can help in this problem, but focusing on increasing
the quality of the data, e.g. using active learning
methods. Platform bias is clear in the tweet na-
ture, which could be considered as a limitation for
the model in different use cases. The models ex-
perimented on are not bias-free, even though the
used model is pre-trained on multi-source corpus
keeps they’re still prone to social biases (Garrido-
Muñoz et al., 2021). To increase the performance
of our classifier models, we intern to leverage new
models from different architectures like (Nagoudi
et al., 2022), since it achieved SOTA on Arabic
NLU tasks. We also plan to use an ensemble model
like (AlKhamissi et al., 2021), for it has a potential
improvement gap in the overall performance.

6 Conclusion

This study is focused on two main tasks: Arabic Di-
alect Identification and Arabic Sentiment Analysis
based only on the text of the tweets. We demon-
strate the nuanced variations between the models
before and after applying language-specific pre-
processing, besides using domain-adapted models
pre-trained on Arabic corpus. Understanding these
variations requires knowledge of the nature of dif-
ferent data collections that should be considered.
We conclude that it is important to choose the set of
hyper-parameters of fine-tuning carefully to obtain
a more stable and better generalization. Finally, we
found that MARBERT outperforms other models
in the generalization capability in both subtasks.
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Abstract

Arabic has a widely varying collection of di-
alects. With the explosion of the use of social
networks, the volume of written texts has re-
markably increased. Most users express them-
selves using their own dialect. Unfortunately,
many of these dialects remain under-studied
due to the scarcity of resources. Researchers
and industry practitioners are increasingly in-
terested in analyzing users’ sentiments. In
this context, several approaches have been pro-
posed, namely: traditional machine learning,
deep learning transfer learning and more re-
cently few-shot learning approaches. In this
work, we compare their efficiency as part of the
NADI competition to develop a country-level
sentiment analysis model. Three models were
beneficial for this sub-task: The first based on
Sentence Transformer (ST) and achieve 43.23%
on DEV set and 42.33% on TEST set, the
second based on CAMeLBERT and achieve
54.00% on DEV set and 43.11% on TEST
set and the third based on multi-dialect BERT
model and achieve 66.72% on DEV set and
39.69% on TEST set.

1 Introduction

Digital connectivity among Arab population has
remarkably grown in the last few years. Apart from
technological progress, the COVID-19 pandemic
has been a factor for the increase of the penetration
rate and consequently the increase in dialectal tex-
tual content in social networks. The dialect forms
that differ from one region to another, have been
considered for a long time to oral conversations
of everyday life. They have neither standard nor
sufficient resources for computational processing,
unlike the mother language: MSA. As a result,
there is a growing interest in dealing with this type
of content. In this work we focus on developing
a sentiment analysis model in the framework of
shared task: Sentiment analysis of country-level

Arabic. Several approaches have been proposed in
the literature to build sentiment analysis models for
poorly endowed languages. Deep learning has been
proved as a very effective paradigm to classify sen-
timents in large data sets. However, this approach
was not effective on small data sets and most of the
time traditional machine learning algorithms get
better scores.

In recent time transfer learning approaches has
been shown to be beneficial to train a small data
set and this by fine tuning a neural network model
trained on a large data-set. BERT model (Devlin
et al., 2018) based on transformer architecture is
one of the effective transfer learning model. In-
deed, (Moudjari et al., 2020) have used it to clas-
sify if an Algerian tweets is positive, negative
or neutral. The model achieved an accuracy of
68%. Also, (Abdul-Mageed et al., 2020) have pro-
posed another variant of BERT model baptized
MARBERT that focused on both Dialectal Ara-
bic (DA) and Modern Standard Arabic (MSA).
The sentiment analysis model achieved an F-score
of 71.50%. Using the same model, (Abuzayed
and Al-Khalifa, 2021) have explored the effective-
ness of augmenting data techniques proposed by
(Abu Farha et al., 2021) to analyse the sentiments
among a tweets corpus, the authors obtained an F1-
score of 86%. Moreover, the Few-Shot Learning
(FSL) approach has also been exploited in senti-
ment analysis. It is a sub-area of transfer learning
which allows to classify new data when there is
only a few training samples with supervised in-
formation which is the case in the present work.
FSL is adapted with some success to NLP tasks,
such text classification: (Bao et al., 2019) have
proposed a meta-learning based method by using
distributional signatures for few-shot text classifica-
tion. (Luo et al., 2021) have presented few-shot text
classification system upgraded by Label semantic
augmented meta-learner (LaSAML) uses of label
semantics.
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Num-Tweets Num-Words Num-Vocab Num-Emojis
TRAIN positive 581 7934 4448 86
TRAIN negative 579 7900 4767 72
TRAIN neutral 340 4935 3064 49
DEV positive 179 2552 1696 42
DEV negative 190 2754 1897 40
DEV neutral 113 1670 1207 20
TEST positive 1179 16206 8477 139
TEST negative 1142 15963 8184 122
TEST neutral 679 9453 5357 85

Table 1: Data set statistics.

In order to build our system for NADI shared
Task: Country-level sentiment analysis, we opted
for transfer learning approach. In fact, we com-
pared the effectiveness of three transfer learning
models on different configurations of the corpus
proposed by the organizers, this paper is structured
as follows: Section 2 describes the NADI shared
task’s data set. Section 3 details the pre-processing
and normalisation applied to the data set. Sec-
tion 4 describes the data augmentation. Section 5
presents our proposed Sentiment analysis model
for country-level Arabic. Finally, the conclusion is
given in section 6.

2 Data

Three labeled data sets have been provided by the
organizers (Abdul-Mageed et al., 2022) to build a
sentiment analysis model:

TRAIN set for model training: it contains 1500
tweets, 23889 words and 10422 different words
(including 207 emojis).

DEV set to adjust the model parameters: it con-
tains 500 tweets, 7893 words and 4290 different
words (including 102 emojis).

TEST set for evaluation: it contains 3000 tweets,
47293 words and 17926 different words (including
346 emojis).

More statistics on word distribution in each class
are given in Table 1.

3 Data Pre-processing and Normalisation

In order to enhance the quality of the tweets corpus
before feeding them as an input to the classifica-
tion models, we apply the following pre-processing
treatments:

• Eliminate all useless units such as website
links and superfluous characters between
words for example “©”, “®”, “@”.

• Remove redundant letters and punctuation’s
marks.

Normalisation: We used in this phase the set
of CAMeL tools for Arabic Language Processing
(Obeid et al., 2020) that allows to apply the follow-
ing alterations: Normalization of few Arabic char-
acters and spelling errors in order to unify them
into one form. In fact, there are some letters in
Arabic that can be described as confusing in some
cases. We normalize words containing such letters
having one representative letter. For example, the
different representations of HAMZA (



@,
�
@, and @
)

were converted into the letter Alif ( @). We remove
unnecessary characters including those with no
phonetic value, such as (. . . , ‹, ›).

4 Data augmentation

Different data augmentation techniques were
proved to be useful to efficiently augment the cor-
pus. Thus, due to the small size of the competition
corpus, we propose to augment the corpus with
other versions of the corpus generated by different
augmentation method and test their effectiveness to
improve the quality of the sentiment classification
model.

Contextual augmentation: The first augmenta-
tion method consists on applying the contextual
embeddings method to tweets. We use the BERT
model of the library NLPAug tool in order to insert
(aug-insert) or replace words using word embed-
ding (aug-subst). For that, we use the multi-dialect-
bert-base-arabic language model (Talafha et al.,
2020). The chosen words for words substitution
or insertion are selected randomly. This method
allows to obtain 3000 sentences in addition to 1500
existing tweets. Table 2 describes a few examples
after and before contextual augmentation method.
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Sentences before augmentation Sentences after augmentation
	àñºË@ ú
æ�

	� @ð �A 	JË @ ú
æ�
	� @ . 	àñîE
 ú
æ

��Ê¿ éJ.k Ém.Ì é 	JJ
ªK. 	àñºË@ ð AJ
 	KYË@ éË . YJ
ªK. ú
æ
��Ê¿ éJ.k ú
ÎË @ð

Q 	®�Ó AK
 ½Ó@ ú
Î« I. kA� ú
ÎË@ ñë H. ñÓ ú
æ�« Q 	®�Ó AK
 Q�
	mÌ'@ A 	JË I. kA� ú
ÎË@
�I	K@ ½	K @ ú
æ�«

(: A 	JÒÊg ÉÒº	Jë é<Ë @ 	àñªK. ♥ (: A 	JÒÊg ÉÒº	Jë é<Ë @ 	àñªK.
, éJ.�k ñê 	̄ é<Ë @ úÎ« É¿ñ�JK
 	áÓð , ♥ éJ.�k ñê 	̄ é<Ë @ úÎ« É¿ñ�JK
 	áÓð

Table 2: Examples of sentences before and after contextual augmentation.

Emojis exploration: The second augmentation
method is based on the exploration of emojis (aug-
emoj). We adapt several techniques. Firstly, we
drop all emojis with the demoji package Python.

Conversely to the first technique, we choose to
augment the tweets with emojis. We fix a list of
positive emojis for positive tweets such as ♥, ,.
We adapt a manual passage on the corpus to select
the emojis used only for positive tweets.

Subsequently, we add emojis attached to positive
tweets that do not contain emojis. We also fix a list
of emojis for negative tweets such as /, :’(. These
emojis are only used to express negative comments.

Then, we add them to negative tweets without
emojis. This method of exploring emojis makes
it possible to obtain 1000 sentences added to the
corpus.

5 Sentiment analysis model for
country-level Arabic

5.1 Transformer models

Among transformer models language modeling ar-
chitectures:

Multi-dialect BERT model: We have explored
in this work a Multi-dialect Arabic BERT pre-
trained language model (M1_Bashar). The
latter, used the weights of the Arabic-BERT
model (Safaya et al., 2020) trained on 10M Ara-
bic tweets have been developed by (Talafha et al.,
2020) for the task of Arabic dialect identification
problem.

CAMeLBERT model for dialectal Arabic:
CAMeLBERT developed by (Inoue et al., 2021),
is a collection of BERT models pretrained on the
dialectal Arabic (DA) data sets. It is intended to
be fine-tuned on an NLP tasks, such as NER, POS
tagging, sentiment analysis and dialect identifica-
tion. In this work, we exploit it to build a sentiment
analysis model (M2_CAMeL).

Sentence Transformer (ST): Is a very popular
approach deployed for semantic similarity and clus-
tering (Reimers and Gurevych, 2019). ST is a sim-
ple and efficient alternative for few-shot text clas-
sification. In this work, we adapt Sentence Trans-
former Fine-Tuning (SetFit) to solve Sentiment
classification on NADI-2022 tweets (M3_SetFit).

5.2 Experiments
5.2.1 Baseline
We investigated at first the efficiency of transformer
architecture on Baseline tweets for training and
testing steps. We pretrained at first on the corpus
proposed by the organizers, the models mentioned
in the previous section. M1_Bashar model achieves
greater F1-score of 66.72% on DEV set compared
to other models. However, M3_SetFit achieved the
highest F1-sore on testing data. Table 3 presents
the obtained results.

DEV TEST
M1_Bashar 66.72% 39.69%
M2_CAMeL 47.85% 41.72%
M3_SetFit 43.23% 42.33%

Table 3: MACRO F1-PN SCORE for transformer mod-
els.

5.2.2 Impact of augmentation techniques
In order to test the effectiveness of each proposed
augmentation method, we associated each one sep-
arately with the baseline corpus. Table 6 shows
the obtained results. The augmentation based on
the exploration of emojis achieves the greater re-
sult with an F1-score equal to 65.33% on DEV and
43.11% on TEST.

5.3 Discussion
To analyse the strengths and weaknesses of our
model, we provide the confusion matrix for its
performance on the NADI test set in Figure 1. The
matrix highlights a number of issues stemming
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Tweet Actual Predicted Correct-Label
♥ AîD
	̄ PA�J 	k@ ð ¼A 	�QË Aî �DªÔg. ¼A 	ªK. @ ð ¼AK. @ ð ½J
K. @ ð ½J.k@ Neutral Positive Positive

éJ. m�
�' �I	J» ñËð ½�JJ. m× úÎ« @Yg@ Q�. m.�

�' C�®�K Negative Positive Positive

Yg@ B Õç�' ½� 	® 	K ú

	̄ ���K Negative Positive Positive

½�̄ð 	X úÎ« ñÒÊ��
 Negative Positive Positive

YK. B@ úÍ@ ù
 ªÓ ù�®J. �K 	à@ ½Ë Éê 	̄ ú

�æk@P �I	K@ Negative Positive Positive

Table 4: Examples of mislabeled tweets (1).

Tweet Actual Predicted Correct-Label
é�KA¿QK. ð é<Ë @ éÔgPð ÐC�ËAÓ ½J
Ê«ð Positive Negative Neutral

é�KA¿QK. ð é<Ë @ éÔgPð ÐC�Ë@ ÕºJ
Ê«ð Neutral Positive Neutral

Table 5: Examples of mislabeled tweets (2).

from the training data set itself. For instance, it
can be clearly seen that the model is moderately
effective in terms of positive and negative classes.
The model predicts the true classes in almost 50%
of cases.

Figure 1: The confusion matrix of our SetFit model on
NADI test set

However, the model is not at all efficient at the
level of the neutral class this is expected given the
number of neutral instances in the train. Some
of the results shown in the confusion matrix have
also led us to further investigate the data sets them-
selves. This resulted in finding that our model does
in fact predict the correct class for certain tweets,
which were somehow originally mislabeled. Some
of these examples can be seen in Table 4. An-
other type of error was noticed possibly linked to
spelling errors made by Internet users: for example
the tweets cited in the Table 5 are two equivalent
sentences but they are annotated differently in the

test corpus. There is a small difference in the word
ÕºJ
Ê«ð due to a typing error.

DEV TEST
M1_aug_insert 63.70% 39.04%
M1_aug_subst 64.16% 39.80%
M1_aug_emoj 65.33% 39.38%
M2_aug_insert 49.44% 39.78%
M2_aug_subst 47.13% 40.54%
M2_aug_emoj 54.00% 43.11%
M3_aug_insert 43.98% 40.84%
M3_aug_subst 48.21% 41.62%
M3_aug_emoj 46.09% 42.06%

Table 6: MACRO F1-PN SCORE for transformer mod-
els with augmentation.

6 Conclusion

In this paper, we presented our submitted method
to the third NADI shared task. We proposed a
transformer models for Sentiment analysis of coun-
try level Arabic. The experimental results shows
that CAMeLBERT and SetFit models achieved
an F1-score of 43.11% and 42.33% respectively
on testing data set better than multi-dialect BERT
model, while the latter achieved the best F1-score
of 66.72% on development data-set.
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Abstract

In this paper, I present an approach using
one-vs-one classification scheme with TF-IDF
term weighting on character n-grams for iden-
tifying Arabic dialects used in social media.
The scheme was evaluated in the context of
the third Nuanced Arabic Dialect Identifica-
tion (NADI 2022) shared task for identifying
Arabic dialects used in Twitter messages. The
approach was implemented with logistic re-
gression loss and trained using stochastic gra-
dient decent (SGD) algorithm. This simple
method achieved a macro F1 score of 22.89%
and 10.83% on TEST A and TEST B, re-
spectively, in comparison to an approach based
on AraBERT pretrained transformer model
which achieved a macro F1 score of 30.01%
and 14.84%, respectively. My submission
based on AraBERT scored a macro F1 average
of 22.42% and was ranked 10 out of the 19
teams who participated in the task.

1 Introduction

Arabic is well known for its rich morphology
and complex system of inflectional forms (Habash
et al., 2005). While a word in English may have
few inflections, a word in Arabic contains many
more inflectional forms depending on tense, num-
ber, person, mood, gender and voice (Neme and
Laporte, 2013). Arabs mostly communicate in-
formally using a continuum of dialects that vary
from the east in the Arabian peninsula to the west
in the North African region. These dialects add
another layer of complexity since they differ at
the phonological, morphological, lexical and syn-
tactic levels (Abdul-Mageed et al., 2018). De-
spite dialects are predominantly used in spoken
form, heavy usage of the written form is becoming
very popular especially in social media platforms
(Mubarak and Darwish, 2014).

Most of past research on Arabic Natural Lan-
guage Processing (ANLP) have mainly focused on

Modern Standard Arabic (MSA), the formal lan-
guage of communication used in the Arab world.
However, recently, Arabic dialects have gained
more attention by researchers especially the Egyp-
tian dialect (Guellil et al., 2021). Research on Ara-
bic dialects involved improving parts-of-speech
tagging (Alharbi et al., 2018), named entity recog-
nition (Zirikly and Diab, 2015), parsing & gram-
mar (Albogamy et al., 2017) and machine trans-
lation (Harrat et al., 2019). One key finding is that
higher-level language tasks on Arabic dialects ben-
efit substantially from the application of low-level
pre-processing techniques that focus on better seg-
mentation and word morphology analysis (El Kah
and Zeroual, 2021; Duwairi and El-Orfali, 2014).

Arabic is considered a low-resource language
when compared to other languages (Sajjad et al.,
2020). This makes it challenging to utilize pre-
existing approaches based on supervised machine
learning (El Mekki et al., 2020). Recent works
have focused on the use of few-shot or zero-
shot learning techniques for Arabic dialects with
promising results (Khalifa et al., 2021b,a).

The subtask of identifying Arabic dialect at the
country-level was conducted as part of the third
Nuanced Arabic Dialect Identification shared task:
NADI 2022 (Abdul-Mageed et al., 2022). Similar
subtask was organized in prior years during NADI
2020 (Abdul-Mageed et al., 2020) and NADI
2021 (Abdul-Mageed et al., 2021) shared tasks.
Past attempts used a variety of approaches rang-
ing from classical machine learning, to ensemble-
based classification, and deep learning mutli-task
transformer-based neural networks. The best per-
forming methods reported for this subtask utilized
the transformer-based models trained with multi-
task prediction (Abdul-Mageed et al., 2021).

The current paper describes an approach based
on one-vs-one classifiers trained with TF-IDF term
weights on character n-grams for identifying Ara-
bic dialects. The motivation for this approach is
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the success of recent methods that exploit sub-
word units for learning as opposed to the individual
word tokens (Baniata et al., 2021; Alyafeai et al.,
2022). The subword units representation work bet-
ter in practice especially for Arabic and help re-
duce out-of-vocabulary (OOV) tokens; a common
problem in natural language processing tasks. The
proposed approach can be used as a baseline per-
formance on the task of Arabic dialect identifica-
tion.

2 Data

Shared task organizers have prepared and dis-
tributed two datasets with country-level labels for
the task participants that can be utilized for system
development as shown in Table 1. Each sample in

Country Label TRAIN DEV
egypt 4283 1041
iraq 2729 664
ksa 2140 520
algeria 1809 430
oman 1501 355
syria 1287 278
libya 1286 314
tunisia 859 173
morocco 858 207
lebanon 644 157
uae 642 157
jordan 429 104
kuwait 429 105
yemen 429 105
palestine 428 104
bahrain 215 52
qatar 215 52
sudan 215 53
TOTAL 20398 4871

Table 1: Country-level label counts for the shared task
TRAIN and DEV datasets.

the datasets is a single tweet message containing
the original text with user mentions and website
links replaced with the ‘USER’ and ‘URL’ tokens,
respectively. In addition, two datasets TEST-A
(4,758 samples) and TEST-B (1,474 samples) were
distributed without labels and were used for final
evaluation of participating teams submissions.

3 System Description

3.1 Data Preprocessing

The text in the datasets was preprocessed as fol-
lows:

• Remove all non-Arabic printable ASCII char-
acters (hexdecimal codes 21 to 7E).

• Remove any Arabic diacritic marks (Unicode
ranges 0617-061A and 064B-0652).

• Normalize by replacing three or more
repetitions of the same letter with two
occurrences. For instance, the word

اااابحرررم will be normalized to اابحررم in
which many repetitions of the letters ا and
ر were reduced to two occurrences only.

• Normalize by replacing variants of the letter
Alif آإأ with the letter ,ا the letter ة with the
letter ,ه and the letter ى with letter .ي

3.2 Algorithms & Implementations
Two submissions were sent to the task organizers
for evaluation. First submission (henceforth will
be referred to as OVO-LR) used one-vs-one binary
classifiers implementing the Logistic Regression
(LR) loss function defined in the equation below
and trained with stochastic gradient descent (SGD)
algorithm.

∑

i

(−yi log(h) + 1− yi log(1− h)) (1)

Where h is the predicted probability of the true
class label obtained with the sigmoid function
(σ(z) = 1

1−e(−z) ) and yi is the true binary label
(0 or 1).

A vocabulary consisting of character n-grams
where 2 ≤ n ≤ 5 (see table 2 for an example)
was generated from all the text in TRAIN, DEV
and TEST sets for the shared task. If the length
of a particular word in the input text is less than
2 or greater than 5 then it was appended to the
vocabulary. The Term Frequency-Inverted Doc-
ument Frequency (TF-IDF) weights were com-
puted for each word in the resulting vocabulary
where each sample (a single Twitter message)
in the dataset is considered a document. Each
sample in the input was represented as a vector
of TF-IDF weights using the one-hot enconding
scheme. Eventually a collection of input samples
in a dataset were presented for the classifier in a
sparse matrix format containing the “bag of char-
acter n-grams” as input features.

The one-vs-one LR classifiers were trained us-
ing SGD algorithm with the L2 regularization
penalty. Due to the skewed distribution of the
class labels in both TRAIN and DEV sets, the class
weights were set to be inversely proportional to la-
bel counts distribution found in the training data.
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input text character n-grams
هينجرفنلايفهحرطلا هححررططللا

هحرحرطرطلطلا

هحرطلحرطلاهحرطحرطلرطلا

رففننللايف

رفنلارفنلفنلارفنفنلنلا
هينجهينينجهييننج

Table 2: Sample input text converted into character n-
gram representation (2 ≤ n ≤ 5).

This submission was implemented using the fol-
lowing python scikit-learn packages using the
default settings for other parameters:

• SGDClassifier(loss='log',
class_weights='balanced')

• OneVsOneClassifier()

• TfIdfVectorizer(analyzer='char',
ngram_range=(2, 5))

The second submission (AraBERT-NADI) used
pretrained AraBERT transformer model (bert-
base-arabertv02-twitter) which was trained
on 60 millions tweets containing various Arabic
dialects (Antoun et al., 2020). The model was
adapted for the dialect identification task by re-
training the prediction layer using the TRAIN set
only for 10 epochs (learning rate = 2×10−5, adam
epsilon = 1× 10−8, training batch size = 16).

4 Results
Table 3 lists the results obtained for my official
submissions on the DEV, TEST A and TEST B
sets including the best scores for TEST A and
TEST B in the task. The official metric used
for ranking submissions in the task is the macro-
averaged F1 scores. The final official scores show
that AraBERT-NADI achieved better F1 score with
+7.12% higher than OVO-LR for TEST A. The
best overall F1 score for TEST A in the task is
+6.47% higher than AraBERT-NADI. In addition,
AraBERT-NADI scored +4.01% percentage points
higher than OVO-LR for TEST B. The best F1 score
obtained for TEST B is +4.11% percentage points
higher than AraBERT-NADI. The reason for the
sharp difference in performance between TEST A
and TEST B could be explained by the fact that
TEST B only contains a subset of the total 18
country labels in TEST A1. Another possible ex-
planation is possible mismatch of label distribution

1According to the task organizers, TEST-B covers k
country-level dialects, where k is unknown.

between the training data (TRAIN and DEV) and
TEST B. This will affect the performance of clas-
sification models which were trained to place sig-
nificant weight on feature terms for the majority
class labels and, therefore, become biased towards
making positive predictions for the majority class
label (Padurariu and Breaban, 2019). The dif-
ference in label distributions could justify the dras-
tic drop in performance obtained in TEST B set
in comparison to TEST A set (-12.06%, -15.17%
and -17.53% points drop in F1 scores for OVO-LR,
AraBERT-NADI and BEST*, respectively).

Table 4 lists the per-country label breakdown of
the scores obtained on the DEV set for the sub-
mitted models. Overall, the AraBERT-NADImodel
performed better on most of country labels than
the OVO-LR classifier. Both models performed
worse on country labels with low distribution in
the training data especially for the GULF dialects:
Bahrain, Qatar and Yemen. An exception to this
is the Arabic dialect of Sudan in which both mod-
els performed in-par or better than other dialects
with much more training samples (e.g., Omani di-
alect). This maybe due to the fact that Sudanese
dialect contain unique phrases not shared by many
other Arabic dialects (see table 5). The OVO-
LR scored better on Qatari and Kuwaiti dialects
than AraBERT-NADI classifier. This may be be-
cause OVO-LR model was trained to increase the
weight of low distribution class labels (i.e., assign
more weight to samples from lower represented
class labels). Both models obtained zero score on
Bahraini dialect which is spoken in the GULF re-
gion. After manually inspecting the samples of
Bahraini dialect in the TRAIN and DEV sets, it is
clearly that there is a major difference in discourses
between the two sets. Most of the samples in the
TRAIN set include topics of sports genre and pre-
dominantly contain masculine pronouns. On the
other hand, most of samples in the DEV set include
topics of social genre with predominantly feminine
pronouns.

Table 5 shows the top n-gram features used by
OVO-LR model to classify each dialect. Many fea-
tures are shared across dialects especially bi-grams
such as وش , هه , شو and يف . Notable discriminating
features are n-grams that indicate country names
such as سنوت for Tunisia, نانبل for Lebanon, قارع for
Iraq, and غمل for Morocco. Country names are not
good features for identifying dialects per se, which
indicate one of the limitations of bag of words ap-
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Submission Dataset Acc. Rec. Prec. Macro-F1

OVO-LR
TEST A 36.34 22.97 23.18 22.89
TEST B 20.69 11.18 15.03 10.83

DEV 35.04 22.99 22.29 21.89

AraBERT-NADI
TEST A 46.85 29.75 34.57 30.01
TEST B 30.12 16.80 21.32 14.84

DEV 47.32 29.12 34.57 29.16

BEST*
TEST A 53.05 35.22 41.89 36.48
TEST B 36.97 20.48 25.82 18.95

Table 3: Official task submissions results; BEST* are the top scores obtained in the task.

Country label AraBERT-NADI OVO-LR
Prec. Rec. F1 Prec. Rec. F1

algeria 63.21 41.16 49.86 42.89 43.49 43.19
bahrain 0.00 0.00 0.00 0.00 0.00 0.00
egypt 62.41 89.15 73.42 60.30 66.09 63.06
iraq 61.55 56.17 58.74 47.84 46.69 47.26
jordan 33.33 6.73 11.20 9.35 12.50 10.70
ksa 36.17 55.58 43.82 34.25 21.54 26.45
kuwait 20.59 6.67 10.07 10.16 18.10 13.01
lebanon 44.44 12.74 19.80 16.06 14.01 14.97
libya 47.26 43.95 45.54 39.66 29.94 34.12
morocco 46.25 17.96 25.87 19.01 11.17 14.07
oman 25.71 33.24 28.99 27.87 19.15 22.70
palestine 20.33 24.04 22.03 13.45 15.38 14.35
qatar 0.00 0.00 0.00 3.49 5.77 4.35
sudan 33.33 52.83 40.88 16.38 35.85 22.49
syria 24.51 22.66 23.55 19.77 12.59 15.38
tunisia 36.11 22.54 27.76 19.62 23.70 21.47
uae 27.06 29.30 28.13 16.10 33.12 21.67
yemen 40.00 9.52 15.38 5.15 4.76 4.95

Table 4: Breakdown of scores obtained on the DEV set for each country label in the dataset.

proach used in OVO-LR and the nature of the data
used in the task.

5 Conclusion

In this paper, I presented my attempt to identify
country-level Arabic dialects used in Twitter mes-
sages. The approach based on simple one-vs-one
classifiers using logistic regression loss showed
good baseline performance on the testing sets for
the shared task in comparison to BERT-based
transformer model (AraBERT) that was pretrained
on 60 million Arabic tweets.
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algeria ارشاكايكنارشاويبرعاتيبريفحصتنذه

bahrain ألشولإداحتشووبأههوطداحألاتإنأألا

egypt شمهدايقبتهيقبيددكتبناانبر

iraq وكاقارعيناياياهجيجحوكراوميجحلوكهنديرونرعمي

jordan حبرونادبطمزهلدبيطسياوباهلبريشايكحكيهولحادح

ksa اذشوالاينكلاهردبايردلاييصيوسكلوماذكلايطعامثكنوهر

kuwait جصجناميحنيحللهينالهنيحيحلاييبدعبقاتييباجلنيحوجلاوجلومخب

lebanon ايوشنانبلمعكيهانبلايحررانانليادديهقحركاميديمعحريهوناحاس

libya نشريدقنيفاوتذهيبريكهيوخبلهحنيبيلبيلكهتا

morocco داهيشلايددالافيلاغلاغملكادهه

oman لاهوبهيهدعبارتااهوتيوسداعدياميشعبابا

palestine شميشاتبدعسياهكيهوشايدحريعسيدهيسادحهللكب

qatar امبممكجلىسعقلوااوكنىلكنسيججل

sudan ادخاييدونونشيلوهينشياسيب

syria ونايالاهمعيدبعبونوشكلتكاميدبلاعيكي

tunisia يفشوموتلاقتناناكيفشواكشاشتسنوتاب

uae كتلايكتلغينبليلاهبحبتهبتيوشكبيبلويوظح

yemen وجيللوزشياسلشيبشيبحتبووجطقسنمييدركنطقسجل

Table 5: Selected subset of top character n-gram features used by the OVO-LR model to classify Arabic dialects.
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Abstract

In this paper, we present our findings in the two
subtasks of the 2022 NADI shared task. First,
in the Arabic dialect identification subtask, we
find that there is heavy class imbalance, and
propose to address this issue using focal loss.
Our experiments with the focusing hyperpa-
rameter confirm that focal loss improves perfor-
mance. Second, in the Arabic tweet sentiment
analysis subtask, we deal with a smaller dataset,
where text includes both Arabic dialects and
Modern Standard Arabic. We propose to use
transfer learning from both pre-trained MSA
language models and our own model from the
first subtask. Our system ranks in the 5th and
7th best spots of the leaderboards of first and
second subtasks respectively.

1 Introduction

The 2022 Nuanced Arabic Dialect Identification
(NADI) shared task (Abdul-Mageed et al., 2022) is
comprised of two subtasks: Arabic dialect iden-
tification, and sentiment analysis for Arabic di-
alects. The aim of the shared task is to alleviate
the lack of resources in NLP for Arabic dialects,
amid growing interest in Arabic dialect language
models (Elgezouli et al., 2020; Abdaoui et al.,
2021; Issam and Mrini, 2022). The 2022 edition
is the third NADI shared task. The 2021 (Abdul-
Mageed et al., 2021b) and 2020 NADI shared tasks
(Abdul-Mageed et al., 2020) focus on country- and
province-level Arabic (sub-)dialect identification.
These two editions also tackled tweets in Arabic
dialects, gathering dialects from 100 provinces in
21 Arab countries.

In this paper, we tackle both subtasks, using
both transfer learning from pre-trained language
models, and transfer learning from one subtask to
the other, as well as loss functions adapted to the
class imbalance in the dataset.

The first subtask tackles country-level Arabic
dialect identification in tweets. We first analyse the

data, and find that there is a high class imbalance
between the 18 countries represented in the tweets.
We find that the largest class has nearly 20 times
as many samples as the smallest one. We try multi-
ple pre-trained Arabic language models, and find
that the highest-performing model is MarBERT
(Abdul-Mageed et al., 2021a). We try different
loss functions, and find that focal loss (Lin et al.,
2017) performs the best, as it applies a modulating
term to the cross-entropy loss, enabling the train-
ing process to focus on wrongly classified samples.
We fine-tune the focusing hyperparameter γ, and
observe how performance fluctuates accordingly.

The second subtask deals with sentiment analy-
sis for tweets in various Arabic dialects, as well as
in Modern Standard Arabic. There are three classes:
positive, negative, and neutral sentiment. In our
data analysis, we find that there is less class imbal-
ance in the second subtask, especially between the
positive and negative classes. However, this sec-
ond subtask has a much smaller training set, and
therefore needs a supplement of knowledge from
other sources. Given that external labeled data is
not allowed, we decide to employ transfer learning,
by fine-tuning the best model from the first subtask
on this second one. As the dataset of the second
subtask contains both Arabic dialects and Modern
Standard Arabic, we hypothesize that performance
will benefit from language models trained on Mod-
ern Standard Arabic, as well as from data in Arabic
dialects. Finally, we show that our system ranks in
the 5th and 7th best spots of the leaderboards in the
first and second subtasks respectively, and propose
suggestions for improving performance.

2 Data

In this section, we describe the data used for train-
ing our system in both subtasks.

The first subtask deals with Arabic Dialect Iden-
tification. The training data contains 18 classes.
Each class corresponds to the national vernacular
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Figure 1: Distribution of country labels for training
samples for the first subtask.

Subtask F1 Acc. Prec. Recall
1 0.3305 0.5231 0.3629 0.3411

Subtask F1 Acc. Prec. Recall
2 0.7334 0.6860 0.6658 0.6483

Table 1: Validation set results for our team in both
subtasks. Results are computed by the online platform.

of a distinct Arab country. There are 20,398 train-
ing samples – all are tweets. We plot the distribu-
tion of country labels for training samples in Figure
1. The dataset is unbalanced, as we notice Egypt
has 4,283 samples, whereas the smallest classes
(Bahrain, Sudan, Qatar) have only 215 samples
each.

We perform a similar analysis for validation data,
and find that the distribution is similar, as shown in
Figure 2. The validation dataset has 4,871 samples.
The class with the most samples is again Egypt
with 1,041 datapoints, whereas the smallest ones
are Qatar and Bahrain with 52 samples each.

The second subtask is Sentiment Analysis over
tweets in various Arabic dialects. This is a three-
way classification problem, where the goal is to
predict whether a tweet – regardless of the arabic
dialect – has positive, neutral or negative sentiment.
This subtask has fewer datapoints than the first one.
The training set contains 1,500 samples, whereas
the validation set contains 500 samples. There is
roughly the same distribution over the sentiment
classes between the two sets, as shown in Figures
3 and 4.

3 System Description

For both subtasks, we investigate the potentials of
transfer learning for different Arabic BERT-based
models. Specifically, we compared the follow-

Figure 2: Distribution of country labels for validation
samples for the first subtask.

Figure 3: Distribution of sentiment labels for training
samples for the second subtask.

Figure 4: Distribution of sentiment labels for validation
samples for the second subtask.

443



Figure 5: Graphs showing the progression of the loss, accuracy, and F1 scores for the training and validation sets of
the first subtask on Arabic Dialect Identification. We change the values of the γ of the Focal Loss, varying them
from 5 to 25.

ing pre-trained BERT-based models: MarBERT
(Abdul-Mageed et al., 2021a), CamelBERT (Inoue
et al., 2021) and AraBERT (Antoun et al., 2020).

Our experiments consist of fine-tuning a pre-
trained BERT model, plus one or more fully con-
nected layers. It turns out that the best performance
is achieved using only the pre-trained model plus a
classification layer.

For all experiments, we use the following hyper-
parameters: a learning rate of 4 ∗ 10−5, 10 training
epochs, an Adam optimizer with weight decay reg-
ularization. The batch size is set to 32 for the first
subtask, and 8 for the second subtask.

We implement our models using Pytorch. For the
loss functions, we experiment with self-adjusting
Dice Loss (SelfAdjDiceLoss) (Li et al., 2020),
Negative Log-Likelihood Loss (NLLLoss), Cross-
Entropy Loss (CrossEntropyLoss) with and with-
out weighted classes, and Focal Loss (FocalLoss)
(Lin et al., 2017). The latter has shown the best
performance for both sub tasks. This could be due
to the fact that the first subtask’s dataset is imbal-
anced, and Focal Loss is designed to alleviate class
imbalance. In order to focus on hard, wrongly clas-
sified samples, Focal Loss applies a modulating
term to the cross-entropy loss. Given the cross-
entropy loss formula:

CEL(pt) = −log(pt) (1)

the focal loss formula is as follows:

FL(pt) = (1− pt)
γ ∗ [−log (pt)] (2)

where γ is the focusing hyperparameter. The higher
the hyperparameter, the more the focal loss func-
tion will focus on wrongly classified samples.

Among the three pre-trained models considered,
we found that MarBERT performs the best, in a fair
evaluation with fixed hyperparameters. During our
experiments, we found that the best configuration
is a pre-trained MarBERT model, with a single
classification layer, and a Focal Loss function.

Participants of the shared task were not allowed
to use external labeled data for training. However,
the second subtask has a substantially smaller train-
ing set than the first one. We decide to leverage the
knowledge learned by the model during the first
subtask, and fine-tune the model on the training set
of the second subtask.

4 Results and Discussion

For the first subtask, we experiment with the γ
hyperparameter of the Focal Loss. We try the fol-
lowing values: 5, 10, 20 (default value), and 25.
We show the results on the validation and training
sets in Figure 5. We see that the lowest validation
loss is achieved with γ = 25, but the highest ac-
curacy and F1 scores are achieved with γ = 20.
So we use γ = 20 for the remainder of the exper-
iments. This confirms that performance is higher
when class imbalance is addressed during training.
The accuracy and F1 scores seem to peak for the
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Figure 6: All 10 teams in the leaderboard for the second subtask on Sentiment Analysis for Arabic Dialects.

Figure 7: Top 10 teams in the leaderboard for the first
subtask on Arabic Dialect Identification.

validation set at the second epoch, whereas they
increase for the training set as the training epochs
progress. This indicates that overfitting occurs after
the second epoch, in particular for γ = 20.

We show our dev set results in Table 1. For both
subtasks, the results are computed by the Codalab
online platform based on the predictions of our
system. The metrics are macro-F1, accuracy, pre-
cision, and recall. Macro-F1 gives equal weight
to each class, which matters for the first subtask
where there is heavy class imbalance.

For the test set results, our system scores in the
7th best spot in the first subtask, out of 19 partici-
pants, and the 5th best spot out of 10 participants
in the second subtask. The leaderboards and test
results for the first and second subtasks are shown

in Figures 7 and 6 respectively. For the first sub-
task, there are two test subsets: Test-A is a subset
containing all 18 classes, whereas Test-B is a sub-
set containing k classes, where k is unknown. The
results shown in Figure 7 are the Average of the
Macro-F1 scores between both test subsets. We
notice that the results of the second through fifth
rows in the leaderboard of the first subtask are close.
For the second subtask, the shared task organizers
evaluate using “Macro-F1-PN”, which is a Macro-
F1 score computed for the Positive and Negative
classes, ignoring the Neutral cases.

If we had more time, we would investigate Do-
main Adversarial learning and Multi-Task Learn-
ing. As transfer learning proved useful in the sec-
ond subtask, this suggests that a multi-task learning
setting could benefit both subtasks. Moreover, in
the second subtask, there are tweets from different
countries, but it is a feature that does not matter in
the sentiment analysis task. The model would bene-
fit from learning to not distinguish between Arabic
dialects, as it would learn dialect-agnostic senti-
ment features that enable easy knowledge transfer
between tweets in different Arabic dialects.

5 Conclusions

In this paper, we presented our team’s approach to
the two subtasks of the 2022 NADI shared task. We
first analysed the data, and find that there is class
imbalance between the 18 classes of the Arabic
dialect identification subtask. In the Arabic tweet
sentiment analysis subtask, we find that classes
are relatively more balanced, but there are fewer
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datapoints to train on.
We propose to train on MarBERT, and we find

that Focal Loss is the loss function that performs
best, as it addresses class imbalance. Our exper-
iments with the γ focusing hyperparameter show
that we need a large γ value for high F1 scores, con-
firming that focal loss alleviates class imbalance.

Finally, our system scores favorably in the leader-
boards in both subtasks. We suggest for the sec-
ond subtask that domain-adversarial training could
benefit performance, as it would make the model
learn dialect-agnostic features about the sentiment
classes.
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Abstract

This paper presents the 259 team’s BERT en-
semble designed for the NADI 2022 Subtask
2 (sentiment analysis) (Abdul-Mageed et al.,
2022). Twitter Sentiment analysis is one of the
language processing (NLP) tasks that provides
a method to understand the perception and emo-
tion of the public around specific topics. The
most common research approach focuses on ob-
taining the tweet’s sentiment by analyzing its
lexical and syntactic features. We used multiple
pretrained Arabic-Bert models with a simple
average ensembling and then chose the best-
performing ensemble on the training dataset
and ran it on the development dataset. This
system ranked 3rd in Subtask 2 with a Macro-
PN-F1-score of 72.49%.

1 Introduction

Sentiment analysis (SA) is a process of computa-
tionally categorizing opinions expressed in a piece
of text, especially in order to determine whether the
attitude towards a particular product by labeling it
positive, negative, or neutral. Sentiment analysis is
a process of computationally categorizing opinions
expressed in a piece of text, especially in order to
determine whether the attitude towards a particular
product by labeling it positive, negative, or neutral
(Liu, 2012). As the world becomes increasingly
digitized, sentiment analysis is becoming increas-
ingly important. With the vast majority of people
now using the internet and social media to com-
municate, NLP methods can help us analyze this
massive amount of data to understand public opin-
ion on various issues. Sentiment analysis can be
extremely useful for businesses and governments,
using sentiment analysis to track how the public’s
opinion (Liu, 2012).

One of the basic sentiment analysis approaches
is a lexicon-based approach. This approach uses a
list of words associated with neutral, positive, or
negative sentiment. Then we use the generated list

to score the sentiment of a text similar to what is
done in (Neviarouskaya et al., 2010) and (Moreo
et al., 2012). Another common approach is to use a
machine learning algorithm to learn the sentiment
of a text. However, this approach requires a training
dataset of texts manually labeled with their senti-
ment for the machine learning algorithm to predict
the sentiment of new texts such as (Chen and Tseng,
2011). Recently, transformers have been used for
sentiment analysis, a deep learning method that
learns the representation of text data for sentiment
classification. This approach has been shown to
outperform traditional machine learning methods
such as support vector machines or deep learning
models like long short-term memory or convolu-
tional neural networks. In addition, the transformer
approach can also handle a large amount of data,
making it a scalable method for sentiment analysis
like (Munikar et al., 2019).

While the accuracy of sentiment analysis in Ara-
bic is still far from perfect, the current state of the
art is much better than it was even a few years ago.
The progress of sentiment analysis in Arabic has
been significant in recent years. With the increas-
ing availability of Arabic text data, there has been
a corresponding increase in the development of
methods and tools for sentiment analysis in Arabic.
This progress will likely continue as more Arabic-
specific data, and sophisticated methods become
available (Al-Ayyoub et al., 2019).

There are a few reasons why sentiment analysis
is complex with Arabic dialects. First, many vari-
ations in Arabic dialects make it difficult to iden-
tify patterns. Second, Arabic is a highly inflected
language; words can have multiple meanings de-
pending on their context in a sentence. This can
make it difficult to determine the sentiment. Finally,
Arabic dialects often use a lot of idiomatic expres-
sions, which can also be challenging to interpret,
as shown in (Laoudi et al., 2018).

The paper is structured as follows: Section 2
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concisely describes the used dataset. Section 3
describes the models used for the ensemble for
Sentiment Analysis. Section 4 presents the results
obtained for each combination. Section 5 presents
related works. Section 6 presents a general discus-
sion. Finally, section 7 contains the conclusion and
points for future work.

2 Data

The competition provided a dataset of 5,000 tweets
split into a training dataset of 1500 tweets, a de-
velopment dataset of 500 tweets, and 3000 for the
testing dataset. The tweets are labeled ‘pos’ for
positive, ‘neg’ for negative, and ‘neut’ for neutral.
We used the training dataset to decide on the best
ensemble combination of models.

Class Train Development
pos 581 197
neg 579 190
neut 340 113

Table 1: Dataset description for Subtask 2 - Sentiment
Analysis

3 System Description

We used Arabic pretrained language models that
were fine-tuned for sentiment analysis publicly
available on HuggingFace. There was no extra
fine-tuning or preprocessing done after that. In-
stead, these models were used in a simple average
ensemble by adding the logit values of the mod-
els’ combination, using the maximum value for
prediction, and then looping over the different com-
binations of the available models.

3.1 CAMeLBERT
While pre-trained language models such as Arar-
BERT have shown significant success in many NLP
tasks in various languages, including Arabic, it is
unclear what these multilingual models learn in
Arabic and their most important features. Thus,
Inoue et al. (2021) worked on an experiment to
see how different sized pre-training data sets and
language variants affected the performance of pre-
trained language models. The paper culminated
with nine different models, but four models that
are trained for sentiment analysis CAMeLBERT-
MSA, CAMeLBERT-DA, CAMeLBERT-CA, and
CAMeLBERT-Mix. For a full-list off the dataset
(Inoue et al., 2021).

The main difference between the models is the
different Arabic languages used in the dataset and
there are three different types of Arabic: Modern
Standard Arabic (MSA), Classical Arabic (CA),
and Dialectical Arabic (DA) (Al-Saidat and Al-
Momani, 2010). MSA is the Arabic form used
in most written documents and media today, it
is based on the grammar and vocabulary of the
Qur’an, and is the language of Arab countries’ gov-
ernments and schools, Classical Arabic is the Ara-
bic form used in the Qur’an and other early Islamic
literature, Dialectical Arabic is the form of Arabic
spoken in everyday life in Arab countries, and each
dialect differs based on region, social class, and
religion (Al-Saidat and Al-Momani, 2010).

3.1.1 CAMeLBERT MSA SA Model
The model is trained on dataset for Modern Stan-
dard Arabic. The size of the model is 107GB with
12.6 Billion words.

3.1.2 CAMeLBERT DA SA Model
The model is trained on dataset for Dialectal Arabic.
The size of the model is 54GB with 5.8 Billion
words.

3.1.3 CAMeLBERT CA SA Model
The model is trained on dataset for Classical Arabic.
The size of the model is 6GB with 0.847 Billion
words.

3.1.4 CAMeLBERT Mix SA Model
The model is the combination of the three models
CAMeLBERT CA SA Model, CAMeLBERT DA
SA Model, and CAMeLBERT MSA SA Model.
The size of the model is 167GB with 17.3 Billion
words.

3.2 Arabic-MARBERT-Sentiment Model
The model is the result of fine-tuning MAR-
BERT (Abdul-Mageed et al., 2020a) on KAUST
dataset (Alharbi et al., 2020) which contains 95,000
tweets.The size of the model is 0.655GB. This work
is done by Ammar Alhaj Ali on Huggingface but
unfortunately was not able to cite the model as the
researcher did not add a way to cite it.

4 Results

We have validated the different ensemble combi-
nations models on the training dataset. The en-
semble with model CAMeLBERT Mix SA Model
and CAMeLBERT MSA (Modern Standard Ara-
bic) SA model based on BERT achieved the best
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results. We believe this is because the combina-
tion of different dialects in the Mix model with the
modern standard Arabic version has the majority
of text features among all other models. This en-
semble probably achieved the best results because
the task’s data contains both MSA and dialects.

4.1 Submission Results
The final results that we achieved on the NADI
Shared Task Subtask 2 - Sentiment Analysis:

1. Development Sentiment Analysis: Macro-F1-
PN equal to 72.49%

2. Test Sentiment Analysis: Macro-F1-PN equal
to 69%

4.2 Subtask 2 - Sentiment Analysis

Model Precision Recall F1-PN
MSA 62.61% 61.92% 70.18%
Mix 60.65% 60.08% 69.70%
DA 57.91% 57.82% 67.07%
CA 52.97% 52.76% 61.92%

Table 2: Single Model Results for Subtask 2 - Sentiment
Analysis

Models Ensemble Dataset Precision Recall F1-PN
Mix_MSA Dev 63.31% 63.21% 72.49%
Mix_MSA Test 61.80% 61.33% 69.86%
Mix_CA_MSA Dev 62.50% 62.35% 71.94%
DA_MSA Dev 63.14% 62.99% 71.63%
Mix_CA_DA_MSA Dev 62.28% 62.11% 71.36%
Mix_DA_CA Dev 62.07% 62.01% 70.98%

Table 3: Results for Subtask 2 - Sentiment Analysis

5 Related Work

Arabic Sentiment Analysis received more attention
recently, with many approaches showing effective-
ness on the task; however, while some surveys have
summarised some of the approaches for Arabic SA
in literature, most of these are reported on differ-
ent datasets, making it challenging to identify the
most effective approaches among them (Farha and
Magdy, 2021). Therefore, the researchers Farha
and Magdy (2021) present a comprehensive com-
parative study of the most effective approaches for
Arabic sentiment analysis.

The paper (Abdul-Mageed et al., 2011) kicked
off the work to partially fill this gap of the lack of
work on sentiment analysis in Arabic. They present

a newly developed manually annotated Modern
Standard Arabic (MSA) corpus with a new polarity
lexicon, and investigate the impact of different lev-
els of preprocessing settings on the classification
task (Abdul-Mageed et al., 2011).

The newly generated data from Internet users
on social media can be processed to extract useful
information, such as users’ opinions, by two main
approaches: corpus-based and lexicon-based; (Ab-
dulla et al., 2013) addresses both approaches to SA
for the Arabic language using social media data. In
(Abdul-Mageed et al., 2014), the researchers pre-
sented SAMAR, a system that uses lemma and the
two parts of speech tagsets for sentiment analysis
of Arabic social media, and addresses four issues:
lexical representation, standard features for Ara-
bic, handling of Arabic dialects, and genre-specific
features.

Following the current trend of using transform-
ers in English sentiment analysis, the introduction
of AraBERT also promoted the usage of transform-
ers for Arabic sentiment analysis. In (Wadhawan,
2021), the researchers present a strategy to identify
the sentiment of the Arabic tweet. Their approach
was two steps, the first step involved preprocessing
using Farasa Segmentation, and the second step in-
volved transformer-based models, AraELECTRA
and AraBERT. This trend was also accompanied
by a few tasks that work on cultivating the work of
Arabic sentiment analysis such as (Abdul-Mageed
et al., 2020b), (Abdul-Mageed et al., 2021), and
lastly, (Abdul-Mageed et al., 2022).

6 Discussion

It is interesting to see that the models alone can
achieve good results. However, the model with just
classical Arabic was able to achieve no trivial result
with only 5% of the size of the Mix model, which
is worth investigating to understand the reason be-
hind the result. The current pretraining models
available freely have a relatively good performance
on this task even with such a limited dataset and
no training, which shows researchers’ quality and
hard work in the Arabic NLP field.

Future work would involve fine-tuning these
models on the training dataset, trying different en-
semble methods, and trying few-shot learning. An-
other thing to explore would be to try AraT5, the
most recent state-of-the-art Arabic natural language
understanding system (Nagoudi et al., 2022). The
paper (Nagoudi et al., 2022) proposed a simple and
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effective transfer learning approach and evaluated
the approach on Arabic, finding that the approach
outperforms the state-of-the-art on all tasks in the
benchmark.

7 Conclusion

Tables 2 and 3 show the results obtained over devel-
opment data for the NADI task (Pos being positive,
Neg being negative, and Neut being neutral) for the
single model and ensemble model. Five language
models were used to classify sentiment (mix, ca,
da, MSA, and MARBERT). A simple two mod-
els ensemble (Mix and MSA) obtained the best
results for the task and was selected for the final
submission.
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Abstract

Dialect Identification is important to improve
the performance of various application as trans-
lation, speech recognition, etc. In this paper,
we present our findings and results in the Nu-
anced Arabic Dialect Identification Shared Task
(NADI 2022) for country-level dialect identifi-
cation and sentiment identification for dialec-
tical Arabic. The proposed model is an en-
semble between fine-tuned BERT-based mod-
els and various approaches of prompt-tuning.
Our model secured first place on the leader-
board for subtask 1 with an 27.06 F1-macro
score, and subtask 2 secured first place with
75.15 F1-PN score. Our findings show that
prompt-tuning-based models achieved better
performance when compared to fine-tuning and
Multi-task based methods. Moreover, using an
ensemble of different loss functions might im-
prove model performance.

1 Introduction

Arabic, spoken by over 500 million people world-
wide, is the most populous member of the semitic
language family. In general, Arabic can be divided
into three categories: (1) Classical Arabic, the lan-
guage of early literature; (2) Modern Standard Ara-
bic (MSA), which is commonly used in school and
formal settings; and (3) Dialectal Arabic (DA), a
collection of geopolitically defined varieties. The
existence of several dialects and complicated mor-
phology are two distinguishing features of the Ara-
bic language. Furthermore, the casual nature of
social media chats, as well as the variations be-
tween MSA and DA, add to the complexity. Arabic
dialects are not standardized. There are no formal
grammar rules or formalism to guide the speakers.
This makes various tasks such as machine trans-
lation and speech recognition challenging. Sev-
eral works have been proposed to improve dialect
identification as the recent shared-task NADI se-
ries (2020 and 2021) (Abdul-Mageed et al., 2021b,

2020). Several teams have used traditional meth-
ods as SVM with TF-IDF (Touileb, 2020; Nayel
et al., 2021), others customized Bert-based mod-
els. AlKhamissi et al. (2021) added an adapter
layer on top of MARBERT model. The authors
of (El Mekki et al., 2021) used multi-task learn-
ing to predict dialect on provenance and country
level. This paper presents our work in the Nuanced
Arabic Dialect Identification (NADI) shared task
(Abdul-Mageed et al., 2022). The NADI shared
task (2022) consists of two subtasks. The first sub-
task is a country-level dialect identification, while
the second subtask is sentiment analysis based on
different Arabic dialects. Given that a key chal-
lenge in this task is the unbalanced distribution and
the hard nature of the problem. We follow best prac-
tices from recent work on enhancing model gen-
eralization and robustness. The rest of the papers
goes as follow: section 3 discusses the proposed
methods, section 4 shows experimental results, and
section 5 concludes the paper. The code has been
made open-source and available on GitHub 1.

2 Data

Subtask Train-
set

Dev-
set

Test-set

1 20,398 4,871
4,758
test A

1,474
test B

2 1,500 500 3,000

Table 1: Train-validation distribution for subtask 1 and
2.

The NADI dataset provided by the organizers
consists of 2 datasets for each subtask. Table 1
shows the train-set, dev-set, and test-set distribution
for both subtasks. Subtask 1 covers 18 country lev-
els dialects: Algeria, Bahrain, Egypt, Iraq, Jordan,

1https://github.com/rematchka/Dialect-and-Sen
timent-Identification-in-Nuanced-Arabic-Tweets
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Kuwait, Lebanon, Libya, Morocco, Oman, Pales-
tine, Qatar, Saudi Arabia, Sudan, Syria, Tunisia,
United Arab Emirates, and Yemen. However, the
data is extremely unbalanced. The train-set con-
sists of 20,398 tweets, while the dev-set consists
of 4,871 tweets. Subtask 2 covers 3 labels positive,
negative, and neutral for dialectal sentiment anal-
ysis. The tweets span different ten Arab dialects.
The dataset does not suffer from class imbalance.

3 System Description

This section presents the various approaches used
while developing the final models: a voting classi-
fier, a weighted ensemble of BERT-based models,
and a prompt-BERT-based model.

Experimental setup for the fine-tuned models
the learning rate was set to 4e-5 or 4e-6, cosine-
annealing learning rate scheduler was used, the
model’s weight decay was set to 1e-8 and the length
of the sentence for tokenization was set to 128 or
256. During training, batch size was set to 32, and
at the end of each epoch, the model was evaluated
on dev-set. The best-performing model in terms of
F1-macro is saved.

3.1 Subtask 1 models

In subtask 1, the goal was to identify 18 different
Arabic dialects, in an unbalanced dataset. In order
to tackle this problem, we have experimented with
several approaches. Most of the models used were
BERT-based models such as MARBERT (Abdul-
Mageed et al., 2021a), AraBERT (Antoun et al.),
QARiB (Abdelali et al., 2021), AraELECTRA dis-
criminator (Antoun et al., 2021a). Two methods
Were used: 1) Fine-tuning, 2) Prompting-tuning.
Table 2 shows a summary for models and tech-
niques used. For MARBERT with prompt-tuning,
openprompt library was used (Ding et al., 2021),
which used P-tuning. In P-tuning (Lester et al.,
2021) prompts are only inserted into the input em-
bedding sequence, and this embedding is fed to the
language model head and output is output to the
linear classification head. One of the challenges
in promoting is the design of the prompt and the
output of the model. For the prompt we have used
[MASK]ù
 ë

�é 	ªÊË @ (“language is [MASK]"), and

for the output, we have used countries’ names trans-
lated into Arabic.

Submitted systems for this subtask 3 systems
were submitted, the first system was the prediction

of MARBERT with prompting. The second is a
weighted ensemble between all models listed in
table 2. The weights were determined by using
optimization, where the goal is to find weights that
improve the prediction score in dev-set. As a re-
sult, some of the weights assigned to models were
chosen to be zero. These models were Araecltra
discriminator, AraBERT v2 twitter and AraGPT2
(Antoun et al., 2021b). The third system was a hard
voting between MARBERT fine-tuned version and
the prompt version.

3.2 Subtask 2 models

In subtask 2 the goal was to analyze sentiments in
dialectal tweets. Several model experiments has
been done as shown in table 3. In this subtask
three approaches have been explored: 1) Multi-task
learning (MTL), 2) Fine-tuning 3) Prompt-tuning.

3.2.1 MTL

Figure 1: MTL architecture.

In MTL single-input multi-output approach was
used, where we have two task-specific attention
classifier layers, which help with the classification
of the dialect and correspondent sentiment for a
tweet. These layers work on top of the weighted
pooling that used the output of the last 4 layers of
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Models Methods Classification head Loss Function Macro-
F1

MARBERT Fine-
tuning

Attention classifier F1-
CrossEntropy

33

Arabelectra Discriminator Fine-
tuning

Weighted pooling with At-
tention Classifier

Ensemble of F1-
CrossEntropy
and Focal Loss

22

AraBERT V2 twitter Fine-
tuning

Weighted pooling with At-
tention Classifier

Ensemble of F1-
CrossEntropy
and Focal Loss

29

AraGPT2 Fine-
tuning

Attention classifier Ensemble of F1-
CrossEntropy
and Focal Loss

22

QARiB Fine-
tuning

Weighted pooling with
Attention Classifier and
multi-sample dropout

Ensemble of F1-
CrossEntropy
and Focal Loss

25

MARBERT Prompt-
tuning

- CrossEntropy 37

Table 2: Models and techniques developed during the experimental phase for subtask 1 and the F1-macro on the
dev-set.

BERT-based-model, as shown in figure 1. In order
to get the dialect and sentiment of a corresponding
tweet, we have used a fine-tuned model to provide
pseudo-labels for both datasets (subtasks 1 and 2).
The train-set of both subtasks was concatenated
and used for training MTL model.

3.2.2 Prompt-tuning
For prompt-based tuning, several approaches have
been explored as prefix prompting (Li and Liang,
2021), OpenPrompt library, and P-tuning V2 with
and without LSTM encoder. For prefix prompt-
ing, language model generation versions of BERT-
base models were used. For the prompt, we
have used [MASK]Q«A ��ÖÏ @ ÉJ
Êm�

�' (“sentiment anal-
ysis is [MASK]"), and for the output, we lim-
ited the model to generate three labels correspond-
ing to sentiments, which are YK
Am× , ú
æ. Ê� , YJ
ª�
(“neutral, negative, happy"). Figure 2 shows
the architecture. During experiments, we tried to
make the model generate the synonyms for these
three labels. However, it turns out that limiting
model generation to generate only 3 labels text
was the best option in this task in terms of dev-
set score. For OpenPrompt library, P-tuning V2
with and without LSTM, several prompts were
used as [MASK]?I. �KA¾Ë@ Pñª �� ñë AÓ (“ what
is the Sentiment of the writer? [MASK]")
, [MASK]Q«A ��ÖÏ @ ÉJ
Êm�

�' (“sentiment analysis is

Figure 2: Prefix prompting architecture.

[MASK]"), and [MASK]Q«A ��ÖÏ @ (“Sentiment is
[MASK]").

3.2.3 Submitted systems
for this subtask four different systems were sub-
mitted. The first system is an ensemble of the last
7 models in table 3. For determining weights we
used the optimization method, where the goal is
to find the best weight that improves overall pre-
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Models Methods Classification head Loss Func-
tion

Macro
F1-
PN

AraELECTRA-base-
discriminator

Multi-task learning Weighted layer pooling
with Attention Classi-
fier

FocalLoss
(Lin et al.,
2017)

66.5

MARBERT Fine-tuning Weighted layer pooling
with Attention Classi-
fier

Ensemble
of F1-
CrossEntropy
and Focal
Loss

71.5

MARBERT Feature Engineer-
ing and Fine-tuning

LSTM with Classifier CrossEntropy 72

AraBERT Fine-tuning Weighted layer pooling
with Attention Classi-
fier

F1-
CrossEntropy

63.5

AraELECTRA-base-
discriminator

Fine-tuning Attention Classifier CrossEntropy 58

AraBERT p-tuning v2 Classifier CrossEntropy 67.5
AraELECTRA-base-
discriminator

p-tuning v2 Classifier CrossEntropy 61.5

MARBERT p-tuning V2 LSTM to encode
prompt and Classifier

CrossEntropy 73.5

MARBERT Prefix-Prompt tun-
ing

- CrossEntropy 72.5

AraBERT V2 twitter Prompt-tuning - CrossEntropy 72.5
MARBERT Prompt-tuning - CrossEntropy 73
AraBERT Large V2 twitter Prompt-tuning - CrossEntropy 71.5
GigaBERT-v3 (Lan et al.,
2020)

Prompt-tuning - CrossEntropy 62.5

AraGPT2 Prompt-tuning - CrossEntropy 60
CAMeLBERT (Inoue et al.,
2021)

Prompt-tuning - CrossEntropy 67.5

Table 3: Models and techniques developed during the experimental phase for subtask 2 and macro F1-PN on dev-set.

diction on the dev-set. It turns out, that the best
weight chosen is uniform 1/7. The second and
third submissions were hard and soft voting based
on the prediction of the last 7 models in table 3.
The fourth submission was based on a weighted
ensemble between the first four models in the ta-
ble. Similarly, optimization has been carried out to
choose the best weights. It turns out that the third
model (MARBERT with feature engineering and
LSTM) was not important, and its weight was set
to zero.

4 Results

In this section, The performance of the model is
reported based on the official metric during dev-

phase and test-phase. Moreover, error analysis is
conducted to identify weaknesses of the proposed
models. For subtask 1 the official metric is the
macro average F1-score, while for subtask 2 the
official metric is the macro-F1-PN score (macro
f1-score for the negative and positive classes only).

4.1 Dev-phase results

The table 2 illustrates our model’s dev-phase scores
for subtask 1 using the macro F1-score metrics. It is
clear that the low results reflect the difficulty of the
task. The key problem, we believe, is the dataset’s
unbalanced nature. To improve performance, we
tried a variety of ways. We tried oversampling,
undersampling, batch-sampler, and balanced sam-
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System Submission Macro-F1
Test A Test B

System 1: MARBERT
with Prompt

36.3556 17.5

System 2: Weighted
Ensemble

36.4807 17.6

System 3: Hard Voting 36.3291 17.17
Over All Performance 27.06

Table 4: Performance of the submitted models on the
leaderboard in subtask 1.

pling, but none of these produced satisfactory re-
sults. Table 3 shows results on dev-set for subtask
2. It can be concluded that prompt-based model
performance was better than fine-tuning methods.

4.2 Test-phase results

Table 4 and 5 show performance the submitted
model in the test-phase. For subtask 1, in test A the
best-performing model was the weighted ensemble
voting. For the second place, the MARBERT with
prompt comes in place. For test B, the best perform-
ing model was the weighted ensemble, while the
best second model was MARBERT with a prompt
which achieved a good results (0.1) error difference
compared to the weighted ensemble. In Subtask
2 the best performing model was system 4 which
was an ensemble of fine-tuned models, MTL, and
different versions of prompting.

4.3 Error analysis

As seen in Figure 3, our model performs well
when predicting Egyptian, Saudi Arabian, Alge-
rian, Oman, Libyan, and Iraqi languages. Accord-
ing to the confusion matrix, most dialects were
incorrectly classified as these five dialects. We
assume this is due in part to a large number of
tweets from each dialect in the training-set. Fur-
ther examination of the output revealed that our
model performs very poorly on the less common
dialects. Our approach is unable to reliably fore-

System Submission F1-PN
System 1: Weighted Ensemble 72.77
System 2: Hard Voting 72.224
System 3: Soft Voting 72.224
System 4: Weighted Ensemble 75.155

Table 5: Performance of the submitted models on the
leaderboard in subtask 2.

Figure 3: Confusion matrix of the predictions of the
MARBERT Prompt model in subtask 1 on the dev-set.

cast the dialects of Palestine, Qatar, Bahrain, and
the United Arab Emirates. We believe this is due to
the skewed nature of the data once again, but also
to the difficulty in distinguishing various dialects
in general.

5 Conclusion

In this paper, we have presented our work sub-
mitted to NADI shared task. Our proposed solu-
tion is an ensemble of different BERT-base models.
These Models are developed differently, some are
MTL models, fine-tuned models, or prompt-based
models. The obtained results have shown that our
proposed models achieve good results in both sub-
tasks, by achieving first place in subtask 1 and first
place in subtask 2. future work will focus more on
building a robust model to improve recognition of
some dialects. Furthermore to investigate and find
features that best discriminate dialects.
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Abstract

Arabic is one of the world’s richest lan-
guages, with a diverse range of dialects
based on geographical origin. In this pa-
per, we present a solution to tackle sub-
task 1 (Country-level dialect identification)
of the Nuanced Arabic Dialect Identifica-
tion (NADI) shared task 2022 achieving
third place with an average macro F1 score
between the two test sets of 26.44%. In
the preprocessing stage, we removed the
most common frequent terms from all sen-
tences across all dialects, and in the model-
ing step, we employed a hybrid loss func-
tion approach that includes Weighted cross
entropy loss and Vector Scaling(VS) Loss.
On test sets A and B, our model achieved
35.68% and 17.192% Macro F1 scores, re-
spectively.

1 Introduction

The Arabic language is spoken in many regions
of the world, including North Africa, Asia, and
the Middle East. It is the official language of over
25 nations and one of the most widely used lan-
guages on the internet, with 164 million and 121
million internet users from the Middle East and
North Africa, respectively. The expansion of the
Arabic language over the centuries formed widely
dispersed groups, which in turn transformed the lan-
guage through time and separated it into different
dialects, which are a specialized form of the Arabic
language that is specific to a given region or social
group, such as Egyptian, Jordanian, Lebanese, and

Palestinian, etc. The closer the countries are geo-
graphically, the less variance between their dialects.
Furthermore, in formal situations such as the media
and education, all Arab nations use Modern Stan-
dard Arabic (MSA), but Arabic dialects are used
in informal everyday life communication. Due to
the intricacy of the language morphology and the
scarcity of relevant datasets as the majority of the
available datasets are data imbalanced, Arabic re-
search received little attention in its early phases,
particularly in the Arabic dialect identification task,
because of the many challenges posed by the high
similarity of dialects, especially in short phrases,
as the same words are all commonly used in all
dialects, in fact, the same word can have different
meanings in the same dialect. However, it is a sig-
nificant problem in many applications since being
able to recognize the dialect effectively helps en-
hance specific applications and services, such as
Automatic Speech Recognition, remote access, e-
health, and e-learning. The majority of the research
is focused on classifying the language into four re-
gions: Gulf, Egyptian, Maghrebi, and Levantine,
because it’s less challenging than country-level di-
alect identification. Recent studies, however, have
concentrated on classifying the language into finer-
grained variants such as country-level dialects. In
this paper, we present our approach to solving Nu-
anced Arabic Dialect Identification (NADI) shared
task 2022 subtask-1 (Country-level dialect identifi-
cation) (Abdul-Mageed et al., 2022). Our approach
is divided into two main phases. The first step
is in the prepossessing phase, where we removed
the most frequent terms from all sentences across
dialects to decrease the model confusion as the
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same word can appear in different dialects. The
second step is in the modeling phase, where we
employed a hybrid loss function technique combin-
ing Weighted Cross Entropy loss and VS loss (Kini
et al., 2021) to overcome the imbalanced data prob-
lem. The rest of the paper is organized as follows:
section 2 provides a review of previous Arabic Di-
alect Identification literature, section 3 describes
the proposed dataset, section 4 proposes the model
of Arabic Dialect Identification, in section 5 and
section 6 we show the results of the proposed model
and discuss the experiments of the different param-
eter settings and various loss functions. Finally, we
conclude in section 7.

2 Related Work

This section discusses previous research address-
ing Arabic Dialect Identification challenges in the
Arabic language, the methodologies, strengths,
and drawbacks. (Zaidan and Callison-Burch,
2011) labeled the Arabic Online Commentary
Dataset (AOC) through crowd-sourcing by collect-
ing reader’s comments from three Arabic newspa-
pers: Al-Ghad, Al-Youm Al-Sabe, and Al-Riyadh
each of which represents one of the three dialects
Egyptian, Gulf, and Levantine. The final dataset
is composed of 108,173K comments. They built
a model to classify even more crawled data and
achieved an accuracy of 82.45%. (Abdelali et al.,
2021) gathered dialectal Arabic tweets and labeled
them based on account descriptions. The resulting
dataset comprises 540k tweets from 2,525 users
spread over 18 Arab nations. (Talafha et al., 2020)
present a solution that won the 2020 NADI shared
task (Subtask 1.2) (Abdul-Mageed et al., 2020) by
adapting to the task’s unlabeled data (task-adaptive
pretraining), then fine-tuning the dialect identifica-
tion task using AraBERT on 10M unlabeled tweets.
(El Mekki et al., 2020) the solution that won Sub-
task 2.2 employed a hierarchical classifier with a
combination of TF-IDF and AraBERT features to
classify the country at the first level then at the
second level to classify the province. (AlKhamissi
et al., 2021) the solution that won the 2021 NADI
shared (Abdul-Mageed et al., 2021b) employed an
ensemble learning model by fine-tuning the MAR-
BERT model with adapters and Vertical Attention
(VAtt). Embedding two additional layers at each
transformer block at the MARBERT model allows
for preserving the pre-trained embedded knowl-
edge in the MARBERT layers. At NADI-2021, an

Figure 1: Train/Dev Sizes per Country

end-to-end deep Multi-Task Learning (MTL) ap-
proach (El Mekki et al., 2021) was used to address
both country-level and province-level identification.
The MTL model combines the contextualized word
embedding of MARBERT with two task-specific at-
tention layers that extract task-discriminative char-
acteristics. The results of this study show that most
studies relied on the robustness of the model to
solve the issue of high word similarity in different
dialects rather than conducting additional research
to address the issue. In order to reduce the like-
lihood of model confusion between the different
dialects, this study aims to overcome past limita-
tions by adopting a strategy to exclude the most
common phrases from the tweets in the dataset. In
the modeling phase, we also employed a hybrid loss
function combining VS loss and Weighted Cross
Entropy loss to solve the issue of data imbalance,
which is a common issue in most Arabic datasets.

3 Dataset
The proposed NADI-2022 dataset - Country-level
dialect identification (sub-task 1) (Abdul-Mageed
et al., 2022) has 18 distinct dialects with a total of
20k tweets for training, 4871 tweets for develop-
ment, and two test sets for testing, test-A with 18 di-
alects and 4758 tweets, and test-b with an unknown
number of dialects and 1474 tweets. However, the
dataset’s distribution is significantly uneven and
skewed (see Figure 1), with Egypt being the most
common dialect with a total of 4283 tweets and
Sudan, Qatar, and Bahrain being the least com-
mon classes with a total of 215 tweets for each
dialect. Arabic Dialect Identification has two ma-
jor challenges. First, there is a significant degree
of similarity between dialects in short words; nu-
merous short phrases are utilized in all dialects.
Second, there is an imbalance in data distribution.
To overcome these issues, we eliminated the most
frequently occurring phrases from the corpus and
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used a hybrid loss function composed of Weighted
cross-entropy and VS loss.

4 System Description

This section will outline the methods we followed
in developing our approach to solving subtask 1,
starting with data pre-processing to the model’s
experiments with different loss functions.

4.1 Data Pre-Processing
4.1.1 Text cleaning
In this step, we focused on text cleaning by remov-
ing certain irrelevant letters and symbols from the
tweets:

• We eliminated any non-Arabic characters,
numbers, or Arabic diacritics.

• Each word in the tweet was normalized to its
base form.

• Since the dataset is made up of Arabic dialect
tweets, certain users have a tendency to repeat
certain characters within words (text elonga-
tion). These extra characters were removed
from each word.

• We eliminated the emojis from the tweets be-
cause they don’t provide any additional con-
text for classifying the tweets into their di-
alects.

4.1.2 Common Terms Removal
The removal of the most prevalent terms from each
tweet is one of the key components of the pro-
posed method. All Arabic dialects are derived from
Modern Standard Arabic (MSA), as we previously
stated. Additionally, the closer geographically lo-
cated countries are, the less variance there is be-
tween their dialects. For these reasons, we noticed
that many terms overlap between Arabic dialects,
which could potentially confuse the model during
the learning phase. Therefore, we decided to re-
move the most frequently occurring words in the
dataset from all tweets.

Counting the number of times each term ap-
peared in the whole dataset, the results varied from
“1” occurrences, which we regarded as distinct
terms from a particular dialect, to “4529” occur-
rences, which we regarded as words that confuse
the model. As anticipated, words that can be used
in multiple dialects are the most frequently occur-
ring words outside of stop words. For example,

Figure 2: Pipeline of the proposed method

the word “ú
æ. Ê
�̄” was repeated “347” times in the

dataset and can have various meanings depending
on the dialect it is used in, such as "my love" in
the Egyptian dialect, "heart (the organ)" in UAE,
etc. Another illustration is the term “I. J
£” which
appeared “286” times and may signify either “ok”
in the Egyptian dialect or “delicious” in Lebanon.
Setting a hyperparameter that is the removal thresh-
old to regard the term as common or distinct; if the
count of the term exceeds the threshold, we remove
it from the whole corpus.

4.2 Loss Functions

In this subsection, we discuss the two main loss
functions and the hybrid approach between them.

4.2.1 Weighted Cross-Entropy Loss
Weighted Cross-Entropy loss is a variant of regular
Cross-Entropy loss that differs by assigning sample
weights inversely proportional to class frequency
rather than treating all classes equally.

CE = − 1

N

∑

i

∑

j∈{0,1}
yij log pij (1)

Equation 1, demonstrates that each xi contributes
equally to the overall objective When we don’t
want all xi to be treated equally, the standard ap-
proach is to assign different weighting factors to
different classes. Adding αi as a weighting factor
modifies the standard cross-entropy(Equation 1) as
follows:
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Data Pre-Processing Loss Function Macro-F1(%)

Cleaning only
Weighted CE 28.315
VS loss 34.207
Hybrid Loss 34.274

Frequent Removal
VS loss 34.461
Hybrid Loss 35.8

Table 1: Dev-set result of our method on subtask 1

Weighted CE = − 1

N

∑

i

αi

∑

j∈{0,1}
yij log pij

(2)
where αi ∈ [0, 1] is set by assigning sample

weights inversely proportionately to the class fre-
quency.

4.2.2 Vector Scaling Loss
(Kini et al., 2021) proposed an extension of the
VS-loss to handle imbalanced datasets, which is an
improved version of cross-entropy loss but with the
addition of three parameters that combine additive
and multiplicative logit modifications. The VS-loss
formula for multiclass datasets is as follows:

ℓVS(y, fw(x)) = −ωy log
(
e∆yfy(x)+ιy

/∑
c∈[C] e

∆cfc(x)+ιc
)

(3)
weight parameters ω± > 0, additive logit param-

eters ι± ∈ R, and multiplicative logit parameters
∆± > 0:

4.2.3 Hybrid Loss Function
In data-imbalanced scenarios, using Focal loss,
Dice loss, Tversky loss, and VS loss functions in-
stead of standard weighted cross-entropy enhances
model performance, as stated at (Mostafa et al.,
2022). We tested various loss functions to see
how well they performed in overcoming the im-
balance problem in the provided dataset. The VS
loss and Weighted cross-entropy(WCE) were the
top performers, so we attempted to combine them.
Because each loss function does not produce the
same mistakes as the other, combining the two loss
functions results in two predictions instead of sim-
ply one. Each of these predictions has its own loss.
As a dynamic ensemble learning approach, gradi-
ents from all of these losses are propagated back
through the model. The balancing weights αV S ,

αWCE are 0.7 and 0.3 respectively. The proposed
hybrid loss function is defined as follows:

Hybrid.loss = αV SV S + αWCEWCE (4)

4.3 Pre-Trained Model
Because the proposed dataset is a collection of
tweets, we have to choose a pre-trained model that
was trained on social media data (Twitter data)
with dialect diversity, as the dataset contains 18
dialectics. According to (Abdul-Mageed et al.,
2021a), fine-tuning phase performance increases
if the model was pre-trained on the same dataset
domain.

MARBERT-v2: Our model is based on the pub-
licly available transformer model MARBERT-V2,
which was trained on 1B multidialectal Arabic
tweets (Abdul-Mageed et al., 2021a). It is based on
the BERT-BASE architecture (Devlin et al., 2018)
and has 163M parameters, including 12 encoder
layers, 12 attention heads, and 768 hidden sizes, but
without the next sentence prediction (NSP) com-
ponent. MARBERT-V2 is an extension to MAR-
BERT that has been trained on more data such as
Books (Hindawi), El-Khair (El-Khair, 2016), Giga-
word, OSCAR (Suárez et al., 2019), OSIAN (Zer-
oual et al., 2019), and AraNews dataset (Nagoudi
et al., 2020), as well as a longer sequence length
of 512 tokens totaling 29B. Figure 2 illustrates the
proposed pipeline of our method.

5 Results

In the two main steps of the suggested technique,
we tested with various settings. The best macro
F1-score is obtained by eliminating the most com-
mon terms during the pre-processing step and then
feeding the pre-processed data into MARBERT-V2
using the suggested hybrid loss function. The pro-
posed methodology achieved an F1 score of 39%
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Figure 3: The confusion matrix of the proposed results

on the development set, 35.68% on test set A, and
17.1924% on test set B, and the average macro F1
score between the two test sets is 26.44%.

6 Discussion

As indicated in the Table 1, we tested the loss func-
tions on the cleaned-only dataset first as a stan-
dalone loss and then as a hybrid loss between the
two proposed loss functions in order to obtain the
best results possible. As anticipated, VS loss out-
performed Weighted Cross-Entropy Loss, scoring
34.207%, demonstrating that it is better able to ad-
dress the issue of class imbalance. Additionally,
we combined the two loss functions to create a
hybrid loss, which performed better than the in-
dividual losses by achieving 34.274%. Utilizing
multiple values for the removal threshold during
the second phase of our method, which involves
removing the most prevalent frequent terms, we
found that the optimal value produced superior out-
comes than utilizing the cleaned-data only, obtain-
ing 34.461% with VS loss and 35.8% with the
hybrid loss, which is the best results in our pipeline.
Figure 3 illustrates the confusion matrix of the pre-
dicted results, demonstrating what we previously
stated: the closer the countries are geographically,
the more similar their dialects are. For instance,
if we take the KSA dialect, it is most frequently
confused with the UAE, Kuwaiti, and Omani di-
alects, and they are all GULF countries located on
the same continent, thus closer to each other.

7 Conclusion

This paper outlines our method for solving Nu-
anced Arabic Dialect Identification (NADI) shared
task 2022 subtask-1 (Country-level dialect identi-
fication). We eliminated the most frequent words

from all tweets to reduce the likelihood that the
model would become confused between the differ-
ent dialects. Additionally, we used MARBERTv2
with a hybrid loss function approach during the
modeling phase to effectively address the class im-
balance issue in our dataset. The findings demon-
strated that our method outperforms a standalone
loss function and tweets without removing the most
common terms, with an F1 score of 35.68% on test
set A and 17.1924% on test set B, and the average
macro F1 score between the two test sets is 26.44%.
To further improve the model performance, we aim
to develop better methods to handle the removal
process of the standard terms. Also, collecting
more data for the least common dialects may be
significant in the performance.

Limitations

We employed the MARBERT-V2 pre-trained
BERT-based model, which was trained on a large
corpus with a reduced bias toward specific dialects.
However, the proposed dataset sample size is insuf-
ficient to allow the model to generalize successfully
to new data. The elimination of standard terms
component is based just on frequency; introducing
additional factors may improve performance.
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The Arabic language is one of the world’s most
frequently spoken languages. Developing a system
to recognize Arabic in its numerous dialects would
benefit several applications in the Arabic language,
such as offensive text identification on social media,
because many internet users communicate using
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Abstract 

Dialect is the language variation of a 
specific community. In this paper, we show 
the models we created to participate in the 
third Nuanced Arabic Dialect Identification 
(NADI) shared task (Subtask 1) that 
involves developing a system to classify a 
tweet into a country-level dialect. We 
utilized several machine learning 
techniques as well as deep learning 
transformer-based models. For the machine 
learning approach, we build an ensemble 
classifier of various machine learning 
models. In our deep learning approach, we 
consider bidirectional LSTM model and 
AraBERT pretrained model. The results 
demonstrate that the deep learning 
approach performs noticeably better than 
the other machine learning approaches with 
68.7% accuracy on the development set. 

1 Introduction 

Dialect identification is the task of automatically 
identifying the dialect of a particular part of the text 
(Zaidan and Callison-Burch 2011). Arabic dialects 
differ by region, and there are no available 
dictionaries for their vocabulary or written rules for 
the words that are specific to those dialects. 
Developing an Arabic dialect identification system 
experimenting with different corpora and working 
at different levels of representation has attracted 
increasing attention in recent years (Elnagar et al. 
2021). In this paper, we present our work to tackle 
the third Nuanced Arabic Dialect Identification 
(NADI) shared task that targets country-level 
dialects. We built multiple classifiers based on 
machine learning and deep learning techniques. We 
experimented with an approach of combining 

different Machine Learning models using a 
combination of n-grams and TF-IDF as features to 
enhance the performance. Another method applied 
in this study is a deep learning approach including 
Bidirectional Long-Short Term Memory 
(BiLSTM) model and pre-trained AraBert model. 
This paper is organized as follows: Section 2 
details the used dataset. Section 3 presents the 
applied preprocessing steps and the proposed 
approach for Arabic Dialect Identification. In 
Section 4, we discuss the obtained results. Section 
5 contains the conclusion. 

2 Datasets 

The dataset used in NADI 2022 shared task 
(Subtask 1) is the same as the prior NADI shared 
task (Abdul-Mageed et al. 2020) (Abdul-Mageed 
et al. 2021). It consists of 20k labeled tweets for 
training, 4,871 for development that covers 18 
Arabic dialects. For testing, two test sets were 
provided TEST-A and TEST-B. TEST-A includes 
18 country-level dialects. In the second test (TEST-
B), K country-level dialects are covered where k is 
kept unknown. The training data which consists of 
20K tweets is unbalanced as you can see in Figure 
1. Figure 1 displays how tweets are distributed 
among Arab countries. Most of the tweets belong 
to Egypt (4283 tweets) and only 215 belong to 
Bahrain, Qatar, and Sudan. The provided data is 
normalized in which all URLs are replaced with the 
word ‘URL’ and mentions replaced with the word 
‘USER’. Around 10M unlabeled tweets were also 
provided to participating teams by the NADI 
shared task organizers.   
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3 Methodology 

This section shows the models we used in our 
experiments starting with machine learning 
methods and moving on to deep learning and 
transformer-based approaches. 

3.1 Data Preprocessing 

Even though NADI training data set is normalized 
by replacing mentioned user with the token “user” 
and all links with the token “URL”, further 
cleaning and preprocessing was required. Hence 
before training our proposed models, we used pre-
processing steps including tokenizing, removal of 
punctuation marks, emojis, Arabic stop words and 
diacritics, and repeated chars such as “ ھھھھھھھھھھھ ”. 
We also performed several experiments to test the 
effects of different preprocessing tasks such as 
stemming, and we found that stemming has a 
negative impact on the results. To deal with data 
imbalances, we applied Synthetic Minority 
Oversampling Technique (SMOTE) (Fernández et 
al. 2018) as an imbalance correction technique for 
oversampling imbalanced classification datasets. 

3.2 Machine Learning-Based Models 

3.2.1 Logistic Regression 

Logistic regression is used to assess the statistical 
significance of each independent word with regard 
to probability (Shah et al. 2020). We have applied 
a logistic regression classifier on the concatenation 
of word n-grams (n=1 to 3) and char n-grams (n=1 
to 4) TF-IDF features using one-vs-the-rest scheme 
for multi-class training. 
 
3.2.2 Support Vector Machine 

Support Vector Machine (SVM) which is based on 
structural risk minimization is recommended to use 
for handling large textual features (Fanny, 
Muliono, and Tanzil 2018). We build a Support 
Vector Machine (SVM) classifier for country-level 
dialect identification task based on 

CountVectorizer and TF-IDF word n-gram 
features. CountVectorizer to transform each tweet 
into a vector on the basis of the frequency of each 
word that appears in the whole dataset. For the 
extracted features, we used TF-IDF vectors with 
word n-grams where (n=1 to 3). 
 
3.2.3 Ensemble Classifier 

This classifier is a soft voting classifier of three 
individual machine learning models Stochastic 
Gradient Descent (SGD) Classifier, Multinomial 
Naive Bayes, and Bernoulli Naive Bayes as shown 
in Figure 2. Naive Bayes classifier is still used for 
text classification as a fast and easy to implement 
machine learning classifier (Kowsari et al. 2019). 
Stochastic Gradient Descent (SGD) is an efficient 
approach to fitting linear classifiers and regressors 
under convex loss functions such as Support Vector 
Machines and Logistic Regression. We used TF-
IDF with character (2-5)-grams, and word (1-4) 
grams as a feature for training our ensemble 
classifier. 

3.3 Deep Learning models 

3.3.1 Embedding Layer with bidirectional 
LSTM model 

Bidirectional Long-Short Term Memory 
(BiLSTM) network was used with pretrained word 
embeddings as an input. In word embedding, we 
obtain values for word vectors or embeddings by 
training a neural language model to capture 
semantic and syntactic relationships between 
words in the corpus (Soliman, Eissa, and El-
Beltagy 2017) (Mikolov et al. 2017). In our model, 
we used Aravec (Soliman, Eissa, and El-Beltagy 
2017)a pretrained word embeddings developed 
using Twitter data based on the continuous bag-of-
words and another on the Skip-gram mode. We also 
built a word vectors model (word2vec model) 
using 300K tweets from the NADI unlabeled 
dataset (the 10M tweets) (Srinivasa-Desikan 
2018). Fast text skigram model is trained on the 
corpus, to create an embedding matrix that contains 
embedding words each one represents a word in the 
corpus. Our BiLSTM model consists of an 
embedding layer, 128 hidden units, and a dense 
layer with 18 hidden units and softmax activation 
function to identify dialects. For the network 
configuration, we used 300 as input sequence 
length 0.1 for dropout rate, and 10 for epochs, 
because more than that the model overfits. 

 
Figure 1: NADI 2022 shared task Training Dataset 
statistics. 
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Moreover, Adam was the optimization technique 
we used, and Categorical cross-entropy was used 
as the loss function. 

 
3.3.2 Fine-tuning Arabert Transformer 

AraBERT is pretrained transformer model based 
on BERT transformer model (Devlin et al. 2018) 
specifically for the Arabic language (Antoun, Baly, 
and Hajj 2020). We used the pre-trained AraBERT 
model and fine-tuning hyperparameters for Arabic 
dialect identification tasks on NADI Dataset. We 
utilize the Hugging Face Trainer utility (McMillan-
Major et al. 2021), which allows us to fine-tune 
AraBERT by changing parameter options. The 
final configuration of the model we used is Adam 
optimizer with 1e-8 for adam epsilon, Learning 
Rate of 1e-5, Maximum Sequence Length is 128, 
Batch Size is 40, and number of Epochs is 6. 

4 Results & Discussion 

In our experiments, we have reported the result of 
multiple models starting with machine learning 
approaches and moving on to transformer-based 
methods. The evaluation measures include F-score, 
Accuracy, Precision, and Recall. However, the 
Macro Averaged F-score is the official metric of 
evaluation. Table 1 shows the performance in terms 
of F1-score and accuracy of various Machine 
Learning and deep learning models evaluated on 
dev and test sets.  According to the results shown 
in Table 1, the three best classifiers are Ensemble 
Classifier, Bidirectional LSTM, and Fine-tuning 
Arabert Transformer on both dev and test set for the 
first sub-task of NADI shared task. The best results 
on the development set are obtained by Embedding 
Layer with Bidirectional LSTM classifier with an 
F1-score of 50.5%. The obtained results show that 
deep learning approach significantly outperforms 
the other machine learning approaches. 

 
 

Models 
Dev Test-A Test-B 

Acc F1 Acc F1 Acc F1 
Logistic 
Regressio
n 

36.9 19.1 7.8 5.5 17.6 7.9 

SVM 40.9 19.4 36.9 16.
1 

21.3 7.4 

Ensemble 
Classifier 

46.2 24.4 39.1 18.
8 

24.4 9.1 

Bidirectio
nal LSTM 

68.7 50.5 39.9 22.
4 

23.7 9.3 

Fine-
tuning 
Arabert 
Transfor
mer 

68.7 50.5 38.2 21.
9 

23.5 9.1 

5 Conclusion 

In this paper, we present our submitted models to 
the third Nuanced Arabic Dialect Identification 
shared task. We conducted different experiments in 
which we tried different preprocessing procedures 
and several feature combinations for model 
training. We combined different machine learning 
approach such as (Logistic Regression, Support 
Vector Machine, and Multinomial Naive Bayes) to 
build a strong Arabic dialect identification System. 
We further developed a transformer-based model 
using Embedding Layer with a bidirectional LSTM 
model and Fine-tuning Arabert Transformer. The 
obtained results have shown that our transformer-
based model outperforms all machine learning 
model on Macro-F1 evaluation measure. 

References  
Abdul-Mageed, Muhammad, Chiyu Zhang, 

Houda Bouamor, and Nizar Habash. 2020. 
“NADI 2020: The First Nuanced Arabic 
Dialect Identification Shared Task.” ArXiv 
Preprint ArXiv:2010.11334. 

Abdul-Mageed, Muhammad, Chiyu Zhang, 
AbdelRahim Elmadany, Houda Bouamor, and 
Nizar Habash. 2021. “Nadi 2021: The Second 
Nuanced Arabic Dialect Identification Shared 
Task.” ArXiv Preprint ArXiv:2103.08466. 

Antoun, Wissam, Fady Baly, and Hazem Hajj. 
2020. “Arabert: Transformer-Based Model for 
Arabic Language Understanding.” ArXiv 
Preprint ArXiv:2003.00104. 

Devlin, Jacob, Ming-Wei Chang, Kenton Lee, 
and Kristina Toutanova. 2018. “Bert: Pre-
Training of Deep Bidirectional Transformers 
for Language Understanding.” ArXiv Preprint 
ArXiv:1810.04805. 

Elnagar, Ashraf, Sane M Yagi, Ali Bou Nassif, 
Ismail Shahin, and Said A Salloum. 2021. 
“Systematic Literature Review of Dialectal 
Arabic: Identification and Detection.” IEEE 
Access 9: 31010–42. 

Fanny, Fanny, Yohan Muliono, and Fidelson 
Tanzil. 2018. “A Comparison of Text 

Table 1: The obtained results of the dev & test 
dataset. 

466



4 
 
 

 
Classification Methods K-NN, Naïve Bayes, 
and Support Vector Machine for News 
Classification.” Jurnal Informatika: Jurnal 
Pengembangan IT 3 (2): 157–60. 

Fernández, Alberto, Salvador Garcia, Francisco 
Herrera, and Nitesh v Chawla. 2018. 
“SMOTE for Learning from Imbalanced 
Data: Progress and Challenges, Marking the 
15-Year Anniversary.” Journal of Artificial 
Intelligence Research 61: 863–905. 

Kowsari, Kamran, Kiana Jafari Meimandi, 
Mojtaba Heidarysafa, Sanjana Mendu, Laura 
Barnes, and Donald Brown. 2019. “Text 
Classification Algorithms: A Survey.” 
Information 10 (4): 150. 

McMillan-Major, Angelina, Salomey Osei, Juan 
Diego Rodriguez, Pawan Sasanka 
Ammanamanchi, Sebastian Gehrmann, and 
Yacine Jernite. 2021. “Reusable Templates 
and Guides for Documenting Datasets and 
Models for Natural Language Processing and 
Generation: A Case Study of the HuggingFace 
and GEM Data and Model Cards.” ArXiv 
Preprint ArXiv:2108.07374. 

Mikolov, Tomas, Edouard Grave, Piotr 
Bojanowski, Christian Puhrsch, and Armand 
Joulin. 2017. “Advances in Pre-Training 
Distributed Word Representations.” ArXiv 
Preprint ArXiv:1712.09405. 

Shah, Kanish, Henil Patel, Devanshi Sanghvi, 
and Manan Shah. 2020. “A Comparative 
Analysis of Logistic Regression, Random 
Forest and KNN Models for the Text 
Classification.” Augmented Human Research 
5 (1): 1–16. 

Soliman, Abu Bakr, Kareem Eissa, and Samhaa 
R El-Beltagy. 2017. “Aravec: A Set of Arabic 
Word Embedding Models for Use in Arabic 
Nlp.” Procedia Computer Science 117: 256–
65. 

Srinivasa-Desikan, Bhargav. 2018. Natural 
Language Processing and Computational 
Linguistics: A Practical Guide to Text 
Analysis with Python, Gensim, SpaCy, and 
Keras. Packt Publishing Ltd. 

Zaidan, Omar, and Chris Callison-Burch. 2011. 
“The Arabic Online Commentary Dataset: An 
Annotated Dataset of Informal Arabic with 
High Dialectal Content.” In Proceedings of 
the 49th Annual Meeting of the Association 
for Computational Linguistics: Human 
Language Technologies, 37–41. 

  

 

467



Proceedings of the The Seventh Arabic Natural Language Processing Workshop (WANLP), pages 468 - 473
December 8, 2022 ©2022 Association for Computational Linguistics

NLP_DI at NADI Shared Task Subtask-1: Sub-word Level Convolutional
Neural Models and Pre-trained Binary Classifiers for Dialect Identification

Vani Kanjirangat
IDSIA-USI/SUPSI, Switzerland

vanik@idsia.ch

Tanja Samardzic
URPP Language and Space, UZH

tanja.samardzic@uzh.ch

Ljiljana Dolamic
armasuisse S+T, Switzerland

Ljiljana.Dolamic@armasuisse.ch

Fabio Rinaldi
IDSIA-USI/SUPSI, Switzerland
fabio.rinaldi@idsia.ch

Abstract

In this paper, we describe our systems submit-
ted to the NADI Subtask 1: country-wise di-
alect classifications. We designed two types of
solutions. The first type is convolutional neural
network CNN) classifiers trained on subword
segments of optimized lengths. The second
type is fine-tuned classifiers with BERT-based
language specific pre-trained models. To deal
with the missing dialects in one of the test sets,
we experimented with binary classifiers, an-
alyzing the predicted probability distribution
patterns and comparing them with the devel-
opment set patterns. The better performing ap-
proach on the development set was fine-tuning
language specific pre-trained model (best F-
score 26.59%). On the test set, on the other
hand, we obtained the best performance with
the CNN model trained on subword tokens ob-
tained with a Unigram model (the best F-score
26.12%). Re-training models on samples of
training data simulating missing dialects gave
the maximum performance on the test set ver-
sion with a number of dialects lesser than the
training set (F-score 16.44%)

1 Introduction

Arabic Natural Language Processing (NLP) is tra-
ditionally faced with the problem of dialect iden-
tification. Although Arabic is spoken by a large
community of about 400 million people, this com-
munity is distributed around different countries
and extremely diverse in term of regional linguistic
varieties, often called dialects. Modern Standard
Arabic (MSA), which is the official language in
many Arabic speaking countries is highly formal
language used in books and official communica-
tion, but newspapers and online writing already
show considerable diversification, which is greatly
increased in the spoken language of everyday com-
munication. MSA differs from regional varieties

lexically, syntactically and phonetically (Zaidan
and Callison-Burch, 2014).

In the long history of Arabic Dialect Identifica-
tion (ADI), multiple datasets have been developed.
Some of the most popular datasets include: The
ADI VarDial dataset (Zampieri et al., 2017, 2018),
which includes Arabic text that is both speech tran-
scribed and transliterated (Malmasi et al., 2016; Ali
et al., 2016). Arabic Online Commentary (AOC) is
another dataset, which includes a large-scale repos-
itory of Arabic dialects obtained from reader com-
mentary of online Arabic newspapers (Zaidan and
Callison-Burch, 2011). Multi Arabic Dialect Ap-
plications and Resources (MADAR) corpus consti-
tutes parallel sentences written in different Arabic
city dialects from travel domain (Bouamor et al.,
2019).

Classification methods tried out on these
datasets range from feature-based machine learn-
ing approaches (Touileb, 2020; Younes et al., 2020;
AlShenaifi and Azmi, 2020; Harrat et al., 2019),
n-gram based language models (Çöltekin et al.,
2018; Butnaru and Ionescu, 2018) and ensemble
models El Mekki et al. (2020) to neural and pre-
trained models (AlKhamissi et al., 2021; El Mekki
et al., 2021; Elaraby and Abdul-Mageed, 2018; Ali,
2018).

In this paper, we describe the solutions submit-
ted by our team to the Nuanced Arabic Dialect
Identification (NADI) shared task 2022 (Abdul-
Mageed et al., 2022), subtask-1, which targets a
more fine-grained classification than in previous
tasks. The NADI shared task focuses on the study
and analysis of Arabic dialects at country-level,
province-level and city-level. NADI 2020 (Abdul-
Mageed et al., 2020) and 2021 (Abdul-Mageed
et al., 2021) tasks focused on dialects across 21
Arab countries and 100 provinces.

This paper is organized as follows: The data
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Models Fscore(%) Accuracy(%)
Unigram_CNN 17.06 32.45
BPE_CNN 17.17 33.97
AraBERT 21.38 37.54
Multi-dialect-Arabic-BERT 26.59 42.61

Table 1: Evaluation results on development set

Average Positive Probabilities

Dialect TEST-B DEV1 DEV2 DEV3 DEV4
Bahrain 0.8995 0.8907 0.8905 0.8965 0.8973
Jordan 0.8888 0.9053 0.9041 0.9146 0.9097
Lebanon 0.8557 0.8588 0.8622 0.8576 0.8605
Qatar 0.8984 0.8798 0.8788 0.8811 0.8837
UAE 0.9244 0.9009 0.9023 0.9019 0.9040
Oman 0.9203 0.9219 0.9219 0.9194 0.9228
Algeria 0.7978 0.8806 0.8588 0.8825 0.8836
Egypt 0.9432 0.9447 0.9456 0.9076 0.9496
Libya 0.8973 0.9185 0.9168 0.9215 0.9105
Palestine 0.8990 0.9086 0.9080 0.9227 0.9072
Tunisia 0.8589 0.9162 0.9141 0.9080 0.9185
Syria 0.8840 0.8969 0.8944 0.9020 0.8973
Morocco 0.8417 0.8735 0.8626 0.8767 0.8751
KSA 0.9408 0.916 0.9166 0.9205 0.9227
Yemen 0.8793 0.8899 0.8889 0.8991 0.8918
Kuwait 0.9459 0.9297 0.9296 0.9329 0.9299
Iraq 0.8652 0.8896 0.8857 0.8899 0.8623
Sudan 0.8276 0.8931 0.8990 0.9128 0.8975

Table 2: Comparing the average positive predicted prob-
abilities for each binary classifier on simulated devel-
opment set and TEST-B. The possible missing dialects
identified by our approach are bolded.

statistics is described in Section 2, methods used
are discussed in Section 3, experimental results are
reported in Section 5, followed by conclusions in
Section 6.

2 Data

The subtask 1 of NADI 2022 provides training and
development sets with 18 country dialects. The
training set constitutes 20,398 instances and de-
velopment set 4871 instances. In the evaluation
phase, two test sets were provided, TEST-A with
4871 instances and TEST-B with 1474 instances.
TEST-A had all the 18 dialects as in the training
set, while TEST-B had k missing dialects, where k
< 18.

3 Models and Methods

We tried two kinds of solutions described in the
following subsections.

3.1 Approach 1: Sub-word Level Convolution
Neural Network

In our first solution, we train from scratch a Convo-
lution Neural Network (CNN) on subword tokens
produced with different algorithms. The CNN is
an adapted version of the architecture proposed
by Kim et al. (2016). This architecture is origi-
nally used for building a neural language model
(NLM). To use this architecture for dialect classi-
fication, we take the CNN encoder part substitute
the decoder part with dense and softmax layers.
We used the CNN filter sizes as proposed by Kim
et al. (2016). In general, the filter size can be seen
as the length of n-grams and hence using different
filters helps to capture text units of different spans.

To decide the optimal splits for input subword
tokenization, we tune on the development set the
vocabulary size (vocab_size) of two subword tok-
enization algorithms from the SentencePiece1 li-
brary: the Unigram model and Byte Pair Encoding
(BPE). We experimented with gradually increasing
vocab_size, ranging from the character vocab_size
to 0.4 ∗ |V | following Mielke et al. (2019), where
|V | is the word-level vocabulary size, and kept the
one which gave the best performance on the devel-
opment set. The optimal vocabulary size turned
out to be 20,045 for Unigram model and 7,045 for
BPE.

3.2 Approach 2: Pre-trained Models

Our second solution makes use of pre-trained mod-
els, specifically BERT-based (Devlin et al., 2019)
language-specific models. We used AraBERT (An-
toun et al.)2 and Multi-dialect-Arabic-BERT (Ta-
lafha et al., 2020)3 models for our experiments.
AraBERT is a BERT-based model, pre-trained ad-
ditionally with Arabic articles from Wikipedia, OS-
CAR4 and OSIAN corpus (Zeroual et al., 2019).
Multi-dialect-Arabic-BERT model is initialized
with the weights of Arabic-BERT model5 and fur-
ther trained on the 10M unlabelled tweets provided
by NADI shared task. For loading and fine-tuning
the pretrained models, we used the HuggingFace6

1https://github.com/google/sentencepiece
2https://huggingface.co/aubmindlab/

bert-base-arabert
3https://huggingface.co/bashar-talafha/

multi-dialect-bert-base-arabic
4https://oscar-corpus.com/
5https://huggingface.co/asafaya/

bert-base-arabic
6https://huggingface.co/
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transformer library and followed BERT single sen-
tence classification pipeline.

For TEST-A, we used the fine-tuned AraBERT
and Multi-dialect-Arabic-BERT models directly
for the predictions. In TEST-B, we did additional
adaptations, specifically to deal with the unknown
or missing dialect(s) (described in Subsections 4.1
and 4.2).

4 Adaptation to Unknown Set of Dialects
(TEST-B)

To deal with the missing dialects in TEST-B, we ap-
ply two additional techniques to the Multi-dialect-
Arabic-BERT model as the baseline. These tech-
niques are described in the remainder of this sub-
section.

4.1 Label Smoothing

Label smoothing helps to alleviate overfitting prob-
lem (Müller et al., 2019) and is used as an effective
regularization technique in neural models. We used
label smoothing (LS) with a specific α (hyperpa-
rameter) for fine-tuning the pre-trained model.

4.2 Binary Classifiers

In order to identify the possible missing dialects,
we train binary classifiers, one for each dialect
in the training set. Given an input sentence, we
pass it through each of the 18 classifiers to identify
whether the sentence belongs to the particular di-
alect class/not. For instance, if the classifier is for
dialect Egypt, then it predicts whether the sentence
dialect is Egypt/Not.

Uneven distribution of training data across di-
alects has a strong impact on models in such binary
classification set-up causing strong preferences for
some classes. To deal with this issue, we sam-
ple balanced datasets for each dialect class. For
this, we label all the instances belonging to the
particular dialect class as 1 and sample equal num-
ber of instances from the remaining classes in the
training set without replacement and label it as 0.
This helped in boosting the performance for some
classes.

In an ideal situation, we expect that for a partic-
ular sentence input, only one of the 18 classifiers
predicts 1, which means the sentence belongs to
the respective dialect class. Further in the ideal sce-
nario, for any sentence input, the missing dialects
(in TEST-B) should not be predicted. But, since
these country dialects are closely related and over-

lapping, misclassifications can occur quite often.
To tackle this, we need to devise some approach to
decide a threshold or some pattern that can help us
in deciding the possible missing dialects.

To set the threshold for missing dialects, we
simulate TEST-B conditions on the development
set. We randomly removed some dialect classes
from the development set and performed the eval-
uations. We performed multiple simulations and
recorded the average correct prediction probabili-
ties for each dialect class. We repeated the same
for TEST-B. We then analyzed the probability dis-
tribution patterns and compared the average proba-
bilities of each dialect from TEST-B with the sim-
ulated development sets. Further, we observed
the change/ difference in probabilities and iden-
tified those dialects with an evident drop in aver-
age probabilities. The probabilities for four sim-
ulated development sets are tabulated in Table 2
with the missing dialects as: DEV1: {‘palestine’,
‘yemen’, ‘lebanon’}, DEV2: {‘yemen’, ‘algeria’,
‘syria’}, DEV3: {‘egypt’, ‘tunisia’, ‘morocco’} and
DEV4: {‘sudan’, ‘libya’, ‘iraq’}. Based on these
observations, we selected five dialects: {‘Algeria’,
‘Tunisia’, ‘Morocco’, ‘Iraq’ and ‘Sudan’} as the
missing dialects and retrained the Multi-dialect-
Arabic-BERT model by removing these five di-
alects from the training set.

5 Experimental Settings and Results

The results obtained on the development set are
reported in Table 1. The F-scores obtained
with pretrained models (AraBERT 21.38% and
Multi-dialect-Arabic-BERT 26.59%) is consider-
ably higher than those obtained with the CNN
models (Unigram_CNN 17.06% and BPE_CNN
17.17%).

Table 3 shows the official evaluation of our
models on two test sets provided by the or-
ganizers. In TEST-A (with all the 18 di-
alects), we used the four models: Unigram_CNN,
BPE_CNN, AraBERT and Multi- dialect-Arabic-
BERT. In TEST-B (with missing dialects), we sub-
mitted five models: Unigram_CNN, BPE_CNN,
Multi- dialect-Arabic-BERT, Multi- dialect-Arabic-
BERT_LS (Multi- dialect-Arabic-BERT with Label
Smoothing with α = 0.1) and Binary classifiers
+ Multi- dialect-Arabic-BERT (Binary classifiers
with Multi- dialect-Arabic-BERT). In Binary clas-
sifiers + Multi- dialect-Arabic-BERT, we use the
binary classifier approach as discussed in Section
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Test Set Models Fscore (%) Accuracy (%)

TEST-A

Unigram_CNN 16.18 31.39
BPE_CNN 16.66 33.50
AraBERT 19.99 36.65
Multi-dialect-Arabic-BERT 26.12 42.07

TEST-B

Unigram_CNN 8.71 18.59
BPE_CNN 7.58 19.34
Multi-dialect-Arabic-BERT 13.47 27.88
Multi-dialect-Arabic-BERT_LS 13.75 27.88
Binary classifier + Multi-dialect-Arabic-BERT 16.44 27.68

Table 3: Official evaluation results on test set

4.2 for identifying the possible missing dialects
and further retraining the model.

It can be observed that the best performance on
TEST-A was achieved with Multi-dialect-Arabic-
BERT model. On TEST-B, pretrained models work
better with the best result achieved in the last set-
ting (Binary classifiers + Multi- dialect-Arabic-
BERT model).

Now, we discuss briefly the different outcomes
on the two test sets. In both test sets, the best results
are obtained by language specific pre-trained mod-
els. In TEST-B, all the scores are higher and the
results with pretrained models are much better. We
believe that this difference can be attributed to two
factors. First, the smaller number of classes seems
to make the task easier for all the models. Sec-
ond, our adaptation techniques are better suited to
the setting with pretrained models. Label smooth-
ing helped in improving the performance slightly
(Multi- dialect-Arabic-BERT_LS) and binary clas-
sifiers with model retraining brings additional im-
provement.

Overall, based on the official results, we
achieved a F-score of 21.28%.

6 Conclusion

In this paper, we described and discussed two kinds
of solutions for the NADI shared task, subtask 2:
automatic country-wise identification of Arabic di-
alects. Among the solutions that we submitted, the
language specific pre-traiend models gave the best
performance in both TEST-A and TEST-B. Label
smoothing and simulating the missing dialect sce-
nario with binary classifiers were our techniques
for TEST-B with unknown set of labels. These
techniques improve the performance compared to
the baseline setting. In TEST-B, adaptation tech-
niques enable better performance on this set, but
there is still a lot of room for improving the perfor-

mance.
In future work, we aim to pursue the develop-

ment of CNN architectures for fine-grained dis-
crimination. We plan to investigate self-attention
mechanisms with CNN and unsupervised deep em-
bedding clustering.
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Abstract

This paper describes the systems submit-
ted by BFCAI team to Nuanced Arabic
Dialect Identification (NADI) shared task
2022. Dialect identification task aims at
detecting the source variant of a given text
or speech segment automatically. There
are two subtasks in NADI 2022, the first
subtask for country-level identification and
the second subtask for sentiment analysis.
Our team participated in the first subtask.
The proposed systems use Term Frequency
Inverse/Document Frequency and word em-
beddings as vectorization models. Differ-
ent machine learning algorithms have been
used as classifiers. The proposed systems
have been tested on two test sets: Test-A
and Test-B. The proposed models achieved
Macro-f1 score of 21.25% and 9.71% for
Test-A and Test-B set respectively. On
other hand, the best-performed submitted
system achieved Macro-f1 score of 36.48%
and 18.95% for Test-A and Test-B set re-
spectively.

1 Introduction

Social media’s widespread use has made it easy to
collect user data in surpassing ways. These data
can include behaviour and usage, content, and net-
work (Abdul-Mageed et al., 2020). This work fo-
cuses on predicting social media user dialect based
on language of his/her post. Dialect identification
task comprises of some challenges such as find-
ing the differences in writing style between men
and women on social networks, ages of authors, or
location (Abdul-Mageed et al., 2021b). The solu-
tions to these questions are very important for new
problems in the era of social networks such as fake
news analysis, plagiarism detection, privacy and
security issues.

The author profiling task aims at examining the
written documents to extract pertinent demographic
information from their authors (Aliwy et al., 2020).
Lately, the research community concerning Arabic
natural language processing started to pay atten-
tion to dialect identification. Nuanced Arabic Di-
alect Identification shared task (NADI 2021) aimed
at predicting the dialect in Arabic Tweets (Abdul-
Mageed et al., 2021b).

This work explores different vectorization tech-
niques integrated with the various machine learning
approaches. Term Frequency/Inverse Document
Frequency (TF/IDF) and word embeddings have
been used as vectorization models. Multinomial
Naïve Bayes (MNB), Complement Naïve Bayes
(CNB), Support Vector Machine (SVM), K-Nearest
Neighbor (KNN), Decision Tree (DT), Random
Forest (RF), and Multi-Layer Perceptron (MLP)
have been used as classifiers due to their ability to
deal with multi-class Classification problems.

The rest of the paper is organized as follows:
section 2 presents the dataset; section 3 describes
the system architecture. Experimental settings and
results are given in section 4. Finally, conclusion
and future work are presented in section 5.

2 Data

The NADI 2022 datasets that we used for building,
developing, and evaluating the submitted systems
were distributed by the task organizers (Abdul-
Mageed et al., 2022).

The dataset targets nuanced Arabic dialect iden-
tification at the country level for Arabic tweets. It
comprises training, development, and test sets. It
covers 18 dialects (a total of approximately 20K
tweets). The evaluation depends on two test sets,
Test-A covers 18 country-level dialects, whereas
the second test set (TEST-B) covers k country-level
dialects. The value of k was kept unknown by the
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task organizers

3 System Architecture

The general framework of our model is shown in
Figure 1. The model consists of three main phases.
The first phase is preprocessing where the raw data
was prepared to further steps. The second phase is
feature extraction and the third phase is training the
model. After model construction, test set was fed
to the model for model evaluation. The following
are details of each phase.

Figure 1: General architecture of the proposed models

3.1 Text Preprocessing
Text data sourced or generated by social media are
unstructured and very noisy data. To overcome
this issue some non-informative data or texts are
removed such as emojis, Latin-characters, URLs,
mentions, numbers, and non-Arabic characters.
The preprocessing steps based on the work done by
Nayel (2020); Ashraf et al. (2022a,b), have been
applied to the tweets in detail:

• Removing Non-Arabic letters by deleting En-
glish letters, special symbols, numbers, Twit-
ter markup, and Emoticons.

• Text Normalization by refining text to normal-
ize different forms of some Arabic characters
to unique form like, " �è " (an Arabic letter pro-

nounced Haa) and " è" to be " è", removing re-

dundant Arabic forms like, " �éK
" (pronounced
al and it is used as determiner).

• Removing punctuation marks such as
{′+′,′#′,′−′,′ $′, ...} which increase the
redundant features resulting a huge feature
space dimension.

• Decreasing the letter repetition, cleaning the
tokens from the redundant letters helps in re-

ducing feature space. In our work, the letter
is assumed to be redundant if it is repeated
more than two times. For example, the word “
Ð@ @ @ @ A« " (i.e., “global” will be reduced to “ Ð@A«
", also the word “ ©
K@ @ @ @P " (i.e., “wonderful”)

will be reduced to “ ©
K@ @P "

3.2 Feature Extraction
In this work, TFI/DF and word embeddings
(Word2Vec) vectorization algorithms were used
with unigram features (words or tokens) to describe
each tweet as a feature vector.

3.2.1 TF/IDF
In TF/IDF, the value of each component in this
vector represents the weight of the corresponding
feature (word) within a tweet. Assuming the vo-
cabulary set V=v1, v2, . . . ., vk that contains the
unique tokens appeared in the corpus. Then, the
tweet Ti can be represented as the following vector
Ti = < ti1, ti2, ti3,. . . ., tik> and is calculated by the
following formula:

tij = tfij ∗ log
(
N + 1

dfi + 1

)

Where, tij is the weight of a word j in tweet i, tfij
is the count of word j in tweet i, N is the total
number of tweets, and dfi is the count of word i
in all tweets. We used unigram model in TF/IDF
algorithm, in which each feature is a single word
(token). For example, the sentence means which “
Q�
 	g úÎ« iJ.��� �é»PAJ.Ó �éªÔg. " “Happy Friday good
night”, has the following set of features (tokens) “�éªÔg. " , “ �é»PAJ.Ó ", “ iJ.��� ", “ úÎ« ", “ Q�
 	g "

3.2.2 Word Embeddings
Another approach for word representation is word
embeddings (Mikolov et al., 2013). One of the
most effective embeddings model is Word2vec.
Word2vec has a neural network structure, proposed
by Google, to processes the text data. Word2Vec
includes two learning models, Continuous Bag of
Words (CBOW) and Skip-gram. CBOW predicts
the word given its context, but Skip-gram predicts
the context given a word. Word2Vec generates
the word vectors through feeding the text corpus
(which was available in this task) to one learning
model.

First, Word2Vec builds a vocabulary from train-
ing corpus, which obtained from NADI 2022 sub-
task1, and learns the vector representations of

475



each word. Also, Word2Vec calculates the co-
sine distance among each word. We implemented
Word2Vec using gensim, which is a python library.
First, we used the vocabulary from the entire train-
ing data. Then, to generate the word vectors, we
employ the CBOW as it has higher computing
speed than Skip-gram. After training step, each
word is represented by a vector.

Then, a high dimension matrix has been con-
structed. Each row in matrix represents a training
sample and columns represent the generated word
vectors. Now, each word has multiple degrees of
similarity, it can be computed via a linear calcula-
tion.

After we create the feature vector matrix of all
training samples using the two algorithms, we go
to the classification step, which will be described

3.3 Classification

In this work, the classification step was accom-
plished by applying seven classifiers. Then com-
paring the performance of each classifier and the
best performed classifier was chosen to submit.
Word2vec and TF/IDF have been used to represent
the tweet tokens for each classifier. The following
list is the classifiers have been used in this model:

• The Complement Naive Bayes (CNB) clas-
sifier was designed to correct the “severe
assumptions” accomplished by the standard
Multinomial Naïve Bayes (MNB) classifier.
It is particularly suitable for imbalanced
datasets, and this is proved in our results.

• Support Vector Machine (SVM) is a linear clas-
sifier which uses training examples or sup-
port vectors close to the boundaries of classes.
SVM also can be used for classifying non-
linear data using kernel functions such as, Lin-
ear, and RBF, which were used in this work.

• K-NN algorithm suppose that the similarity
between the new example and available exam-
ples and put the new one into the category that
is most similar to the available categories.

• Decision Tree (DT) classifier depends on the
decision tree as a predictive model to go from
observations about an item which represented
in its branches to conclusions about the item’s
target value which represented in its leaves.

• Random Forest (RF) is a meta estimator that
fits several decision tree classifiers on various
sub-samples of the dataset and uses averaging
to improve the predictive accuracy and control
over-fitting.

• Multi-Layer Perceptron (MLP) is a fully con-
nected class of feedforward Artificial Neural
Network (ANN). An MLP consists of at least
three layers of nodes: an input layer, a hidden
layer and an output layer. Except for the in-
put nodes, each node is a neuron that uses a
nonlinear activation function

4 Experiments and Results

We proposed seven classifiers with TF/IDF, and five
classifiers with Word2Vec. All algorithms were
implemented on NADI 2022 shared task dataset for
subtask1.

We calculated four evaluation metrics, Accu-
racy (Acc), Precision (P), Recall (R), and F1-score
to measure the performance of our models. The
macro-averaged f1-score is the official metric for
subtask1.

Table 1 and Table 2 show the results for all runs
of the development set classification using TF/IDF
and Word2Vec representations respectively.

We implemented SVM with two different ker-
nels, linear kernel and Radial Bases Function
(RBF). Different numbers of hidden layers (h =10,
20, 30 and 40) have been implemented in MLP.

From Table 1 and Table 2, it is clear that MLP
and CNB outperforms all other classifiers. We
decided to submit the output of CNB, MLP (h =
20) and MLP (h = 30).

Table 3 and Table 4 shows the results of our
submissions on Test-A and Test-B of subtask 1
respectively. For test-A set, MLP with 30 hidden
layers and word embeddings (WE) outperforms
all other classifiers. While accuracy of CNB with
TF/IDF outperforms all other accuracies.

For test-B set, MLP with 30 hidden layers and
word embeddings (WE) outperforms all other clas-
sifiers. While precision of CNB with TF/IDF out-
performs all other precisions.
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Algorithm Accuracy Precision Recall F1 (macro)

MNB 30.158 21.508 9.763 7.567

CNB 39.068 24.321 19.893 20.475
SVM (Linear) 39.643 34.482 14.893 13.407

SVM (RBF) 37.323 36.247 14.893 13.407

KNN 33.833 29.311 13.771 13.178

DT 25.662 12.740 12.005 11.920

RF 34.675 21.493 14.637 14.102

MLP (10 H) 31.102 16.984 16.181 16.222

MLP (20 H) 32.745 19.135 17.536 17.852

MLP (30 H) 32.622 18.276 17.328 17.457

MLP (40 H) 32.478 18.863 17.348 17.601

Table 1: Performance measure of the different classifiers on development set using TF/IDF for subtask 1.

Algorithm Accuracy Precision Recall F1 (macro)

SVM (Linear) 40.135 22.736 20.033 19.843

SVM (RBF) 42.620 32.166 14.647 12.804

KNN 35.024 25.217 14.647 12.804

DT 17.984 8.883 8.856 8.859

RF 37.056 18.579 13.937 11.162

MLP (10 H) 40.731 19.315 20.264 19.029

MLP (20 H) 38.883 21.710 20.440 20.188
MLP (30 H) 37.590 21.041 20.179 20.023

MLP (40 H) 36.769 20.414 19.740 19.620

Table 2: Performance measure of the different classifiers on development set using Word2vec model for subtask 1.

Algorithm Acc P R Macro F1

MLP(30)+WE 38.63% 25.25% 20.47% 21.25%

CNB+TF/IDF 39.05% 22.81% 21.30% 21.16%

MLP(20)+WE 38.97% 24.58 21.19 % 21.13%

Table 3: Results of our submissions on Test-A of Subtask 1.

Algorithm Acc P R Macro F1

MLP(30)+WE 23.13% 14.54% 11.99% 9.71%

MLP(20)+WE 22.73% 16.88% 11.80% 9.14%

CNB+TF/IDF 21.23% 11.41% 10.45% 7.78%

Table 4: Results of our submissions on Test-B of Subtask 1.
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5 Conclusion and Future Work

In this paper, a simple framework for dialect identi-
fication has been introduced. Two main vectoriza-
tion approaches (TF/IDF and Word Embeddings)
have been compared. It is clear from results that
word embeddings outperforms TF/ID. From this
study, we can conclude that dialect identification
of Arabic text is one of the most challenging tasks.
The results of training using MLP (h=20 and h=30)
with Word2Vec model achieved the best F1 macro-
averaged score as the power of word embeddings
in NLP. CNB with TF/IDF comes in the second as
it can deal with unbalanced text data.

In future work, pre-trained models could be used
to improve the performance of classification, such
as BERT (Devlin et al., 2019), AraBERT (Antoun
et al., 2020), MarBERT model (Abdul-Mageed
et al., 2021a). Transfer learning can be applied that
knowledge from one domain can be transferred to
another domain.
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Abstract

In this paper, we describe the approaches we
developed for the Nuanced Arabic Dialect Iden-
tification (NADI) 2022 shared task, which con-
sists of two subtasks: the identification of
country-level Arabic dialects and sentiment
analysis. Our team, UniManc, developed ap-
proaches to the two subtasks which are under-
pinned by the same model: a pre-trained MAR-
BERT language model. For Subtask 1, we ap-
plied undersampling to create versions of the
training data with a balanced distribution across
classes. For Subtask 2, we further trained
the original MARBERT model for the masked
language modelling objective using a NADI-
provided dataset of unlabelled Arabic tweets.
For each of the subtasks, a MARBERT model
was fine-tuned for sequence classification, us-
ing different values for hyperparameters such
as seed and learning rate. This resulted in mul-
tiple model variants, which formed the basis
of an ensemble model for each subtask. Based
on the official NADI evaluation, our ensemble
model obtained a macro-F1-score of 26.863,
ranking second overall in the first subtask. In
the second subtask, our ensemble model also
ranked second, obtaining a macro-F1-PN score
(macro-averaged F1-score over the Positive
and Negative classes) of 73.544.

1 Introduction

There are approximately 400 million Arabic speak-
ers worldwide, spread geographically in 22 coun-
tries around the world (Boudjellal et al., 2021).
With early manifestations of Arabic dating back to
the 8th century BCE, the Arabic language has been
redefined and refined over many decades across
different continents. Many scholars struggled to de-
fine Arabic as a single language, with many consid-
ering Classical Arabic (CA)—the language of the
Quran—as the ideal archetype. In modern times,
Modern Standard Arabic (MSA) has been used
in most official publications, broadcasts, political
speeches, and written texts. However, most people

use spoken varieties of Arabic in their daily lives.
Some of these spoken varieties differ from each
other significantly and are almost mutually unintel-
ligible, whilst others bear strong similarities. These
spoken variations of Arabic are commonly referred
to as Dialectical Arabic (DA).

Thus far, the majority of the research in Ara-
bic Natural Language Processing (NLP) has over-
looked the variations across the different Arabic
dialects (Oueslati et al., 2020), largely due to the
lack of datasets that take the different DA types
into consideration. The goal of the Nuanced Ara-
bic Dialect Identification (NADI) shared task se-
ries is to diminish this research gap, by providing
datasets where examples are organised according to
dialects (Abdul-Mageed et al., 2020, 2021b, 2022).
As part of the NADI 2022 shared task, organisers
made available datasets that support two sub-tasks,
namely, dialect identification (Subtask 1) and sen-
timent analysis of country-level dialectical Arabic
(Subtask 2).

Recent advancements in NLP research have led
to the development of transformer-based language
models which learn contextual embedding rep-
resentations of sequences, and which have been
shown to obtain state-of-the-art performance on
many NLP tasks (Vaswani et al., 2017; Liu et al.,
2020; Nagoudi et al., 2022). MARBERT (Abdul-
Mageed et al., 2021a) is a language model that
was pre-trained specifically on DA, and formed the
basis of our approach to the NADI 2022 shared
tasks.

2 Datasets

NADI 2022 is the third in the NADI shared tasks
series and consists of two subtasks. Similar to past
editions of the shared task, the first subtask is a
multi-class classification problem aimed at recog-
nising the Arabic dialects used in tweets. Unlike in
previous years, however, a new task focussing on
sentiment analysis of dialectical Arabic tweets was
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Figure 1: Label distribution of the training and the development sets for Dialect Arabic Identification (Subtask 1)
and Sentiment Analysis (Subtask 2).

organised and put forward as the second subtask.
The organisers prepared a dataset of labelled

tweets covering 18 Arab countries for the dialect
identification subtask. It was split into training,
development, and two test sets. Whilst the first test
set (Test-A) covers 18 country-level dialects (as the
training and development sets do), the second one
(Test-B) includes an unknown number of dialects.

The distribution of examples across the different
classes of interest for each of the subtasks is shown
in Figure 1. As one can observe in Figure 1-A, the
distribution across the 18 dialects is unbalanced,
with Eqypt being the most frequently occurring
label in the dataset for Subtask 1.

For the sentiment analysis subtask, the organis-
ers provided a dataset of tweets labelled as any
one of three classes: Positive, Negative and
Neutral. It was divided into training, develop-
ment and test sets. As shown in Figure 1-B, the
Positive and Negative classes have an almost
equal distribution between them, but the Neutral
class has a slightly lower number of training sam-
ples.

The datasets for both subtasks were pre-
processed whereby URLs were replaced with the
token ‘URL’, and Twitter usernames were replaced
with the token ‘USER’, in order to normalise them.

3 Methodology

Our approaches to the two subtasks are both un-
derpinned by the first version of MARBERT, a lan-
guage model that had been trained on a 128GB
dataset containing both MSA and DA tweets
(Abdul-Mageed et al., 2021a).

It is worth noting that we built our own version
of the MARBERT model by continuing to train it
for the masked language modelling (MLM) objec-
tive (Devlin et al., 2019); we describe this model

in detail in Section 3.2 below. However, our ex-
periments showed that using our own MARBERT
model led to performance improvement only for
sentiment analysis and not for dialect identifica-
tion. Therefore this model formed the basis of our
solution for Subtask 2 but not for Subtask 1.

3.1 Subtask 1: Dialect Identification

The original pre-trained MARBERT model was
fine-tuned for dialect identification using the full
training set for Subtask 1 that was provided by the
NADI organisers. Considering the imbalance in the
distribution of training samples across the different
classes (as shown in Figure 1), it was unsurprising
that when evaluated on the development set, the
resulting sequence classification model is unable to
predict the least represented classes (e.g., Bahrain
and Qatar), but obtains satisfactory performance
for the classes with sufficient examples.

Therefore, we investigated the use of undersam-
pling, whereby the training samples belonging to
the over-represented classes such as Egypt and KSA
(Kingdom of Saudi Arabia), were reduced. Our
undersampling technique is based on the removal
of randomly selected samples (Chawla, 2010) from
the over-represented classes; this led to the creation
of a version of the dataset where the number of
samples for each class was capped at 215 (i.e., the
number of samples in the least represented dialects,
namely, Bahrain, Qatar and Sudan). However,
we also created other dataset versions where the
number of samples per class was capped at 250 and
300. In this case, it was necessary to apply over-
sampling on the least represented classes (Chawla,
2010); to this end, randomly selected samples in
those classes were duplicated. Our initial experi-
ments showed that fine-tuning the original MAR-
BERT model on these balanced versions of the
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dataset led to classification models that are able to
predict the least represented dialects, although their
performance on the sufficiently represented dialects
was degraded compared with a model fine-tuned
on the full training set.

Considering that fine-tuning on the full training
set and fine-tuning on the balanced data, each has
its own advantages, our solution for this subtask
was based on combinations of models resulting
from both.

3.2 Subtask 2: Sentiment Analysis

Taking the checkpoint for the original pre-trained
MARBERT model1, we continued to train it for
masked language modelling using the dataset of
10 million unlabelled Arabic tweets, that was pro-
vided by the NADI organisers as part of the shared
task. Out of these tweets, 90% were used for train-
ing, whilst the remaining 10% were used for vali-
dation. Both the number of epochs and batch size
were arbitrarily set to 8 and the maximum sequence
length was fixed at 512. The resulting model was
then fine-tuned for sentiment analysis using the la-
belled tweets in the training set for Subtask 2. We
also considered creating a version of the dataset
where the dominant classes, i.e., Positive and
Negative, are undesampled. However, models
fine-tuned on this version obtained inferior classifi-
cation performance. Thus, only models fine-tuned
on the full training set comprise our solution for
this subtask.

3.3 Hyperparameter Optimisation

For each of the subtasks, we trained a number of
model variants using the full training sets for both
Subtasks 1 and 2, and additionally, on the balanced
versions of the training set for Subtask 1. These
model variants are based on the exploration of a
range of values for seed and learning rate. Specif-
ically, seed values ranging between 20 and 300
(inclusive) were investigated; we found that set-
ting the seed to 200 led to optimal performance in
both subtasks, based on results on the respective de-
velopment sets. Meanwhile, optimal performance
was obtained by setting the learning rate to values
ranging between 1.5e-5 and 2.5e-5 (inclusive).

The batch size was fixed at 32, while the number
of epochs was arbitrarily set to 8. For every training
run (on Nvidia A100 GPUs), the model trained

1https://github.com/UBC-NLP/marbert#
6-download-arbert-and-marbert-checkpoints

in the epoch where the best macro-averaged F1-
score was obtained, was considered as the best-
performing model for that run.

3.4 Ensemble Models

After hyperparameter optimisation, the eight best-
performing Subtask 1 models (according to F1-
score), were selected: four based on training on the
full training set, and the other four based on training
on the balanced data. Meanwhile, for Subtask 2,
we selected the five best-performing models (based
on F1-score) trained on the full training set.

For each subtask, we aimed to identify an ensem-
ble model (Rokach, 2019) that is based on the com-
bination of the predictions of these best-performing
models. In Subtask 1, for example, there are 255
possible combinations of the eight models (i.e.,
28 − 1 combinations). For each combination (en-
semble), the average of the prediction probabilities
output by the models for each class was taken as
the basis for the overall prediction of the ensemble.
A similar process was applied to the 31 possible
combinations of the five models for Subtask 2 (i.e.,
25 − 1 combinations).

For each of the two subtasks, the three best-
performing ensemble models were identified based
on experiments on the corresponding development
set and formed the basis of our official submission
to NADI 2022.

4 Evaluation and Results

The performance of our ensemble models for the
dialect identification subtask is summarised in Ta-
ble 1. Our best-performing model (Ens 1.1) ob-
tained a macro-averaged F1-score of 35.625 on the
development set. Meanwhile, the macro-averaged
F1-scores on the two test sets are: 34.778 on Test-
A (the test set that covers 18 dialects) and 18.948
on Test-B (the test set with an unknown number
of dialects). Nevertheless, it is worth noting that
our best ensemble model ranks third when evalu-
ated using Test-A, and ranks first when evaluated
using Test-B, amongst the submissions from the
19 teams who participated in Subtask 1. If one
takes the mean of the macro-averaged F1-scores on
Test-A and Test-B as the overall performance for
Subtask 1, our best ensemble model ranks second,
with a mean score of 26.863.

With regard to the second subtask, we present
the performance of our ensemble models for sen-
timent analysis in Table 3. Instead of the macro-
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Model Eval. data Macro-F1 Acc.

Ens 1.1
Dev 35.625 53.890
Test-A 34.778 52.333
Test-B 18.948 36.839

Ens 1.2
Dev 35.031 53.069
Test-A 34.152 51.303
Test-B 17.984 36364

Ens 1.3
Dev 34.937 52.782
Test-A 34.248 51.366
Test-B 18.435 36.974

Table 1: Results for Subtask 1 based on three different
ensemble (Ens) models.

Model Eval. data Macro-F1-PN Acc.

Ens 2.1
Dev 77.262 72.400
Test 73.544 67.700

Ens 2.2
Dev 76.904 72.400
Test 73.200 67.333

Ens 2.3
Dev 76.709 72.400
Test 73.432 67.667

Table 2: Results for Subtask 2 based on three different
ensemble (Ens) models.

averaged F1-score over all classes, a different met-
ric (macro-F1-PN) based on the macro-averaged
F1-score over the Positive and Negative classes
only, was used in the evaluation of this subtask.
Our best-performing ensemble model (Ens 2.1)
obtained a macro-F1-PN score of 77.262 on the
development set and 73.544 on the test set. This
model ranks second amongst the submissions from
10 teams who participated in Subtask 2.

5 Discussion

To allow us to draw some insights on the class-level
performance of our best-performing dialect iden-
tification model, we provide the confusion matrix
based on the development set, in Figure 2.

As one can observe in the confusion matrix, the
majority of the true samples from dialects such
as Egypt, KSA, and Iraq, have been correctly pre-
dicted by our model. This can be explained by the
fact that such classes are over-represented in the
training data. However, the over-representation of
such classes is likely to have also led to a detri-
mental effect, i.e., the model being biased towards
such dominant dialects, as can be observed in the
columns of the confusion matrix, where many sam-
ples tend to be wrongly predicted as Egypt or KSA,
for instance. Meanwhile, as expected, the model

Figure 2: Confusion matrix for our best-performing
dialect identification ensemble model, based on the de-
velopment set.

Figure 3: Confusion matrix for our best-performing
sentiment analysis ensemble model, based on the devel-
opment set.

obtained poor performance with respect to the least
represented dialects such as Bahrain and Qatar.
Also, our model tends to be confused by dialects
which correspond to regions which are geograph-
ically close to each other and hence share certain
dialects, e.g., Oman vs KSA, Lebanon vs Egypt.

As for our best-performing sentiment analysis
model, the confusion matrix in Figure 3 shows
that the model performs almost equally well on
the Positive and Negative classes. Unsurpris-
ingly, it does not perform as well for the Neutral
class, which has a slightly lower number of training
samples.

Hypothesising that limited context in any given
tweet leads to wrong predictions, we investigated
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Tweet Text English Translation Gold Pred.
1 A 	J 	¢ 	®m�'
ð @ñ 	¢ 	®m�'
 é<Ë @ May God protect him and protect us Iraq Oman

2 ½Ë ÑîD
Ê	m�'
 ú
G. P May god keep them for you Libya Oman

3 �éK
Qå�Ó ø
 X B No, she is Egyptian KSA Egypt

4 É�Ê�ÖÏ @ ñÊg ��. But the series is nice Jordan Iraq

5 ñK

	¬ñË ø
 @ I love you KSA Iraq

6 :( Q¢�̄ 	áÓ ¼AK. Back from Qatar :( KSA UAE

7 èQÒªK. Èñ¢�
ð é 	¢ 	®m�'
 é<Ë @ May Allah protect him and prolong his age KSA Oman

8 	á�
Ó@ , ½ÒÊ��
 é<Ë @ God bless you, amen KSA Oman

Table 3: Some of the incorrectly predicted samples, their English translation, their labels in the development set
(Gold) and our model’s predicted label (Pred).

whether the length of a tweet in terms of number of
tokens, has a detrimental impact on model perfor-
mance. There are 864 samples in the development
set with at most four tokens; the macro-averaged
F1-score obtained by our model on these samples
is 25.180. In contrast, the same model obtained a
substantially higher macro-averaged F1-score of
37.385 on the remaining 4007 samples which have
four or more tokens. Moreover, as we increased the
number of tokens being considered, the model’s
performance also improved: the macro-averaged
F1-score on samples with no more than five tokens
(1336 samples) and six tokens (1823 samples) is
26.126 and 28.323, respectively.

Based on the above observations and some sam-
ples (that we manually analysed), we argue that
defining Arabic dialect identification task as a clas-
sification task with a large number of classes (e.g.,
18), inevitably leads to overlap. In this scenario,
a given tweet could easily qualify as belonging to
more than one dialect, where even humans would
disagree on the dialect used. This is because many
countries may use the same phrase or wording;
especially in cases where a tweet contains only a
few tokens, it can be extremely hard to pinpoint its
country or region of origin.

Table 3 shows some samples from the develop-
ment set that were wrongly predicted by our model.
These samples contain only a few tokens thus mak-
ing it very challenging to identify their dialect. In
fact, some of these samples cannot be identified
as one dialect since they can be used in multiple
countries. For example, the first four tweets (Sam-
ples 1, 2, 3 and 4) in Table 3 were labelled as being
from a different dialect to what our model predicted
them as; however, they can also be considered as

the Egypt or KSA dialects since these phrases are
commonly used in Egypt and Saudi Arabia. More-
over, we found samples that include English words,
such as Sample 5 which was given KSA and Iraq as
its label in the development set and by our model,
respectively, when in reality it was not even writ-
ten in Arabic. It is instead a transliteration of the
English phrase “I love you”. Similarly, Sample 6
contains the word “back” transliterated into Arabic
leaving only two Arabic words which translate to

“from Qatar” from which it is impossible to detect a
dialect even by a native Arabic speaker.

We also investigated some samples from neigh-
bouring countries such as KSA, Oman and UAE
(United Arab Emirates), which are all Gulf coun-
tries. As shown in Table 3, some samples (such as
Samples 6, 7 and 8) are not easy to identify since
there are some similarities between neighbouring
countries’ dialects. We thus believe that the task of
identifying Arabic dialects could be more suitable
as a multi-label classification task whereby each
sample can be assigned more than one dialect.

6 Conclusion and Future Work

In this paper, we presented our ensemble-based
approaches to the NADI 2022 subtasks: dialect
identification and sentiment analysis. Our results
demonstrate that an ensemble model consisting of
a combination of MARBERT models fine-tuned in
different ways, for each of the subtasks, obtains top-
ranking performance. A potential future direction
is the exploration of multi-task learning for jointly
training a model on the two subtasks.
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Abstract

In this paper, we present two deep learning
approaches that are based on AraBERT, sub-
mitted to the Nuanced Arabic Dialect Identifi-
cation (NADI) shared task of the Seventh Work-
shop for Arabic Natural Language Processing
(WANLP 2022). NADI consists of two main
sub-tasks, mainly country-level dialect and sen-
timent identification for dialectical Arabic. We
present one system per sub-task. The first sys-
tem is a multi-task learning model that consists
of a shared AraBERT encoder with three task-
specific classification layers. This model is
trained to jointly learn the country-level dialect
of the tweet as well as the region-level and area-
level dialects. The second system is a distilled
model of an ensemble of models trained using
K-fold cross-validation. Each model in the en-
semble consists of an AraBERT model and a
classifier, fine-tuned on (K-1) folds of the train-
ing set. Our team Pythoneers achieved rank 6
on the first test set of the first sub-task, rank 9
on the second test set of the first sub-task, and
rank 4 on the test set of the second sub-task.

1 Introduction

Arabic is the official language of 22 countries, rec-
ognized as the 4th most used language on the Inter-
net (Guellil et al., 2021). Arabic can be classified
into three types (Guellil et al., 2021), mainly Classi-
cal Arabic (CA), Modern Standard Arabic (MSA),
and Arabic Dialects (AD). Unlike both CA and
MSA, Arabic Dialects lack a standardized repre-
sentation and data that cover their complex taxon-
omy. Several initiatives were made to advance the
research in this field. One of the most prominent
work has been carried out through the Nuanced
Arabic Dialect Identification (NADI) shared tasks.
The first two NADI shared tasks (Abdul-Mageed
et al., 2020, 2021b) comprised country-level and
province-level dialect identification.

Many participants presented their systems to the
NADI shared tasks. Most of the systems submitted

rely on the Bidirectional Encoder Representation
from Transformers (BERT) (Devlin et al., 2019)
models. For instance, Mansour et al. (2020) pre-
trained a multilingual BERT model on unlabeled
Arabic tweets, then fine-tuned the model for the di-
alect classification task. Furthermore, Tahssin et al.
(2020) fine-tuned the transformer-based Model for
Arabic Language Understanding AraBERT (An-
toun et al.) on an extended corpus constructed us-
ing a reverse translation of the given Arabic NADI
dataset. Gaanoun and Benelallam (2020) employed
Arabic-BERT (Safaya et al., 2020) alongside semi-
supervised learning and ensembling methods in
their system. El Mekki et al. (2020) introduced an
ensemble that applies a weighted voting technique
on two classifiers, the first based on TF-IDF with
word and character n-grams and the second based
on AraBERT. El Mekki et al. (2021) proposed a
multi-task model that leverages MARBERT’s con-
textualized word embedding (Abdul-Mageed et al.,
2021a) with two task-specific attention layers, ag-
gregated to predict both the province and the coun-
try of a given Arabic tweet.

The NADI 2022 shared task (Abdul-Mageed
et al., 2022) provides two sub-tasks, mainly
country-level dialect identification and sentiment
analysis. Inspired by the previous submissions, we
fine-tune AraBERT for each sub-task. The sys-
tem for the first sub-task is a multi-task model that
performs dialect identification by predicting the re-
gion, area, and country of the tweet. The system
for the second sub-task is a distilled model from
an ensemble of K models that were trained using
K-fold cross-validation for sentiment classification.

This paper is structured as follows: Section 2 de-
scribes the data used. Section 3 gives an overview
of fine-tuning BERT models. Section 4 presents the
systems submitted to Subtasks 1 and 2 respectively.
We show the results on the NADI Subtasks 1 and 2
and discuss them in Sections 5 and 6. We conclude
with Section 7.
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Figure 1: Label distribution in the training and validation sets of Subtask 1 and Subtask 2 respectively.

2 Data

2.1 Dataset Description

The systems were developed using the training and
validation data provided by the task organizers.
The training set for Subtask 1 consists of around
20,398 tweets with 18 different labels representing
18 country dialects, while the development set con-
sists of 4,871 labeled tweets. The system submitted
to this sub-task is evaluated on two test sets; the
first test set (TEST-A) consists of 4,758 tweets cov-
ering 18 country-level dialects, whereas the second
test set (TEST-B) consists of 1,474 tweets covering
k country-level dialects.

The training set for Subtask 2 consists of 1,500
tweets labeled as either positive, negative, or neu-
tral, while the development/validation set consists
of 500 labeled tweets. The system submitted to
this sub-task is evaluated on a test set of 3,000
unlabelled tweets.

Figure 1 shows that the distribution of the
tweets for the country-level classification sub-task
is highly unbalanced. This would raise some issues
in correctly predicting the minority classes (i.e., the
dialects that have a small sample of tweets in the
training set). Moreover, Figure 1 shows that the
number of samples in the training set provided for
the second sub-task is quite small. This raises the
need to have a language model that can perform the
task given the small training set. This motivates the
use of transfer learning and pre-trained language
models for this sub-task.

2.2 Dataset Pre-processing

We apply the same pre-processing techniques for
both Subtask 1 and 2. We first standardize the text
by removing non-Arabic words, emojis, and URLs
from the tweets. Then, we proceed by tokenizing
the tweets using the AraBERT tokenizer.

2.3 Region and Area Inference

For the first sub-task, we infer two additional labels
from the country-level label provided. We pro-
pose to classify the tweets into two regions (either
Western or Eastern) and into four areas (Western,
Egyptian, Levantine, or Peninsular gulf), as shown
in Figure 2.

Figure 2: Two additional labels were inferred from the
country-level label for Subtask 1.

For instance, Morocco, Algeria, Tunisia, and
Libya will belong to the Western region and to the
Western area, while Egypt and Sudan will belong
to the Eastern region and to the Egyptian area. We
chose to add these additional labels to the task to
encode some domain knowledge in the pre-trained
language model.
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Figure 3: Systems used for the NADI subtasks.

3 Fine-tuning BERT

As mentioned in the previous sections, the two sub-
tasks fall under the category of text classification.
An intuitive solution would be to fine-tune a pre-
trained language model on each sub-task by adding
an output layer to the encoder and training the pa-
rameters of the network to predict the classes for
the subtask.

Fine-tuning is a form of Transfer Learning, as
it tailors the knowledge encoded in the model to
the downstream task. Therefore, it is crucial to
find an appropriate model to fine-tune. After in-
vestigating multiple BERT variants, we choose to
use an Arabic pre-trained language model called
AraBERT (Antoun et al.). AraBERT is trained
on a huge corpus of Arabic text from a collection
of publicly available large-scale raw Arabic text.
The specific model employed in both subtasks is
the bert-large-arabertv02-twitter. It is based on
AraBERTv0.2-large, and it is pre-trained using the
Masked Language Modeling task on 60M Multi-
Dialect Tweets.

However, fine-tuning a BERT variant might not
be sufficient to reach the desired performance on
the sub-tasks. Therefore, our contribution lies in
employing multi-task learning for the first sub-task,
and knowledge distillation from an ensemble of
models for the second sub-task. All models have
been trained on NVIDIA Tesla Volta V100.

4 Proposed Solutions

4.1 Subtask 1 - Multi-Task Learning

As mentioned in the previous section, a simple
solution would be to fine-tune AraBERT to pre-
dict one dialect out of the 18 predefined dialects.
We propose to encode more domain knowledge in
AraBERT by training the model to predict the re-
gion and area of the tweet (as described in Figure 2).
Learning these two labels jointly with the country-
level dialect will help BERT acquire more knowl-
edge for the country-level dialect identification task.
To learn the region, area, and country-level dialect
classes, we use multi-task learning. The Multi-
Task model consists of a single shared AraBERT
encoder. The pre-trained AraBERT model is fine-
tuned using three task-specific classification heads
(i.e., layers). Each classification head consists of
a dropout layer of probability 0.1 followed by a
linear layer that maps the CLS token embeddings
of the AraBERT encoder to the number of pre-
dicted classes (2 classes for region, 4 for area, and
18 for country). We use the cross-entropy loss to
compute the loss on the outcome of every classi-
fier head. There are multiple strategies to combine
the three losses. Since the losses assess different
measures, we chose to fine-tune one loss at a time
per batch. As seen in Figure 1, the dataset suf-
fers from class imbalance. Therefore, we propose
to randomly sample (with replacement) 500 sen-
tences per country-level dialect. In other terms,
the training set used for this model consists of 500
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Figure 4: Confusion matrices for Region and Area of Subtask 1, and Sentiment of Subtask 2 on the dev set.

tweets for every label. This will guarantee that all
classes participate in the training process equally.
The model is trained using the Adam optimizer
(Kingma and Ba, 2015), with a learning rate of
10−5. After conducting multiple experiments, we
chose to set the batch size to 64 and the number
of epochs to 5. In this study, we report the results
of the system that achieved the best score on the
leaderboard.

4.2 Subtask 2 - Distilled Ensemble of K
models

The proposed system relies on the same AraBERT
model employed before. We propose to build an
ensemble of K AraBERT models. To do so, we
split the training set into K folds and we fine-tune
an AraBERT model for each combination of (K-1)
folds. Then, the output of this ensemble of K mod-
els (i.e., logits) is constructed by computing the
average of the logits from all the K models. Using
an ensemble is more robust and prevents overfitting
since each model from that ensemble is exposed to
a different subset of the training set. Furthermore,
ensembles are known to usually achieve better per-
formance compared to a single model. Afterward,
we distill the knowledge from the ensemble teacher
model to a single AraBERT student model by opti-
mizing the following loss:

Loss = (1− α)× CE(score, target)

+α×MSE(student_logits, teacher_logits)

CE stands for cross-entropy loss, while MSE stands
for mean squared error loss. We set α to 0.95 and
K to 10. The model is trained with a learning rate
of 5× 10−6 and a batch size of 32 for 6 epochs. It
should be noted that the hyperparameters reported
are the ones that resulted in the best performance
on the validation set.

5 Results

We evaluate our systems on the validation set pro-
vided by the organizers. Table 1 presents the
Macro-Averaged Precision, Recall, and F1 Score
computed over the development sets and reported
on the test set by the organizers for each sub-task.
The first sub-task was evaluated on two test sets
TEST-A and TEST-B: TEST-A covers 18 country-
level dialects, while TEST-B covers k country-level
dialects, where k was kept unknown. The second
sub-task was evaluated by computing the metrics
over the positive and negative labels only, on one
test set of 3000 tweets. The official metric used is
the Macro-Averaged F1-score. We report the confu-
sion matrices of both systems on the development
sets in Figures 4 and 5.

Table 1: Results of the systems on Subtasks 1 and 2.

Sub
-task Eval Set Label Macro

Precision
Macro
Recall

Macro
F1 Score

1
DEV

Region 77.53 72.81 74.64
Area 61.80 60.17 60.65
Country 28.50 28.01 27.57

TEST-A Country 36.77 31.77 32.63
TEST-B Country 19.51 15.90 15.61

2
DEV

Sentiment
(Pos, Neg)

68.06 67.84 67.93

TEST
Sentiment
(Pos, Neg)

66.08 65.87 73.40

6 Discussion

As we can notice, the simple task of predicting
whether the dialect is Western or Eastern is chal-
lenging by itself. This clearly confirms that the
task of dialect identification is not an easy task.
Furthermore, we notice that the model has trouble
distinguishing between the Levantine dialect and
the Peninsular Gulf dialect. This is expected as
these dialects are the most similar among all four
families (area).
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Figure 5: Confusion matrix for the country-level labels of Subtask 1.

Moreover, we notice that the confusion between
dialects within the same area is higher compared
to dialects from different areas (highlighted in Fig-
ure 5 by the clusters of values in red and green).
This is expected as the training process injected
knowledge that helps the model distinguish be-
tween the dialect classes (i.e., regions and areas).
Therefore, a more fine-grained region-level and
area-level classification should result in an improve-
ment to the country-level dialect identification task.

We can also note the discrepancy in the perfor-
mance of the model between TEST-A and TEST-
B. In fact, TEST-A tests the model’s performance
on all the dialects, while TEST-B tests the perfor-
mance on a subset of k dialects. TEST-B does not
reflect the model’s performance on all dialects, as
the model might be tested on country-level dialects
that are more difficult to predict.

As for Subtask 2, we can see that the Macro-
Averaged F1 Score reported on the test set is higher
than the score reported on the development set.
This implies that distilling an ensemble of K mod-
els trained on different partitions of the training set
helped the model generalize well on unseen data.

7 Conclusion

In this paper, we introduced two AraBERT-based
systems to tackle dialect and sentiment classifica-
tion. We conclude by confirming that dealing with
Arabic dialect data is quite challenging. In future
work, we propose to vary the training approach for
every individual model in the ensemble, by chang-
ing the sequence length used, or even the training
batch size per model. We also propose to build an
ensemble of K multi-task models for Subtask 1.
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Abstract
Addressing the correct gender in generative
tasks (e.g., Machine Translation) has been an
overlooked issue in the Arabic NLP. However,
the recent introduction of the Arabic Parallel
Gender Corpus (APGC) dataset has established
new baselines for the Arabic Gender Rewrit-
ing task. To address the Gender Rewriting
task, we first pre-train our new Seq2Seq Ara-
bicT5 model on a 17GB of Arabic Corpora.
Then, we continue pre-training our ArabicT5
model on the APGC dataset using a newly pro-
posed method. Our evaluation shows that our
ArabicT5 model, when trained on the APGC
dataset, achieved competitive results against
existing state-of-the-art methods. In addition,
our ArabicT5 model shows better results on the
APGC dataset compared to other Arabic and
multilingual T5 models.

1 Introduction

In many generative downstream tasks in Arabic
NLP, such as Machine Translation and chatbot ap-
plications, addressing the correct gender is crucial
to increase the quality of the generated text to reach
human-level performance. This also leads to hav-
ing a generated text that is less biased and discrim-
inating against specific gender. Moreover, when
used in Translation and chatbot applications, gen-
erative models such as T5 (Raffel et al., 2019), and
BART (Lewis et al., 2020) may adopt a gender
bias, which they learn from the pre-training cor-
pora. Thus, the Gender Rewriting downstream task
has recently received more attention in Arabic NLP.
This attention can be seen with the introduction of
the Arabic Parallel Gender Corpus (APGC) dataset
(Alhafni et al., 2022a).

Current state-of-the-art methods to address the
Gender Rewriting task uses a multi-stage model
consisting of rule-based, morphological analyzer,
and encoder-decoder GRU model (Alhafni et al.,
2022b). However, one issue with using a multi-
stage model is that it increases the complexity

of the model. This motivates us to seek a more
simple alternative approach. In this work, we hy-
pothesize that generative models such as T5 and
BART could address the gender rewriting prob-
lem when trained on the APGC dataset. Thus, in
this work, we introduce a novel method to address
the Gender-Rewriting task through our ArabicT5
model, a model that we pre-trained on a collection
of Arabic corpora.

Thus, our contributions in this work can be sum-
marized in the following points:

• We introduce ArabicT5: a new Arabic T5
model pre-trained on a 17GB of Arabic cor-
pora, including Arabic Wikipedia and Arabic
News articles. This model has many appli-
cations beyond the scope of this work, such
as Question Answering, Text Classification,
Question Generation, Machine Translation,
and Text Summarization. We also released
our ArabicT5 model and our codes to the pub-
lic community. 1.

• We introduce a new approach in the Arabic
NLP that uses Seq2Seq models to address the
Gender-Rewriting task.

• We evaluate and compare our approach with
our ArabicT5 against AraT5 (Nagoudi et al.,
2022) , mT5 model: the multilingual vari-
ant of T5 (Xue et al., 2021), and the multi-
step gender rewriting model by Alhafni et al.
(2022b). We also show through our analysis
how design factors such as the pre-training
corpora affect the evaluation performance.

1Our ArabicT5 models can be accessed at
https://huggingface.co/sultan/ArabicT5-Base,
https://huggingface.co/sultan/ArabicT5-Large,
https://huggingface.co/sultan/ArabicT5-xLarge
and our GitHub page https://github.com/salrowili/
ArabicT5.
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أنا واثق جدا انك سوف تحقق أحلامك في نھایة المطاف یاعزیزي

FF

FM

MF

MM

Figure 1: Example of the Gender-Rewriting task where we address different targeted genders. [FF: Female-to-
Female, FM: Female-to-Male, MF: Male-to-Female, MM: Male-to-Male] .

2 Background

In this section, we will first explain the APGC
dataset. Then, we will have an overview of the cur-
rent state-of-the-art model; the multi-step gender
rewriting model (Alhafni et al., 2022b). Then we
will explain the T5, mT5 (Xue et al., 2021), and
AraT5 models (Nagoudi et al., 2022).

2.1 Arabic Parallel Gender Corpus

Arabic Parallel Gender Corpus (APGC) (Alhafni
et al., 2022a) is a new dataset introduced recently to
address gender bias in natural language processing
(NLP) applications. This dataset aims to address
gender identification and rewriting sentence where
the context involves one or two users (I and/or you).
In Figure 1, we illustrate the structure of the APGC
dataset.

2.2 The Multi-step Model Approach

The Multi-step Model (Alhafni et al., 2022b) repre-
sents the state-of-the-art model to address the Ara-
bic Gender-Rewriting task. The Multi-step Model
consists of multiple-stages including: (1) Gender
Identification (GID), (2) Corpus-based Rewriter
(CorpusR) (3) Morphological Rewriter (MorphR),
and (4) NeuralR. The Gender Identification com-
ponent aims to classify the word-level gender la-
bel for each word in the sentence using Arabic
Transformer-Based models. The Corpus-based
Rewriter (CorpusR) uses a bigram maximum likeli-
hood estimator that uses the context to re-write
desired word-level target gender. On the other
hand, Morphological Rewriter (MorphR) compo-
nent uses the morphological generator included
in the CAMeL Tools. The last component in this

Multi-step Model is the Neural Rewriter (NeuralR),
a character-level attention-based encoder-decoder
model. For both the encoder and decoder, it uses a
GRU model (Chung et al., 2014).

2.3 T5

There are two common approaches where language
models address downstream tasks. The first ap-
proach is the extractive approach, where we fine-
tune the language model to extract specific spans
(e.g., Question Answering) or predict a class in
the Text Classification problem. Language Models
that follow the extractive approach are models such
as BERT (Devlin et al., 2019), ELECTRA (Clark
et al., 2020), and ALBERT (Lan et al., 2019). On
the other hand, generative models such as BART
(Lewis et al., 2020), T5 (Raffel et al., 2019), and
XLENT (Yang et al., 2019) are built to generate
the target text to address the downstream task. For
example, in T5, the Text-to-Text Transfer Trans-
former model, instead of extracting the spans that
define the answer boundary, it generates the answer
from the model parameters.

2.4 mT5

The mT5 model (Xue et al., 2021) is a multilingual
variant of T5, which was pre-trained on the new
Common Crawl-based dataset that consists of 6.3T
tokens covering 101 languages. The mT5 model
also uses a large vocabulary file that consists of
250K tokens.

2.5 AraT5

AraT5 (Nagoudi et al., 2022) is a newly introduced
Arabic Language Model that pre-trains T5 on a col-
lection of Arabic Corpora. AraT5 was pre-trained
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Source Sentence Task Target Sentence

انا اسف حقا ، أبي
I am really sorry, my father.

Female-to-Female 
FF

انا اسفة حقا ، أمي
I am really sorry, my mother.

'Sentence: I am really sorry, my father Target Gender: FF </s>'Input

'Sentence: I am really sorry, my mother </s>'Target

Figure 2: Example of our proposed method to address the Gender-Rewriting task. Both "Sentence" and "Target
Gender" are used as tags and they are part of the input and target sentences.

for 80 days on the TPUv3-8 unit with a maximum
sequence length of 128. AraT5 shows promising
results on downstream tasks against Multi-lingual
mT5 model. In our evaluation, we use three vari-
ants of AraT5, including:

• AraT5-MSABase: pre-trained on Modern
Standard Arabic (MSA) corpora (70GB)
which include a collection of Arabic News
articles and Arabic websites.

• AraT5-TwitterBase: pre-trained on Arabic
Twitter Dataset (178GB).

• AraT5Base: pre-trained on 248GB of Arabic
Corpora including Modern Standard Arabic
(MSA) corpora (70GB) and dataset from Twit-
ter (178GB).

3 Method

In this section, we will first explain how we build
our new T5 model. Next, we will explain our
method to address the Gender Rewriting task and
the details of our environmental and evaluation
setup.

3.1 Pre-training our ArabicT5 model
We build our ArabicT5 model by pre-training T5
model on a collection of Arabic Corpora including
Arabic Wikipedia, News Articles (El-Khair, 2016),
Hindawi Books 2 and Marefa encyclopedia 3. We
pre-train our ArabicT5 model using an efficient T5
implementation (Tay et al., 2021), which reduces
pre-training and fine-tuning costs by studying T5
design factors (e.g., hidden size layers, attention

2https://www.hindawi.org/books
3https://www.marefa.org/

heads, attention layers). We build our vocabulary
using the SentencePiece model (Kudo and Richard-
son, 2018) and choose our vocabulary size as 32K
tokens. In contrast to the AraT5 model, which only
introduces the base model, we introduce based,
large and xlarge models.

Our ArabicT5base model has 512 hidden size lay-
ers, eight attention heads, and 20 attention layers.
We pre-train our ArabicT5base for 256K steps with
a batch size of 256 (131,072 tokens) on TPUv3-
32 unit. On the other hand, our ArabicT5large
model uses 768 hidden size layers, 12 attention
heads, and 16 attention layers. Moreover, we
pre-train ArabicT5xlarge model which differ from
ArabicT5large that it has more attention layers
(36). We pre-train both our ArabicT5large and
ArabicT5xlarge for 512K steps with a batch size
of 512 (262,144 tokens) on TPUv3-128. For all
models, we maintain all other settings set by (Tay
et al., 2021) (e.g., learning rate, warm-up steps).
We use the official TensorFlow implementation of
T5 to pre-train our base and large models.

3.2 Preparing The Dataset
T5 models use a unified Text-to-Text framework
that addresses all downstream tasks in Text-to-Text
format as an input text and target text. For exam-
ple, to address Text Classification problems such as
Sentiment Analysis, we will add the sentence as the
input text and the class (positive/negative) as the tar-
get text. To address the Gender Rewriting problem,
we add the original sentence and targeted Gender
(e.g., FF, FM, MF, MM) in the input text. Then
we will add the output sentence which addresses
the targeted gender in the target text. We will also
add the flag </s> to mark the end of the sequence
in both the input and target text. We illustrate our
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Model P R F0.5 B
The Multi-Step Gender Rewriting Model (Alhafni et al., 2022b) 88.8 86.8 88.3 98.1
mT5Base 71.6 82.0 73.4 97.5
AraT5Base 72.8 83.6 74.7 97.7
AraT5-MSABase 72.6 83.8 74.6 97.7
AraT5-TwitterBase 72.2 82.1 74.0 97.6
ArabicT5Base (ours) 72.1 85.5 74.4 97.7
ArabicT5Large (ours) 72.7 86.2 74.4 98.0
ArabicT5XLarge (ours) 73.0 87.1 75.4 98.0

Table 1: Evaluation Result of mT5, AraT5, ArabicT5 on the DEV set of APGC v2.1. [ P: Precision, R: Recall, B:
BLEU score] . We use reported results for the Multi-Step Gender Rewriting Model and generate the result for all
other models.

method in Figure 2.

3.3 Experimental Setup
We fine-tune our ArabicT5, mT5, and AraT5 using
the PyTorch XLA library https://github.com/
pytorch/xla, which allows us to use Torch code
on the TPUv3-8 unit. We fine-tune all models
for 70 epochs with a learning rate of 1e-4. For
evaluation, we follow a similar approach to (Al-
hafni et al., 2022b) by using the BLEU (Bilin-
gual Evaluation Understudy) and MaxMatch (M2)
scorer (Dahlmeier and Ng, 2012)4. We also adapt
the same normalization script adapted by Gender
Rewriting Shared Task 5.

4 Results and Discussion

In Table 1, we show the evaluation of both AraT5,
mT5, and our ArabicT5 model with different scales
(base, large, xlarge). In addition, we show the eval-
uation score of the current state-of-the-art model:
The Multi-step Model by Alhafni et al. (2022b).
We explain The Multi-step Model in detail in Sec-
tion 2.2. This evaluation in Table 1 aims to com-
pare the performance between single-stage seq2seq
T5-based models against the current multi-stages
state-of-the-art model.

We can observe from the results that there is a
significant gap in performance between the Multi-
Step Model and other Seq2Seq T5-based models.
This gap is caused by the fact that these Seq2Seq
models use a single-stage sentence-level approach.

4Alhafni et al. (2022b) states that "The M2 scorer com-
putes the precision (P), recall (R), and F0.5 by maximally
matching phrase-level edits made by a system to gold-standard
edits"

5The normalization script can be accessed
through this link https://github.com/CAMeL-Lab/
gender-rewriting-shared-task/blob/master/utils/
normalize.py

However, observe the close gap in blue score be-
tween all models in Table 1, which may caused
by the fact that in the Arabic language, we only
change a few letters in the sentence to address the
right gender. In addition, we can attribute the signif-
icant gap in both Precision and F0.5 scores between
The Multi-Step Model and other Seq2Seq models
to the multi-stage components used by Alhafni et al.
(2022b). It also worth noting that our largest Ara-
bicT5 models achieve the best recall score among
all models showing the potential of seq2seq mod-
els.

On the other hand, the evaluation comparison
between T5-based models, including mT5, AraT5,
and our ArabicT5, shows how pre-training corpora
significantly affect the performance in the Gender-
Rewriting task. Our ArabicT5, pre-trained on mod-
ern classical Arabic corpora (Arabic Encyclope-
dias and Arabic news articles), shows superiority
against other models that use Arabic website col-
lection and Twitter Datasets.

We use our best-performing model
ArabicT5xLarge to submit our prediction for
the blind test dataset of Gender Rewriting task
(Alhafni et al., 2022c) at the Seventh Arabic
Natural Language Processing Workshop (WANLP
2022).

5 Conclusion

In this paper, we introduced a new Arabic T5 model
pre-trained on 17GB of Arabic corpora. Also, we
illustrate how our ArabicT5 model shows a com-
petitive evaluation performance against the current
state-of-the-art model and other Seq2Seq T5 mod-
els. For future work, we plan to add further stages
to our ArabicT5 model to improve the evaluation
performance on the Gender-Rewriting task.
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Abstract

This paper presents our approach taken for the
shared task on Propaganda Detection in Ara-
bic at the Seventh Arabic Natural Language
Processing Workshop (WANLP 2022). We
participated in Sub-task 1, where the text of
a tweet is provided, and the goal is to iden-
tify the different propaganda techniques used
in it. This problem belongs to multi-label clas-
sification. For our solution, we leveraged dif-
ferent transformer-based pre-trained language
models with fine-tuning to solve this problem.
In our analysis, we found that MARBERTv2
outperforms in terms of performance, where
macro-F1 is 0.08175 and micro-F1 is 0.61116
compared to other language models that we
considered. Our method achieved rank 4 in the
testing phase of the challenge.

1 Introduction

Two thirds of EU citizens say they see false news at
least once per week (Commission et al., 2018). Pro-
paganda, misinformation, and fake news have the
power to polarise public opinion, to encourage hate
speech and violent extremism, and ultimately to
weaken democracies. In general terms, the spread
of propaganda can be harmful to a nation and can
hurt the sentiments of its people in a negative way.
Currently, propaganda (or persuasion) techniques
have been commonly used on social media to ma-
nipulate or mislead social media users.

There are instances where propaganda is used to
divert attention from important issues by passing on
fake and irrelevant information. Propaganda intro-
duces prejudice, by hiding the other side of things,
proving them wrong by introducing an element of
hypocrisy rather than by logically analyzing the
facts. In a similar fashion, propaganda can also
hamper the critical analysis of things and stop any
meaningful discussion. Some of the techniques by
which propaganda is spread are loaded language,
name calling, repetition, exaggeration/minimiza-

tion, flag waving and many others. A detailed anal-
ysis of the other forms in which propaganda is
spread is given by (Da San Martino et al., 2019).
Since there are many forms through which propa-
ganda can be spread, its detection requires a deeper
analysis of the context in which the statement is
made, rather than by directly labelling the whole
document as propagandistic. The goal of the shared
task is to build models for identifying such tech-
niques in the Arabic social media text (specifically
Tweets).

In the the shared task of Propaganda Detection
in Arabic at WANLP 2022 (Alam et al., 2022), it
consists of two subtasks (optional):

Subtask 1: Given the text of a tweet, identify
the propaganda techniques used in it (multi-label
classification problem).

Subtask 2: Given the text of a tweet, identify the
propaganda techniques used in it together with the
span(s) of text in which each propaganda technique
appears. This is a sequence tagging task.

We participated in Subtask 1 of the same. We
fine-tuned the pre-trained language models to pre-
dict the propaganda techniques for the given sen-
tences. This is multi-label classification where
more than one class can be present for identify-
ing the sentence. We considered two multilingual
language models and six Arabic language specific
transformer (Vaswani et al., 2017) based language
models for our analysis. We found that MAR-
BERTv2 outperforms all other models for the spe-
cific designed experiment settings.

2 Related Work

The identification of propaganda was mainly at the
level of articles. Rashkin et al. (2017) created a cor-
pus of news articles, which were divided into four
categories: propaganda, trusted, hoax, or satire.
Articles from eight sources were included, two
of which are propagandistic. In another work by
(Da San Martino et al., 2019), they introduced a
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novel task by performing fine-grained analysis of
texts by detecting all fragments that contain propa-
ganda techniques as well as their type. There were
eighteen propaganda techniques described from a
novel corpus of news articles manually annotated
at the fragment level. Dimitrov et al. (2021a) pro-
posed a new multi-label multimodal task for detect-
ing propaganda techniques used in memes from a
carefully annotated new corpus of 950 memes with
22 propaganda techniques in text, image, or both.
In addition, a shared task for detecting persuasive
techniques in text and images was introduced at
SemEval 2021. (Dimitrov et al., 2021b).

3 Data

The data of subtask 1 consists of ids, text, and
propaganda techniques as labels. An example is
provided in Figure 1. In our investigation, we found
only 18 out of 21 classes annotated in the list of
techniques provided by the organizer given in the
training data. Most frequently occurring class is
Loaded Language (32.8%), followed by Name Call-
ing/Labeling, no techniques, Smears and Appeal to
fear/prejudice and rest of the classes (20.3%), can
be seen in the Figure 2. For training the system,
we used the same training, development, and test
data as provided by the organizer and the split of
the data is given in Table 1.

Figure 1: An sample data format from given data for
subtask 1.

Figure 2: Class distribution in the training data including
no technique.

Set Number of Sample
Train 504
Development 52
Test 323

Table 1: Split of data provided by the organizer.

4 System Description

4.1 Model Description

In this work, we have used pre-trained transformer-
based language models to identify the propaganda
techniques in the sentences. Firstly, tokenized
inputs were prepared based on the transformer-
based language model’s tokenizer for the given
text, and then passed through the model, which
produces contextualized word embeddings for all
input tokens in our text. As we want a fixed-
sized output representation, we need a pooling
layer—several options like mean-pooling, max-
pooling, min-pooling and many others. We sim-
ply average all contextualised word embeddings
models by taking attention mask into account for
correct averaging. Then, after a dropout layer was
added, with a dropout rate of 0.3, we used stable
dropout from the huggingface library because it
is an optimised dropout model for stabilizing the
training. A linear layer was added for projection
into the prediction space based on the number of
output classes, and a sigmoid activation function
was added to each neuron output because we are
dealing with multi-label classification problems.

We investigated multiple transformer-based lan-
guage models, consisting of 2 multilingual models
and 6 models specific to the Arabic language. A
general overview showing the model architecture
that we designed is depicted in Figure 3. We briefly
describe the different transformer-based language
models that we considered for Arabic propaganda
detection.

bert-base-multilingual-cased: BERT (Devlin
et al., 2018) is a transformer model pre-trained
on a large corpus of multilingual data in a self-
supervised fashion. A multilingual (mBERT) (De-
vlin et al., 2018) is a multilingual version of BERT.
This model is case sensitive. It is pre-trained on the
top 104 languages with the largest Wikipedia using
a masked language modeling (MLM) objective.

xlm-roberta-base: RoBERTa (Liu et al., 2019)
is a transformers model that was self-supervised
pre-trained on a huge corpus. A multilingual ver-
sion of RoBERTa is called XLM-RoBERTa (Con-
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neau et al., 2019). 100 languages from 2.5TB of fil-
tered Common Crawl data is used as its pre-training
material.

bert-base-arabic: It is a pre-trained BERT base
language model specifically designed for the Ara-
bic language and was introduced by (Safaya et al.,
2020). The pre-training procedure follows the train-
ing settings of BERT with some changes. It is
trained for 3 million training steps with a batch
size of 128, instead of 1 million with a batch size
of 256. This model is pre-trained on ∼8.2 billion
words: Arabic version of OSCAR (Ortiz Suárez
et al., 2020) - filtered from Common Crawl, Re-
cent dump of Arabic Wikipedia and, other Arabic
resources which sum up to ∼95GB of text.

bert-base-arabert: AraBERT (Antoun et al.)
is an Arabic pre-trained language model based
on Google’s BERT architecture (Devlin et al.,
2018). It uses the same BERT-Base config.
There is two versions of the model AraBERTv0.1
and AraBERTv1, with the difference being that
AraBERTv1 uses pre-segmented text where pre-
fixes and suffixes were split using the Farasa Seg-
menter (Darwish and Mubarak, 2016). We used
AraBERTv1 for our task. The model is trained
on 23GB of Arabic text consists of 70 million
sentences with 3 billion words.

bert-base-arabertv2: This is similar to bert-
base-arabert (Antoun et al.) but having few
changes. The dataset consists of 77GB, equiva-
lent to 200,095,961 lines or 8,655,948,860 words
or 82,232,988,358 chars (before applying Farasa
Segmentation). For the new dataset, authors added
the unshuffled OSCAR corpus, after thoroughly
filtering is done, to the previous dataset used in
AraBERTv1 but with out the websites that authors
previously crawled: OSCAR unshuffled and fil-
tered (Ortiz Suárez et al., 2020), Arabic Wikipedia
dump from 2020/09/01, the 1.5 billion words Ara-
bic Corpus (El-Khair, 2016), the OSIAN Corpus
(Zeroual et al., 2019) and, Assafir news articles. It
used ∼3.5 times more data, and trained for longer.

ARBERT: ARBERT (Abdul-Mageed et al.,
2021) is a large-scale pre-trained masked language
model focused on Modern Standard Arabic (MSA).
For training, it used the same architecture as BERT-
base: 12 attention layers, each has 12 attention
heads and 768 hidden dimensions, a vocabulary of
100K Word Pieces, making ∼163 million parame-
ters. It is trained on a collection of Arabic datasets
comprising 61 GB of text (6.2 billion tokens).

MARBERT: MARBERT (Abdul-Mageed et al.,
2021) is a large-scale pre-trained masked language
model focused on both Dialectal Arabic (DA) and
MSA. Arabic has multiple varieties. To train it,
randomly sampled 1 billion Arabic tweets from
a large in-house dataset of about 6 billion tweets
were obtained. Only considered those tweets with
at least 3 Arabic words, based on character string
matching, regardless of whether the tweet has a
non-Arabic string or not. That is, authors did not
remove non-Arabic so long as the tweet meets the
3 Arabic word criterion. The dataset makes up 128
GB of text (15.6 billion tokens). The same network
architecture as ARBERT (BERT-base) is used, but
without the next sentence prediction (NSP) objec-
tive since tweets are short.

MARBERTv2: From the results of ARBERT
and MARBERT, they are not competitive on QA
tasks. This can be because the two models are
pre-trained with a sequence length of only 128,
which does not allow them to sufficiently capture
both a question and its likely answer within the
same sequence window during the pre-training. To
solve this problem, the authors further pre-train
MARBERT on the same MSA data as ARBERT in
addition to the AraNews dataset, but with a bigger
sequence length of 512 tokens for 40 epochs. This
pre-trained model called MARBERTv2 (Abdul-
Mageed et al., 2021), to be noted it has 29 billion
tokens.

Key

Tokenized Propaganda Data

Query
Embedding Layer

Transformer Layer 1

Transformer Layer N

Mean Pooling + Dropout 

...

Linear Layer with Sigmoid
Activation Function

Value

Multi-Head 

Attention

Layer
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+

+

Layer
Normalization

Pre Trained
Language Model

Figure 3: Fine-tuned model architecture with compo-
nents built on the top of language model.

4.2 Experiment Settings

For our system, we fine-tuned the model architec-
tures as discussed in Section 4.1. We used the
AdamW (Loshchilov and Hutter, 2017) optimizer,
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and binary cross entropy has been used on the out-
put layer. The system uses the same dataset as pro-
vided by the organizer. No other data has been used.
There is no extra pre-training of language models
that has been done. We did not apply any extra
preprocessing to the text; we simply passed the full
text to the tokenizer to create tokenized inputs for
the model. We have provided metric scores as pro-
vided by the challenge’s portal, i.e., macro-F1 and
micro-F1. All the parameters, hyper-parameters
and configurations are explained in Table 2. We
used the Google Colab platform for training our
system, which has 12.68 GB of RAM, a 14.75 GB
NVIDIA Tesla T4 GPU, and Python language. Py-
torch and the Huggingface library have been used
for the implementation of the system.

Parameters Values
Epoch 10
Learning Rate 5e-5
Weight Decay 1e-2
Batch Size 4
Max Length 64
Dropout Rate 0.3
Optimizer AdamW
Activation Function Sigmoid
Loss Function Binary Cross Entropy

Table 2: Parameters used for training the system.

5 Results and Discussion

In Table 3, we scored the best macro-F1 score in
the bert-base-arabic model, i.e., 0.16182, and the
best micro-F1 score in the MARBERTv2 model,
i.e., 0.61116. The performance analysis was done
after the testing phase was completed. From a
challenge perspective, micro-F1 is the official met-
ric for scoring the submission. On that basis, the
MARBERTv2 model outperforms all other models.
The submitted result to the challenge portal during
the testing phase is for the MARBERTv2 model,
where we scored 0.600 as a micro-F1 score (see
Table 4).

By carefully investigating Table 3, we can ob-
serve that the range of macro-F1 scores (minimum
for bert-base-arabert and maximum for bert-base-
arabic, with a range of 0.09527) is approximately
three times the range of micro-F1 scores (mini-
mum for mBERT-cased and maximum for MAR-
BERTv2, with a range of 0.0389). Our hypothe-
sis is that it is because of the highly unbalanced

Model macro-F1 micro-F1
mBERT-cased 0.08468 0.57226
xlm-roberta-base 0.07632 0.59186
bert-base-arabic 0.16182 0.59735
bert-base-arabert 0.06655 0.59222
bert-base-arabertv2 0.09965 0.60140
ARBERT 0.13366 0.60448
MARBERT 0.06969 0.60343
MARBERTv2 0.08175 0.61116

Table 3: Performance scores of fine-tuned language
models on testing data. Here, bert-base-multilingual-
cased model referred as mBERT-cased.

class distribution where about 5 classes constitute
of 80% of all the labels and the rest of 20% labels
are contributed by 13 classes.

Model macro-F1 micro-F1
MARBERTv2 0.105 0.600

Table 4: Submitted model result from challenge portal
in testing phase.

We understand that our approach is only applica-
ble to more general aspects of Arabic propaganda
detection. Further layers must be added to the setup
to capture more specific knowledge about propa-
ganda detection in the Arabic language specific to
the given dataset.

6 Conclusion

In this work, our objective is to evaluate the per-
formance of different transformer-based language
models that are being built with simple fine-tuning.
In the course of doing this, we achieved rank 4 on
the challenge leaderboard without explicitly adding
additional processing. We understand that propa-
ganda detection is a challenging task. Our approach
sets the baseline for the general aspects of Arabic
propaganda detection. For future work, we can
apply data augmentation, cross-validation, an en-
semble of models, and further fine-tuning of model
architecture specific to the task.

References
Muhammad Abdul-Mageed, AbdelRahim Elmadany,

and El Moatez Billah Nagoudi. 2021. Arbert amp;
marbert: Deep bidirectional transformers for arabic.

Firoj Alam, Hamdy Mubarak, Wajdi Zaghouani,
Preslav Nakov, and Giovanni Da San Martino. 2022.

499

https://doi.org/10.48550/ARXIV.2101.01785
https://doi.org/10.48550/ARXIV.2101.01785


Overview of the WANLP 2022 shared task on pro-
paganda detection in Arabic. In Proceedings of the
Seventh Arabic Natural Language Processing Work-
shop, Abu Dhabi, UAE. Association for Computa-
tional Linguistics.

Wissam Antoun, Fady Baly, and Hazem Hajj. Arabert:
Transformer-based model for arabic language under-
standing. In LREC 2020 Workshop Language Re-
sources and Evaluation Conference 11–16 May 2020,
page 9.

European Commission, Content Directorate-General for
Communications Networks, and Technology. 2018.
Fake news and disinformation online. Publications
Office of the European Union.

Alexis Conneau, Kartikay Khandelwal, Naman Goyal,
Vishrav Chaudhary, Guillaume Wenzek, Francisco
Guzmán, Edouard Grave, Myle Ott, Luke Zettle-
moyer, and Veselin Stoyanov. 2019. Unsupervised
cross-lingual representation learning at scale. CoRR,
abs/1911.02116.

Giovanni Da San Martino, Seunghak Yu, Alberto
Barrón-Cedeño, Rostislav Petrov, and Preslav Nakov.
2019. Fine-grained analysis of propaganda in news
article. In Proceedings of the 2019 Conference on
Empirical Methods in Natural Language Processing
and the 9th International Joint Conference on Natu-
ral Language Processing (EMNLP-IJCNLP), pages
5636–5646, Hong Kong, China. Association for Com-
putational Linguistics.

Kareem Darwish and Hamdy Mubarak. 2016. Farasa:
A new fast and accurate Arabic word segmenter. In
Proceedings of the Tenth International Conference
on Language Resources and Evaluation (LREC’16),
pages 1070–1074, Portorož, Slovenia. European Lan-
guage Resources Association (ELRA).

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and
Kristina Toutanova. 2018. BERT: pre-training of
deep bidirectional transformers for language under-
standing. CoRR, abs/1810.04805.

Dimitar Dimitrov, Bishr Bin Ali, Shaden Shaar, Firoj
Alam, Fabrizio Silvestri, Hamed Firooz, Preslav
Nakov, and Giovanni Da San Martino. 2021a. Detect-
ing propaganda techniques in memes. In Proceed-
ings of the 59th Annual Meeting of the Association for
Computational Linguistics and the 11th International
Joint Conference on Natural Language Processing
(Volume 1: Long Papers), pages 6603–6617, Online.
Association for Computational Linguistics.

Dimitar Dimitrov, Bishr Bin Ali, Shaden Shaar, Firoj
Alam, Fabrizio Silvestri, Hamed Firooz, Preslav
Nakov, and Giovanni Da San Martino. 2021b.
SemEval-2021 task 6: Detection of persuasion tech-
niques in texts and images. In Proceedings of the
15th International Workshop on Semantic Evaluation
(SemEval-2021), pages 70–98, Online. Association
for Computational Linguistics.

Ibrahim Abu El-Khair. 2016. 1.5 billion words arabic
corpus. ArXiv, abs/1611.04033.

Yinhan Liu, Myle Ott, Naman Goyal, Jingfei Du, Man-
dar Joshi, Danqi Chen, Omer Levy, Mike Lewis,
Luke Zettlemoyer, and Veselin Stoyanov. 2019.
Roberta: A robustly optimized bert pretraining ap-
proach.

Ilya Loshchilov and Frank Hutter. 2017. Decoupled
weight decay regularization.

Pedro Javier Ortiz Suárez, Laurent Romary, and Benoît
Sagot. 2020. A monolingual approach to contextual-
ized word embeddings for mid-resource languages.
In Proceedings of the 58th Annual Meeting of the As-
sociation for Computational Linguistics, pages 1703–
1714, Online. Association for Computational Linguis-
tics.

Hannah Rashkin, Eunsol Choi, Jin Yea Jang, Svitlana
Volkova, and Yejin Choi. 2017. Truth of varying
shades: Analyzing language in fake news and po-
litical fact-checking. In Proceedings of the 2017
Conference on Empirical Methods in Natural Lan-
guage Processing, pages 2931–2937, Copenhagen,
Denmark. Association for Computational Linguis-
tics.

Ali Safaya, Moutasem Abdullatif, and Deniz Yuret.
2020. KUISAIL at SemEval-2020 task 12: BERT-
CNN for offensive speech identification in social me-
dia. In Proceedings of the Fourteenth Workshop on
Semantic Evaluation, pages 2054–2059, Barcelona
(online). International Committee for Computational
Linguistics.

Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob
Uszkoreit, Llion Jones, Aidan N. Gomez, Lukasz
Kaiser, and Illia Polosukhin. 2017. Attention is all
you need.

Imad Zeroual, Dirk Goldhahn, Thomas Eckart, and
Abdelhak Lakhouaja. 2019. OSIAN: Open source
international Arabic news corpus - preparation and
integration into the CLARIN-infrastructure. In Pro-
ceedings of the Fourth Arabic Natural Language Pro-
cessing Workshop, pages 175–182, Florence, Italy.
Association for Computational Linguistics.

500

https://doi.org/doi/10.2759/559993
http://arxiv.org/abs/1911.02116
http://arxiv.org/abs/1911.02116
https://doi.org/10.18653/v1/D19-1565
https://doi.org/10.18653/v1/D19-1565
https://aclanthology.org/L16-1170
https://aclanthology.org/L16-1170
http://arxiv.org/abs/1810.04805
http://arxiv.org/abs/1810.04805
http://arxiv.org/abs/1810.04805
https://doi.org/10.18653/v1/2021.acl-long.516
https://doi.org/10.18653/v1/2021.acl-long.516
https://doi.org/10.18653/v1/2021.semeval-1.7
https://doi.org/10.18653/v1/2021.semeval-1.7
https://doi.org/10.48550/ARXIV.1907.11692
https://doi.org/10.48550/ARXIV.1907.11692
https://doi.org/10.48550/ARXIV.1711.05101
https://doi.org/10.48550/ARXIV.1711.05101
https://www.aclweb.org/anthology/2020.acl-main.156
https://www.aclweb.org/anthology/2020.acl-main.156
https://doi.org/10.18653/v1/D17-1317
https://doi.org/10.18653/v1/D17-1317
https://doi.org/10.18653/v1/D17-1317
https://www.aclweb.org/anthology/2020.semeval-1.271
https://www.aclweb.org/anthology/2020.semeval-1.271
https://www.aclweb.org/anthology/2020.semeval-1.271
https://doi.org/10.48550/ARXIV.1706.03762
https://doi.org/10.48550/ARXIV.1706.03762
https://doi.org/10.18653/v1/W19-4619
https://doi.org/10.18653/v1/W19-4619
https://doi.org/10.18653/v1/W19-4619


Proceedings of the The Seventh Arabic Natural Language Processing Workshop (WANLP), pages 501 - 505
December 8, 2022 ©2022 Association for Computational Linguistics

TUB at WANLP 2022 Shared Task: Using Semantic Similarity for
Propaganda Detection in Arabic

Salar Mohtaj1,2 and Sebastian Möller1,2

1Quality and Usability Lab, Technische Universität Berlin, Berlin, Germany
2German Research Centre for Artificial Intelligence (DFKI), Labor Berlin, Germany

{salar.mohtaj|sebastian.moeller} @ tu-berlin.de

Abstract

Propaganda and the spreading of fake news
through social media have become serious prob-
lems in recent years. In this paper, we present
our approach for the shared task on propaganda
detection in Arabic in which the goal is to iden-
tify propaganda techniques in the Arabic social
media text. We propose a semantic similarity
detection model to compare text in the test set
with the sentences in the train set to find the
most similar instances. The label of the target
text is obtained from the most similar texts in
the train set. The proposed model obtained a
micro-F1 score of 0.494 on the test data set.

1 Introduction

Social media has played a crucial role in recent
year, having a great impact on different areas such
as communication, entertainment, and politics. Be-
side their positive applications, social networks
became an easily accessible medium to spread
disinformation and propaganda in recent years.
Based on Hamilton (2021), propaganda differs
from mis/disinformation in that it need not be false,
but instead, it relies on rhetorical devices which
aim to manipulate the audience into a particular
belief or behavior (Hamilton, 2021).

In this paper we present our proposed approach
for sub-task 1 of the propaganda detection in Ara-
bic social media text shared task (WANLP 2022).
WANLP 2022 shared task includes two sub-tasks;
identifying the propaganda techniques in tweets
as a multi-label text classification task, and iden-
tifying the propaganda techniques used in tweet
together with the span(s) of text in which each pro-
paganda technique appears as a sequence tagging
task. We only submitted results for the first sub-
task of the shared task. In this sub-task one or
more propaganda techniques have been assigned to
Arabic texts from social media (Alam et al., 2022).
There are 21 propaganda techniques in the dataset
that represent different approaches to manipulate

the audience. More details about the different tasks
can be found on the web-page of the shared task1.

Although the first sub-task (identify the propa-
ganda techniques) in a multi-label text classifica-
tion problem, we used semantic textual similarity
(STS) methods to identify related propaganda tech-
niques to the instances in the test set. Based on the
obtained results STS methods show competitive
performance to the text classification models for
the task.

The rest of the paper is organized as follow; Sec-
tion 2 presents recent research on text based propa-
ganda detection in social media. An overview of
the data and the proposed approach are presented
in Sections 3 and 4, respectively. We briefly re-
view the obtained result and discuss it in Section 5.
Finally, we conclude the paper and the system in
Section 6.

2 Related Work

In this section we highlight some of the recent
models for the task of propaganda detection us-
ing machine learning and Natural Language Pro-
cessing (NLP) methods. The task of propaganda
detection could be analyzed from two different per-
spectives; text analysis and network analysis per-
spectives (Martino et al., 2020). Here we focus on
text analysis based models and review the recently
developed models based on deep neural networks
and pre-trained language models.

Vlad et al. (2019) proposed a model to detect pro-
paganda in sentence level based on the BERT (De-
vlin et al., 2019) and an BiLSTM model. They
formulated the task of propaganda detection as a bi-
nary classification task in which the model should
distinguish propaganda and non-propaganda con-
tents. The proposed model includes fine-tuning
a pre-trained model on the task of emotion clas-
sification and feeding the output into a BiLSTM

1https://sites.google.com/view/propaganda-detection-in-
arabic

501



architecture. The obtained results show that the
model can significantly exceeds the baseline ap-
proach (Vlad et al., 2019).

In another study Vorakitphan et al. (2021) devel-
oped "protect" model for propaganda detection in
text. As a propaganda detection pipeline, "protect"
extract the text snippets from the input text, and
then classify the technique of propaganda. The text
snippets extractor module uses BERT pre-trained
language model and feed the extracted text into
the next step that is propaganda detection module.
RoBERTa (Liu et al., 2019) pre-trained model is
used for the classification task and propaganda de-
tection.

As another research on propaganda detection
as a text classification task, Barrón-Cedeño et al.
(2019) proposed a binary text classifier based on
different features includes readability level and
writing style. They compared the performance of
different supervised models such as logistic regres-
sion and SVMs for the task.

In addition to only text based models, some mul-
timodal models have also been proposed in recent
year to detect propaganda not only on text but also
on images. As one of these efforts, a data set and a
model are developed by Dimitrov et al. (2021) to
propaganda identification in a multimodal setting.
The compiled data set in this research contains 950
memes, each annotated with 22 propaganda tech-
niques. It is collected from Facebook in includes
different topics such as vaccines, COVID-19, and
gender equality. They also proposed four different
models, two unimodal and two multimodal mod-
els. For the unimodal setting, they used BERT and
ResNet152 (He et al., 2016) for the text- and image-
based models, respectively. The obtained results
on the proposed data set show that the multimodal
approach can outperform the unimodal training ap-
proaches.

In the proposed propaganda identification ap-
proach in this paper, we developed a model based
on semantic similarity techniques unlike the high-
lighted researches in this section that formulated
the task as a text classification problem.

3 Data

In this section we briefly describe the dataset for the
first sub-task of WANLP 2022. The task organizers
provided four data sets for sub-task 1 that includes
train, development, dev_test and test sets. All the
data sets are provided in JSON format that includes
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Figure 1: The distribution of top 8 most frequent propa-
ganda techniques in the train set (504 data points). The
"Others" represent the sum of the other techniques.

an id, the text of tweets and a list of labels for each
instance.

Table 1 highlights the main properties of the train
and the test sets. As it is presented in the table, the
instances in the test set tends to be shorter and also
there are fewer number of words in the test set
compared to the train data set.

There are a total number of 21 propaganda
techniques in the data sets (Alam et al., 2022).
Most of the techniques are presented and described
in (Da San Martino et al., 2020). The distribution
of ten most frequent techniques in the train set is
depicted in Figure 1. As it is highlighted in the
figure, "Loaded Language" is the most frequent
propaganda techniques, followed by "Name call-
ing/Labeling".

As the pre-processing step, we replaced twitter
handles (i.e., the usernames) and URLs with con-
stant texts ("username" and "weblink" respectively).
These pre-processing steps have shown promising
impact on the overal performance of related tasks
like hate speech detection (Mohtaj et al., 2020). Al-
though replacing URLs with the content of pages
they refer to could be effective in related tasks like
fake news detection (Mohtaj and Möller, 2022a),
we decided to replace them with a constant text to
prevent changing the length of input texts, drasti-
cally. The python regular expression package (re)
has been used to replace the above mentioned texts
in the data.

4 System

In this section we present the proposed model to de-
tect the propaganda techniques in the social media
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Attribute Train set Test set
Number of instance 504 323
Average length of instances (in words) 15.7 15.5
The length of longest instance (in words) 46 28
The length of shortest instance 5 6
Total number of words 7939 5273
Number of unique words 5069 3748

Table 1: The main properties of the train and the test sets.

text.
Although the first sub-task of the competition is

a multi-label text classification task, we decided to
use an STS based model to detect the most proba-
ble techniques for the instances in test set. From
the provided definition for different propaganda
techniques in (Da San Martino et al., 2020) and
also from the provided data sets, lexicons play an
important rule in a number of the techniques. For
instance, "Loaded language" as the most frequent
technique in the data set is defined as "using spe-
cific words and phrases with strong emotional im-
plications to influence an audience" in (Da San Mar-
tino et al., 2020). Here, emotion lexicons are the
main indicator of this propaganda technique.

Considering the role of lexicons and keywords
on these techniques, using lists of related lexicons
for each propaganda technique could show promis-
ing results on the task. However, due to lack of
access to such resources in Arabic, we proposed
an STS based approach to find the most similar
instances in the train set to the unlabeled texts in
the test set.

Word embedding models have shown promising
performance on NLP tasks related to semantic tex-
tual similarity (e.g., plagiarism detection) (Asghari
et al., 2019). However, it has been shown that the
state-of-the-art contextual word embedding models
(e.g., BERT) can outperform the traditional models
in different NLP tasks like word similarity detec-
tion (Gupta and Jaggi, 2021) and hate speech and
fake news detection (Mohtaj and Möller, 2022b).
The overall proposed approach for WANLP 2022 to
identify the most probable propaganda techniques
for the instances in the test set is presented in Fig-
ure 2.

In the proposed model we used the Arabic BERT
model (Safaya et al., 2020) to convert all the in-
stances in the train and test sets into contextual
vectors. We averaged word vectors to obtain the
vector representation of sentences which resulted a

vector with the length of 768 for each instance in
the data sets. As the next step, we computed the
cosine similarity between each instance in the test
set (i.e., target sentence) with all of the instances in
the train set. We took n most similar instance to the
target sentence where the similarity is higher than a
threshold. We named them as candidate sentences.
Finally, top t frequent techniques in the candidate
sentences have been chosen as the label of the tar-
get sentence. More details about the experiments
are presented in Section 5.

5 Results and Discussion

In this section we briefly present our results based
on the above mentioned model and discuss the main
findings in the experiments.

As it is mentioned in the previous section, we
tested three main hyper-parameters in our exper-
iments; number of candidate sentences (n), mini-
mum similarity threshold (threshold), and number
of most frequent techniques to take from the candi-
date sentences (t). Table 2 summarizes the obtained
results for different parameters on the validation
set.

The Arabic BERT model has been used in all
of the experiments to convert sentences to dense
vectors. Although micro-F1 is the official evalua-
tion metric that has been used by the shared task

Hyper-parameters Macro F1 Micro F1
n threshold t
20 0.4 3 0.088 0.475
10 0.4 3 0.072 0.459
5 0.4 3 0.065 0.497
5 0.5 3 0.058 0.435
5 0.5 1 0.036 0.298
10 0.5 1 0.037 0.310
5 0.6 3 0.009 0.050

Table 2: The obtained results by different hyper-
parameters on the development set
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    Candidate sentences

Cosine
Similarity

1- Converting input texts into vectors

2- Choosing 5
most similar
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Figure 2: The overall process of choosing most probable propaganda techniques for a target sentence.

organizers to rank the models, the macro-F1 is also
reported in the table. As it is highlighted in the
table, the setting with 5 as the number of candidate
sentences, 0.4 as the similarity threshold, and 3 as
the number of top frequent propaganda techniques
outperforms the other experiments. As a result, we
submitted results on the test set based on this set-
ting. The proposed model achieved the Micro F1
score of 0.494 and Macro F1 score of 0.076.

One possibility to improve the overall perfor-
mance of the proposed model would be using more
than one hidden layer to convert the input text into
vectors. In some studies on similar tasks like hate
speech and fake news detection, it has been shown
that using more than one layer for embedding could
improve the performance of classification mod-
els (Mohtaj and Möller, 2022b).

6 Conclusion

In this paper we presented our model for the sub-
task 1 of the propaganda detection in Arabic social
media text shared task (WANLP 2022). We pro-
posed a model based on semantic textual similarity
to compare instances in the test set with the labeled
instances in the train set. The label of the test sen-
tences obtained from the most similar sentences in
the train set. Based on the results on the test set,
the STS based model show a competitive perfor-
mance compared to classification based models for
the task.

For the future work, one can use different pre-
trained language models to convert raw input texts
into vectors. Moreover, the hyper-parameters can

be tuned in order to improve the overall perfor-
mance of the model.
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Abstract
This paper presents SI2M & AIOX Labs work
among the propaganda detection in Arabic text
shared task. The objective of this challenge is
to identify the propaganda techniques used in
specific propaganda fragments. We use a com-
bination of data augmentation, Named Entity
Recognition, rule-based repetition detection,
and ARBERT prediction to develop our sys-
tem. The model we provide scored 0.585 micro
F1-Score and ranked 6th out of 14 teams.

1 Introduction

Even though the internet and social networks are
tools for development and open doors to new op-
portunities, they also have a less attractive side. It
is true that these tools are also used for bad pur-
poses, such as the spread of propagandist messages
when they are not identified as such by social me-
dia users. As part of cyber propaganda, or as part
of the broader term “fake news” (Goswami, 2018),
propaganda messages are used in social networks
with the objective of convincing targeted popula-
tions in a biased way. Often, these messages aim
to persuade their recipients to embrace ideas that
are politically or ideologically motivated.

In light of the proliferation of such messages
and the various upheavals the world is confronting
today, researchers need to explore possible meth-
ods to detect cyber propaganda automatically. In
contrast to English propaganda detection (Martino
et al., 2020b), we note a flagrant lack of Arabic pro-
paganda detection research, even if there are rare
works dealing with this subject (Al-Ziyadi, 2019)
or with close subjects like fake news (Nakov et al.,
2022).

This work addresses this need, in order to build a
system that can detect propaganda in tweets written
in Arabic, as well as define the propaganda tech-
niques employed. Indeed the dataset used in this
paper contains 17 propaganda techniques, exclud-
ing “no technique”, whose details are given by the

organizers of the challenge (Alam et al., 2022) of
which this work is part. Our system has the charac-
teristic of combining a data augmentation method,
Named Entity Recognition (NER), a rule-based ap-
proach, and the ARBERT model (Abdul-Mageed
et al., 2020). The two main objectives are to an-
swer the problem of the very limited amount of
data available, and also to be able to detect as much
as possible one of the most used propaganda tech-
niques, namely “Name Calling/Labeling”.

2 Related Work

Among the earliest definitions of propaganda is that
of the Institute for Propaganda Analysis (Institute
for Propaganda Analysis, 1938), which defined it
in 1938 as “the expression of opinion or action
by individuals or groups deliberately designed to
influence opinions or actions of other individuals
or groups with reference to predetermined end”.

Apart from seeking the most comprehensive def-
inition of the concept, several works have concen-
trated on categorizing propaganda techniques in or-
der to better identify them. The first categorization
was made by Clyde R. Miller (co-founder of the
Institute for Propaganda Analysis) in 1937. Due
to the proliferation of propaganda on social net-
works, these categorizations have become increas-
ingly important over time due to the pressing need
to detect propaganda automatically. The lack of an-
notated datasets dedicated to this problem, however,
is one of the major obstacles. It was only in 2017
that the first datasets started to appear, namely the
TSHP-17 (Rashkin et al., 2017), Qprop (Barrón-
Cedeno et al., 2019) and PTC (Da San Martino
et al., 2019b) in 2019.

In addition to detecting propaganda automati-
cally, these datasets have also enabled us to de-
tect the techniques in the texts in addition to spec-
ifying the relevant text fragments. Several works
have emerged, mainly as system proposals within
shared tasks. Like the Workshop on NLP4IF in
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2019 (Da San Martino et al., 2019a) and SemEval-
2020 Task 11 (Martino et al., 2020a), both based on
the TPC corpus. In the two shared tasks, two objec-
tives were targeted simultaneously, namely the de-
tection of the propaganda texts and the specification
of the article part in question. The most effective
solutions proposed can be summarized in the use of
BIO encoding (Morio et al., 2020), self-supervision
with the RoBERTa Model (Jurkiewicz et al., 2020)
and BERT word-level classification (Yoosuf and
Yang, 2019).

3 Data

We received two datasets from the challenge orga-
nizers, one named Train for training the system,
and the other named Dev for validating and select-
ing the best configuration. The datasets contain a
list of sequences and the propaganda techniques
contained within these sequences. Also, at the end
of the challenge, we receive a third dataset to evalu-
ate the system. Using this last dataset, named Test,
the final scores of each team are calculated. There
is also a second task for which the same data is pro-
vided along with the start and end of the techniques
within each sequence.

Table 1: Datasets content

Dataset Number of sequences

Train 504
Dev 52
Test 323

Table 1 shows the number of sequences included
in each dataset. Moreover, we note that the Train
dataset contains 17 propaganda techniques, while
the Dev dataset contains 16. We present the dis-
tribution of these techniques in Table 2. There is
an over-representation of “Loaded Language” and
“Name Calling/Labeling”, followed by “Exagger-
ation/Minimisation” and “Smears”, whereas the
other techniques are very scarce, such as “Thought-
terminating cliché”, “Flag-waving”, “Causal Over-
simplification”, “Whataboutism”, “Black-and-
white Fallacy/Dictatorship”, and “Presenting Irrel-
evant Data (Red Herring)”, which only occurs six
times at most.

Table 2: Propaganda techniques distribution

Propaganda technique Train Dev

Loaded Language 446 46
Name calling/Labeling 244 44
Smears 85 12
Appeal to fear/prejudice 48 7
Exaggeration/Minimisation 44 10
Slogans 44 1
Doubt 29 1
Glittering generalities (Virtue) 25 7
Appeal to authority 21 7
Obfuscation, Intentional vagueness, Confusion 9 3
Repetition 9 2
Thought-terminating cliché 6 1
Flag-waving 5 2
Causal Oversimplification 4 1
Whataboutism 3 1
Black-and-white Fallacy/Dictatorship 2 1
Presenting Irrelevant Data (Red Herring) 1 0

Additionally, we present the most frequent com-
binations of techniques within the Train dataset
sequences in Figure 1.

4 System

In the following sections, we describe our four-step
system.

4.1 Data augmentation

The first step is based on data augmentation. We
use a strategy we call “MIX” adopted from (Gaa-
noun and Benelallam, 2020) work. The limited
number of sequences available for training forces
us to augment our data by generating synthetic se-
quences based on the mixture of subparts of the
sequences we have. To do this, we take the follow-
ing steps:

• Using Train and Dev sets including propa-
ganda techniques tags (from second task data),
we create a new dataset with one record per
technique. The following is an example of re-
trieving two text chunks and their correspond-
ing propaganda techniques:

Sequence:

[{’start’: 1, ’end’: 33, ’technique’:
’Exaggeration/Minimisation’, ’text’:
�èY 	KA¿ñÊË @ 	áÓ 	á�k



@ èX É�®�JªÓ ��Ó èX},

{’start’: 37, ’end’: 86, ’technique’: ’Smears’,
’text’: AêÒ 	¢	J�K �H@PAK
 	P 	áÓ �éK
Q	m��ð ÈYg. "
" 	àñj. �ÊË �éJ
Ê 	g@YË@ �èP@ 	Pð}]

507



Figure 1: Most frequent propaganda techniques combinations in Train set

0 20 40 60 80 100 120
(Loaded Language, Name calling/Labeling)

(Loaded Language, Smears)
(Name calling/Labeling, Smears)

(Loaded Language, Appeal to fear/prejudice)
(Loaded Language, Exaggeration/Minimisation)

(Name calling/Labeling, Exaggeration/Minimisation)
(Name calling/Labeling, Slogans)

(Name calling/Labeling, Appeal to fear/prejudice)
(Loaded Language, Slogans)

(Loaded Language, Glittering generalities (Virtue))
(Loaded Language, Appeal to authority)

(Loaded Language, Doubt)
(Name calling/Labeling, Glittering generalities (Virtue))

(Name calling/Labeling, Doubt)
(Appeal to fear/prejudice, Exaggeration/Minimisation)

(Smears, Exaggeration/Minimisation)
(Name calling/Labeling, Appeal to authority)

(Smears, Doubt)
(Smears, Appeal to authority)

 

Produced records:

1. , �èY 	KA¿ñÊË @ 	áÓ 	á�k


@ èX É�®�JªÓ ��Ó èX

Exaggeration/Minimisation
2. AêÒ 	¢	J�K �H@PAK
 	P 	áÓ �éK
Q	m��ð ÈYg.

	àñj. �ÊË �éJ
Ê 	g@YË@ �èP@ 	Pð
Smears

• Synthetic sequences composed of two tech-
niques are created by randomly mixing the
produced sequences. The final system is based
on a mixed dataset of 2000 examples. To eval-
uate on the Dev set, the Mixed dataset is con-
catenated with the Train dataset. After the
better system has been validated, we concate-
nate the Mixed Dataset with both Train and
Dev to evaluate it on the Test Dataset.

4.2 ARBERT prediction
ARBERT is fine-tuned based on our training data
in a multi-label configuration, resulting in a list of
detected techniques and their associated probabili-
ties. Using these predictions, we retain techniques
with a probability higher than a threshold defined
using the Dev set. We evaluate the results of a list
of thresholds and select the one that yields the high-
est micro-F1 score for the Dev set. We select 0.3
as our threshold for assessing the Test set.

When no technique has a prediction probability
greater than the selected threshold, we label it “No
technique”.

Table 3 presents ARBERT training configuration
and used infrastructure.

Table 3: AEBERT and infrastructure configuration

GPU NVIDIA Tesla T4

Hyperparameters
Epochs: 20, batch size:8,
learning rate:5e-5,
Embedding maximum length: 512

Training average time 14 minutes

4.3 Named Entity Recognition

Name calling and labeling are frequently used in
propagandistic messages to target an organization
or a person. The goal of this type of propaganda
is to engender a predefined feeling towards the
object of the propaganda, whether it is a personality,
an organization, a group, etc. We have therefore
made the link with the detection of organizations or
persons in the texts and the use of the NER method
in order to better detect this technique. In order to
accomplish this, we use a model pre-trained on the
NER task(Sahyoun, 2022) based on the AraBERT
model (Antoun et al., 2020). When this model
detects the entity “ORG” in the text, we consider it
to include the technique of “Name calling/labeling”.
The entity “PER” for the detection of the quotation
of persons was also tested but did not give better
results, it was thus abandoned for our final system.

4.4 Repetition detection

The repetition of words is one propaganda
technique used to convince the recipient that the
message is true. To improve the detection of
this technique we use a rule-based method while
removing the Arabic stopwords available through
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the NLTK library. The repetition of one or two
letter words is not considered in this step. Each
time this method detects it and it is absent during
ARBERT prediction, we add the “Repetition”
technique.

Besides these 4 steps of the system, we also tried
utilizing the PTC corpus (Da San Martino et al.,
2020), which has the same purpose as the data used
in this challenge, but is specific to English. There-
fore, we proceeded to subtract the text chunks with
their propaganda techniques. We then translated
these chunks into Arabic using the Google Trans-
late API1. Unfortunately, the use of this data did
not improve the efficiency of the system, and was
therefore not considered for further work.

5 Results

The results for the Dev and Test sets are presented
in this section. To demonstrate the contribution
of each of the steps considered in our system, we
present the score obtained after applying each of
these steps to the Dev set in Table 4. The final offi-
cial results obtained on the Test set are presented
in Table 5 .

Table 4: Dev set results for each step

Step micro F1

Train set only 0.434
Mixed Data + Train set 0.455
Mixed Data + Train set + Repetition 0.459
Mixed Data + Train set + Repetition
+ NER (ORG)

0.56

Table 5: Official results on the Test set

micro F1 macro F1

0.585 0.137

We should point out that the official Test set
result did not accounted for the label “No technique”
in our predictions. This is because we used a capital
N, whereas the organizers used a lowercase n for
the final evaluation. The final result would have
been 0.593 if this label had been considered.

1https://pypi.org/project/googletrans/

6 Discussion

The results show that the system’s steps have a pos-
itive impact on the outcomes. Indeed, the score
rises by 29% between the first step, which is solely
based on the Train set, and the final step of the
entire system. Furthermore, it appears that the use
of NER has a significant effect on the final result,
as the score knows the highest increase when us-
ing this method, recording a 22% increase. This
finding is consistent with the fact that the name call-
ing/labeling technique is the dataset’s second most
common technique. This result motivates future
work to further investigate this idea by attempting
to detect other majority techniques.

It is also worth noting that the data augmenta-
tion step contributed 5% to the improvement of the
micro F1 score, whereas the detection of repetition
contributed only 0.9%. The data augmentation step
should be pushed in two directions: quantitatively
by increasing the number of synthetic sequences
generated, and structurally by prioritizing minority
techniques or minority combinations in order to
push the system to better predict these techniques.

7 Conclusion

This paper describes our contribution to the shared
task of propaganda detection in WANLP 2022.
We propose a system based on data augmentation,
Named Entity Recognition (NER), repetition detec-
tion, and ARBERT prediction for subtask 1 dealing
with multi-label classification techniques. Our anal-
ysis shows that NER and data augmentation have
a significant impact on the final results, placing us
sixth out of 14 competing teams.
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Abstract
Propaganda content has seen massive spread
in the biggest social media networks. Major
global events such as Covid-19, presidential
elections, and wars have all been infested with
various propaganda techniques. In participa-
tion in the WANLP 2022 Shared Task(Alam
et al., 2022), this paper provides a detailed
overview of our machine learning system for
propaganda techniques classification and its
achieved results. The task was carried out us-
ing pre-trained transformer based models: AR-
BERT and MARBERT. The models were fine-
tuned for the downstream task in hand: multil-
abel classification of Arabic tweets. According
to the results, MARBERT and ARBERT at-
tained 0.562 and 0.567 micro F1-score on the
development set of subtask 1. The submitted
model was MARBERT which attained a 0.597
micro F1-score and got the fifth rank.

1 Introduction

Propaganda is one type of information that is
shared deliberately for gaining political and reli-
gious influence. It is the systematic and deliber-
ate way of shaping opinion and influencing the
thoughts of a person for achieving the desired in-
tention of a propagandist. In the age of "Post-truth"
(Higgins, 2016), anti-scientific thinking and con-
spiracy theories the promotion of doctrines and
ideologies that aim to manipulate and influence
readers have rapidly spread through new communi-
cation mediums. In India, TV played a major role
in the 2014 election, and some research has con-
cluded that their results may have been swayed by
propaganda techniques (Ward, 2014). Furthermore,
social media platforms have known a widespread
of propaganda, misinformation, and hate speech in
their content. During the November 2012 Gaza con-
flict, Israel Defense Force and Hamas’ Alqassam
Brigades posted graphic images of death and suf-
fering as well as explicit propaganda illustrations
through their Twitter accounts(Seo, 2014). Social

media platforms through their selective recommen-
dation algorithms and their massive reach have fos-
tered propaganda networks and "echo chambers"
that amplify certain agendas and hide counter opin-
ions and rebuttals. Propaganda actions may be
now more effective than ever, representing a major
global risk, possibly able to influence public opin-
ion enough to alter election outcomes, decide wars,
refuse Covid19 vaccines, and promote terrorism.
For these reasons the need for modern automated
and objective tools for uncovering propaganda is
rising considerably.

2 Related Works

In the last few years research on detecting
propaganda has seen a significant increase.
The shared tasks found in workshops such as
NLP4IF 2019(Yoosuf and Yang, 2019) and Se-
mEval(Martino et al., 2020) (Semantic Evaluation)
helped accelerate research on detecting propaganda
and extracting the present propaganda techniques in
a sentence or in a fragment of text. Also, apart from
these workshops there exists work on binary classi-
fication of propaganda in the context of sentence-
level and article-level(Oliinyk et al., 2020; Khan-
day et al., 2021).

On the other hand, Arabic propaganda detec-
tion research (Henia et al., 2021) is still lacking
compared to its English counterpart (Taboubi et al.,
2022). Our study presented in this paper attempts to
classify propaganda techniques (multilabel classifi-
cation) found in textual tweets using deep learning
techniques and transformer architectures such as
ARBERT and MARBERT.

3 Data

3.1 Data format and Characteristics

The data consists of a list of Arabic social media
texts (tweets) and contained the list of propaganda
techniques used in each tweet (table 1). The de-
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tails of the dataset are reported in (Alam et al.,
2022) and we used the dataset of task 1. The pro-

id text labels

7365 �èYK
Yg. H. Qk 	áÓ �H@QK

	Ym��' Loaded Language

É �� 	̄ ÈAg ú

	̄ Appeal to fear/prejudice

�éÓXA�®Ë @ �HAK. A 	j�J 	KB@

7375 " A 	®K
 	P h. ðQK
 ñK
PA��
ËñK. Smears

Aî 	E


@ ú
«Y

�K AJ
�. J
Ë 	áÓ Pñ�Ë Name calling/Labeling
Aê£A�®�@
 Õç�'

�éJ
K. Q 	ªÓ �èQ
KA¢Ë"

Table 1: Two samples from our data. "text" is a string
containing the Arabic tweet textual data. "labels" are
the propaganda techniques used in the tweet

paganda techniques used in the data are: Appeal
to authority, Appeal to fear/prejudice, Black-and-
white Fallacy/Dictatorship, Causal Oversimplifi-
cation, Doubt, Exaggeration/Minimisation, Flag-
waving, Glittering generalities (Virtue), Loaded
Language, Misrepresentation of Someone’s Posi-
tion (Straw Man), Name calling/Labeling, Obfus-
cation, Intentional vagueness, Confusion, Present-
ing Irrelevant Data (Red Herring), Reductio ad
hitlerum, Repetition, Slogans, Smears, Thought-
terminating cliché, Whataboutism, Bandwagon, no
technique. Our training dataset combined both files:
"task1_dev.json" and "task1_train.json". This re-
sulted in 556 data points. out of the 21 labels listed
above, only 18 labels are present in the dataset. It
is critical to note that the data is very unbalanced as
some labels occur with orders of magnitude more
than others. The propaganda technique "Loaded
Language" was present in 346 tweets but "Present-
ing Irrelevant Data (Red Herring)" is present in
only 2. This acute unbalance of the data is what
pushed us to perform specific pre-processing meth-
ods on the data so that we give more chance to
labels with lower frequency.

Figure 1 demonstrates the vast difference in the
distribution of the labels’ frequencies.

3.2 Data Preprocessing

Data preprocessing took the form of sequential
steps listed here: remove emojis, normalization,
remove links, remove special characters (i.e. ?,!,#),
remove stop words.

4 System

To achieve the best results we have used language
models (LMs) such as MARBERT and ARBERT
(Abdul-Mageed et al., 2020). These models as their
name suggest are based on the BERT (Bidirectional
Encoder Representations from Transformers) (De-
vlin et al., 2018) language model which is a trained
Transformer Encoder stack that uses bidirectional
self-attention and was introduced by Google in
2018. While BERT focuses on the English lan-
guage ARBERT and MARBERT were introduced
to improve Arabic NLP tasks: ARBERT is pre-
trained on standard Arabic language from sources
such as Wikipedia and books. On the other hand,
MARBERT focuses on dialectical Arabic. It is pre-
trained on a large database of Arabic tweets On top
of the BERT-based models, we have used global av-
erage pooling 1d and global max pooling 1d layers.
Both of the pooling layers were concatenated and
passed to a dropout layer and a final output layer.

We have tested both ARBERT and MARBERT
with and without cross-validation. Cross-validation
was done for 5 folds each with a percentage of 10%
for the test. We also tested the models with and
without the pooling layers. The training was done
for 10 epochs using early stopping and we saved
the best model on each epoch (according to the
validation loss).

5 Results

We evaluated each model and each configuration
at least 5 times and we calculated their mean and
standard deviation. The results are plotted in (Fig
2)

F1 micro scores are presented in (table 2). From
this table and its corresponding plot (Fig 2). From
this table, we can see that the top 2 results are
for ARBERT (without pooling and with cross-
validation) mean: 0.567, std: 0.028 and MAR-
BERT (with cross-validation and with pooling)
mean: 0.562, std: 0.012. In the last two results,
we have noted also their F1 macro scores: MAR-
BERT mean:0.282, std: 0.023 and ARBERT mean:
0.243, std: 0.013

6 Conclusion

In this paper, we analyzed the performance of the
pre-trained models ARBERT and MARBERT De-
spite the small-sized annotated data and huge un-
balance presented in the provided data. To ob-
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Figure 1: Horizontal bar plot that shows the distribution of the frequency of labels. It is clear from this plot that
some labels are more present than others

with pooling without pooling
mean std mean std

ARBERT with cross validation
0.544 0.021 0.567 0.028

ARBERT without cross validation
0.548 0.03 0.559 0.025

MARBERT with cross validation
0.562 0.012 0.53 0.025

MARBERT without cross validation
0.524 0.028 0.528 0.047

Table 2: Mean and standard deviation of the F1 micro
score of the multiple runs for each model and training
configuration

tain a good micro F1 measure for multilabel pro-
paganda classification of Arabic tweets, different
pre-processing techniques were applied to the data
such as normalization, stopwords removal, etc. The
submitted model MARBERT with pooling layers
and trained with cross-validation splitting the data
into 5 folds attained 0.597 for micro F1 and 0.191
macro F1 on the gold set reaching rank 5 on the

leaderboard.

7 Limitations

Models attained unsatisfactory results for each of
the micro and macro F1 measures and that is due
to the low data distribution for many categories
such as ’Whataboutism’, and ’Black and white fal-
lacy/Dictatorship’. Plus, the provided data was
small in amount to train a model for multilabel
classification with 18 categories. In the future, we
will explore augmentation and resembling strate-
gies to create a large balanced dataset for training
and validating our proposed model and try to over-
come our limitations.
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Figure 2: This figure plots the f1 micro scores and their errors for each training configuration. note that +cv (resp.
-cv) means that the training was done with (resp. without) cross-validation. +pool (resp. -pool) means that the model
used the two pooling layers (resp. did not use them)
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Abstract

The spread of propaganda through the internet
has increased drastically over the past years.
Lately, propaganda detection has started gain-
ing importance because of the negative impact
it has on society. In this work, we describe
our approach for the WANLP 2022 shared task
which handles the task of propaganda detection
in a multi-label setting. The task demands the
model to label the given text as having one or
more types of propaganda techniques. There
are a total of 21 propaganda techniques to be
detected. We show that an ensemble of five
models performs the best on the task, scoring
a micro-F1 score of 59.73%. We also conduct
comprehensive ablations and propose various
future directions for this work.

1 Introduction

The advent of social media has enabled people to
view, create and share information easily on the in-
ternet. Such information can easily be accessed and
viewed by a very large number of people in surpris-
ingly short periods. Moreover, most social media
websites have few restrictions over what the users
choose to post and lack preemptive techniques to
censor posts before they are uploaded. This has
enabled the free flow of information from various
strata of society which might have been restricted
due to the lack of access to proper news sources.
However, this has also led to a stark increase in the
spread of propaganda through the internet. Informa-
tion propagated through social media posts presents
an individual’s personal opinions, and hence is of-
ten biased and lacks rigorous fact-checking. Such
problems are less frequently found in the original
media sources of newspapers and TV news chan-
nels where their posts are subjected to a higher
level of scrutiny.

The presence of propaganda online poses a se-
rious threat to society as it can often polarize the

∗Equal contribution

majority opinion and lead to violent events. A
wave of misinformation-based propaganda during
the time of the COVID-19 pandemic(Cinelli et al.,
2020) was observed. However, the problem of pro-
paganda detection is much more complicated than
it appears. The biggest challenge in propaganda
detection is that the bulk of propaganda informa-
tion is partially based on truths, but is presented in
a manner that might be misleading or unnecessar-
ily polarizing. It is also observed that propaganda
posts are written professionally and are compelling
which makes most of the readers believe the infor-
mation to be authentic. All of these problems make
it difficult to train a model to detect propaganda,
and much more difficult to interpret the results of
such models. The purpose of the shared task (Alam
et al., 2022), a multi-label classification problem,
is to come up with efficient methods for detecting
propaganda on a dataset containing Arabic tweets.

Transformer-based models have achieved great
success in text classification tasks. Additionally,
ensemble-based models also outperform these in-
dividual models. Thus, we explore individual as
well as ensemble of models for this task. Further-
more, we experimented with oversampling where
we repeat the samples having minority labels. We
also pretrained the DeHateBERT model on 1 mil-
lion tweets to study the effect of domain-specific
pretraining on downstream performance. We re-
port the results of all these experiments and thereby
propose an ensemble-based method for this task.

2 Related Work

Da San Martino et al. (2019) effectively addressed
the problem of quantifying different types of pro-
paganda into seventeen categories, which helps us
distinguish between different types of propaganda.
They also presented a corpus that contains informa-
tion classified according to the seventeen classes.
Previous shared tasks have generated successful
results. The SemEval 2020 task 11 (Da San Mar-
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tino et al., 2020) used the PTC corpus for building
models to detect and classify propaganda. The Se-
mEval task 6 (Dimitrov et al., 2021) helped develop
novel approaches to detect propaganda in a multi-
modal environment. Yu et al. (2021) studied the
topic of interpretability of propaganda detection
and presented an interpretable model.

The use of BERT-based models which are pre-
trained on a large corpus has proven to yield better
performance than most of the other deep learning-
based approaches without pre-training(Min et al.,
2021). There are several BERT models pre-trained
on massive Arabic datasets available. We test
some of these models for the task. AraBERT (An-
toun et al., 2020), MARBERT, ARBERT (Abdul-
Mageed et al., 2021) are some examples. However,
most of these models are pretrained on structured
data which significantly differs from tweets. Re-
search has shown that domain-specific pretraining
can yield better performance than general text pre-
training(Brady, 2021). Hence, we used DeHate-
BERT (Aluru et al., 2020).

3 Data

The dataset consists of 504 training examples, 52
validation examples, and 52 testing examples. Our
models were finally evaluated on a separate testing
dataset, which consisted of 323 examples. Each ex-
ample can have one or more of the 20 propagandist
techniques1. Thus, it was a multi-label dataset. The
number of label occurrences is illustrated in Figure
2. As shown in the figure, we see a skewed distribu-
tion. This shows that there is an imbalance. Given
this problem of multi-label classification with a

1Complete list of propagandist techniques can be
found at https://propaganda.qcri.org/annotations/
definitions.html

high class imbalance, we experimented with sev-
eral architectures and found that DeHateBERT per-
formed the best on the dataset. A full account of
all of our successful experiments, as well as failed
experiments, is given in Sections 5 and 6. We try
multiple methods to mitigate this imbalance, as
elaborated in Section 6. Since the dataset is a multi-
label dataset, used one-hot encoding for each label
to denote the ground truth labels.

Furthermore, we make some key observations
about the number of labels per example in Figure
1. We observe that most examples have one label
per example. We see that the number of examples
having more than one label diminishes quickly,
with only one example having 7 labels.

We use basic preprocessing to minimize the
noise in the inputs. Firstly, we remove all links
in the tweet. Then we remove the user mentions
and hashtags (denoted by "@" and "#" followed by
a string respectively). Finally, we replace under-
scores ("_") with space. This way, the separated
words contribute to the semantics of the sentence.
Note that we retain the emojis in the sentence since
they also carry significant meaning and can aid the
model to better detect sentiment.

4 System

Given this problem of multi-label classification
with a high class imbalance, we experimented with
several architectures and found that DeHateBERT
performed the best on the dataset. A full account of
all of our successful experiments, as well as failed
experiments, is given in Sections 5 and 6.

We tried several models, namely AraBERT v1,
v02 and v2, MARBERT, ARBERT, XLMRoBERTa
(Conneau et al., 2020), AraELECTRA (Antoun
et al., 2021). Note that the difference between
AraBERTv2 and AraBERTv02 is that the former
uses presegmented text whereas the latter uses the
Farasa Segmenter (Darwish and Mubarak, 2016) to
segment the text since Arabic is a language which
requires its words to be segmented before being
fed into the tokenizer. We used a specific variant
of DeHateBERT, which is initialized from multilin-
gual BERT and fine-tuned only on Arabic datasets.
We found that this particular variant performed the
amongst the best, in terms of micro-F1 on the test
split of our dataset. Our model training is fairly
straightforward. We train DeHateBERT on our
multi-label dataset for 30 epochs and the best per-
forming epoch is chosen based on validation micro-
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F1. We used a learning rate of 3e − 6. Note that
we use binary cross-entropy loss, since we have
multi-hot labels in our dataset.

We also create an ensemble of all the models.
We use the five models namely DeHateBERT, AR-
BERT, AraBERTv02, AraBERTv01, and MAR-
BERT. Our ensemble system is shown in Figure 3.
We use the method of hard voting to obtain the final
results. For each sample, we recorded the predicted
labels of each of the five models. Then, for each of
the 21 labels present, we check how many models
predict that label. If majority of the models predict
the label, we include that label for the sample in
the ensemble output. We find that the ensemble of
models had the best performance.

The dataset has a significant class imbalance. To
overcome this, we tried to augment the dataset by
oversampling. For oversampling, we duplicated
the samples containing less frequent target classes.
Thus we obtained a larger dataset containing du-
plicate samples but overall having lesser class im-
balance. However, this did not yield better perfor-
mance. We discuss this in detail in Section 6.

5 Results

The official scoring metric for the shared task is
the F1 micro score. We present the results of the
various models we tried in Table 1. We have used
the official scorer module provided by the organiz-
ers. We can see that the ensemble has the highest
score. MARBERT and DeHateBERT have roughly
similar scores and perform better than other mod-
els. This can lead us to speculate that a model
might perform better at classification tasks if it
is pretrained on a corpus containing data from a
similar source than a corpus with similar charac-

teristics but having data from a different source.
The oversampled DeHateBERT model has a lower
performance compared to the model trained on the
original dataset.

We can however see that ARBERT outperforms
all other single models. Another key observation
is that ARBERT outperforms MARBERT, which
in turn outperforms all variants of AraBERT. An
explanation for this is that AraBERT variants are
trained on far less data than ARBERT and MAR-
BERT. In the case of ARBERT and MARBERT,
ARBERT is pretrained on a wide variety of sources
as opposed to MARBERT and thus has better per-
formance than MARBERT.

We can also speculate that the high performance
of the ensemble is because the constituent models
are pretrained on different datasets. This enables
the ensemble to capture a wider array of semantic
vocabulary and hence is better at predicting classes.
The hard voting mechanism ensures that the en-
semble will not predict too many classes for each
sample and thus limits the number of false posi-
tives.

6 Discussion

We conducted several experiments apart from our
best-performing model. Specifically, we tried pre-
training on a large Arabic sentiment analysis tweet
dataset as well as oversampling the classes having
few samples.

We retrained the DeHateBERT model on 1 Mil-
lion tweets from the Large Arabic Twitter Data
for Sentiment Analysis dataset using the Masked
Language Modeling technique. We found that pre-
training on the sentiment analysis tweet dataset did
not result in any gains to the model. We speculate
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Figure 3: Ensemble system diagram. The ensemble works using a system of hard voting, wherein the prediction of
each model is recorded and if the majority of models predict that label then it is declared to be one of the predicted
labels. This figure illustrates this process in the multi-label setting.

Model Micro-F1
AraBERTv01 54.195
AraBERTv2 50.841
AraBERTv02 53.996

AraBERTv02-twitter 54.135
DeHateBERT 56.484

Oversampling + DeHateBERT 52.529
MARBERT 56.556
ARBERT 59.048
Ensemble 59.725

Table 1: Results of our experiments on the WANLP-22
propaganda detection task dataset.

this is primarily because the number of tweets we
pretrained the model on is less than the size the
model was originally pretrained on.

In another attempt, we implement oversampling
in the dataset, where we repeat samples of less fre-
quent classes. We calculate the average number
of examples for each class. Then, we get the over-
sampling factor, that is the number of times the
examples must be repeated to reach the average
number of samples. We further clip this factor to
10. Note that, since this is a multi-label scenario,
we need to be careful not to use examples with the
most frequently occurring classes, in which case
the process will have no effect.

Currently, we use hard voting for choosing the
final output of the ensemble. We believe better
results can be obtained by having a more sophisti-
cated method like using an SVM instead of hard
voting.

7 Conclusion

This paper aims to articulate our approach for the
WANLP 2022 Shared Task. We experimented
with multiple transformer-based models, namely
AraBERT, ARBERT, MARBERT and others. We
also present ablations with monolingual pretrain-
ing, oversampling, and ensemble of the aforemen-
tioned transformer-based models. We show that the
ensemble consisting of models pretrained on vari-
ous sources of data has the best performance, with
a Micro-F1 score of 59.73%. We foresee several
possible future directions. One line of work can
be to improve the ensemble mechanism as well as
to better handle the class imbalance in multi-label
setting. Another line of work can be to study the ef-
fects of domain-specific pretraining on downstream
classification tasks like multi-label classification.
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Abstract 

 
Nowadays, the rapid dissemination of data 

on digital platforms has resulted in the 

emergence of information pollution and 

data contamination, specifically mis-

information, mal-information, dis-

information, fake news, and various types 

of propaganda. These topics are now 

posing a serious threat to the online digital 

realm, posing numerous challenges to 

social media platforms and governments 

around the world. In this article, we 

propose a propaganda detection model 

based on the transformer-based model 

AraBERT, with the objective of using this 

framework to detect propagandistic 

content in the Arabic social media text 

scene, with purpose of making online 

Arabic news and media consumption 

healthier and safer. Given the dataset, our 

results are relatively encouraging, 

indicating a huge potential for this line of 

approaches in Arabic online news text 

NLP. 

1    Introduction 

People are moving away from traditional media 

and toward digital content in today's landscape, 

and with trust in traditional media at an all-time 

low of 32% (according to a Gallup Inc. poll), it's 

no surprise that people are turning to alternative 

sources for news. Furthermore, social media has 

recently evolved into a major source of news 

content, giving rise to the "fake news" 

phenomenon (S. Shaden et al., 2021), in which a 

large amount of false information circulates, 

often with malicious intent (P. Nakov et al., 

2021). The associated propaganda, which is 

almost always present in fake news, is an 

important but often overlooked feature of such 

destructive content (S. Yu et al., 2021). The 

primary goal of propaganda is to influence the 

opinions of target individuals through language 

manipulation (D. Dimitrov et al., 2021). There 

are over 313 million people worldwide who 

speak Arabic, with roughly 90% of them getting 

their news from the internet and online content. 

Furthermore, the prevalence of "fake news" in 

online content, as well as its amplification by 

social platforms, poses a number of serious 

challenges to society (D. Marc et al., 2020). 

Propaganda techniques, for example, 

Obfuscation, Black or White Fallacy, Loaded 

language, Name calling, Straw man, Red 

Herring, Whataboutism, and others, can pose 

grave threats to society, economy, democracy, 

health, journalism, the environment, and a 

variety of other areas. 

 

While there have been recent studies that 

developed machine learning models to detect 

fake news in a variety of languages (N. Preslav et 

al., 2021), the lack of research into Arabic is, to 

say the least, concerning. Propaganda Detection 

in Arabic is a collaborative effort (F. Alam et al., 

2022) to combat fake news by developing models 

for identifying propaganda techniques in Arabic 

social media text. So far, recent efforts to detect 

propaganda in news items around the world (G. 

Da San Martino et al., 2019) have addressed this 

as a fine-grained problem of finding it within 

fragments, and as a result, transformer-based 

embeddings work reasonably well in such 

detection approaches. 

 

As a result, in this article, we attempt to achieve 

the goal of our contributions by following the 

flow: 

• Data processing (given a small balanced 

dataset) 

• Design a transformer model prototype 

oriented to Arabic propaganda detection 

• Optimize the algorithm using the ADAM 

optimizer 

• Examine and evaluate F1 score performance 
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2    Data 

The dataset provided by the competition 

organizers (F. Alam et al., 2022) consisted of 504 

Arabic tweets for training, each labeled by no 

more than five of several propaganda techniques. 

The no-technique label, which indicates that no 

propaganda technique was used in the tweet, was 

one of the labels. The majority of tweets were 

classified with one or two labels. In addition, a 

development set of 52 labeled tweets and a test set 

of 52 labeled tweets were provided. In terms of 

the total number of each label in the set and the 

number of labels per tweet, the latter two sets 

followed the same distribution as the training set. 

There was a total of 18 distinct labels, including 

the no-technique label. Labels included loaded 

language, Name calling, exaggeration, and so on. 

 

 

Figure 1: Label distribution across training and testing 

sets 

The AraBERT model (W. Antoun et al., 2020) 

preprocessor was used to preprocess the training 

and testing sets. Preprocessing includes removing 

HTML markup, diacritics, tatweel, non-digit 

repetitions, and mapping Hindi numbers to 

Arabic, among so many other things. The highly 

skewed distribution of labels is a significant 

challenge in the competition. And, because the 

datasets are just so small, the model will be biased 

toward the most abundant label. 

3    System 

The model used for training is the AraBERT 

model's second version (W. Antoun et al., 2020). 

AraBERT is a powerful, cutting-edge 

transformer-based model for Arabic Language 

Understanding that has the same configuration as 

the base BERT model: twelve encoder blocks, 

twelve attention heads, seven hundred and sixty-

eight hidden dimensions, five hundred and twelve 

maximum sequence lengths, and a total of 

approximately one hundred and ten parameters. 

The model included pre-trained embeddings that 

had been trained on approximately seventy 

million sentences from various sources. 

The model was trained in the Google 

Collaboratory using a Tesla V100-SXM2-16GB 

GPU. The training set was divided into batches of 

sixteen each, with a gradient accumulation step of 

two, and an evaluation batch size of one hundred 

and twenty-eight. The optimization algorithm 

used is the ADAM optimizer, with an epsilon 

value of 10-8, a learning rate of 0.00002, and 

iterates over twenty-five epochs. The overall 

training process took about five minutes, thanks to 

GPU parallelization. The model generates 18 

probabilities, each of which corresponds to a 

propaganda technique, including no technique. 

We used the following methodology to determine 

the output labels for each tweet based on those 

probabilities. We took the top five predictions 

from each tweet and discarded the rest. This is due 

to the fact that no tweet had more than 5 labels in 

the original data. 

We had to optimize the threshold that will be used 

to filter out low probabilities from the top five. 

After some experimentation, we noticed that the 

most similar distribution was obtained with an 

optimal threshold of 0.35, assuming that the label 

distributions in the training, testing, and validation 

sets were the same. 

We considered that if one of the remaining labels 

was ‘no-technique’, the corresponding tweet’s 

labels would be all labels with a probability 

greater than that of the no-technique label. 

Otherwise, the tweet will be labeled as no-

technique. 
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We merged the three labeled datasets before 

predicting the labels of the unlabeled datasets and 

submitting the samples after training, validating, 

and testing on the datasets and reaching the 

optimal configuration. 

4    Results 

Because the competition organizers set the Micro-

F1 score as the primary metric to evaluate the 

performance of the models, we used it to examine 

our model performance. This is primarily due to 

the fact that our task is simply to maximize the 

number of correct predictions made by the 

classifier, and no class is more important than the 

other. In the table below, we show the 

experimental results of applying AraBERT to the 

multi-label classification problem for Arabic 

propaganda detection: 

 

Metric 
Training 

loss 

Validation 

loss 

Macro-

F1 

score 

Micro-

F1 score 

Score 0.19 0.3 0.108 0.4108 

 

Table 1: Performance of our developed model on the 

test dataset 

It is worth noting that we were able to achieve a 

Micro-F1 of 0.61 while using data augmentation 

and attempting to optimize the classification layer 

weights. Due to other deadlines, this result was 

not submitted. A Micro-F1 score of 0.578 on the 

evaluation dataset was a very promising result that 

will be improved using the methods described in 

the following section. 

5    Discussion 

Given that the Micro-F1 score on the training set 

is around 0.88, it is clear that the training data is 

overfit. The used model is cutting-edge and does 

a good job of capturing the data's complexity. 

However, the true issue is that the dataset is not 

representative enough for the model to generalize 

outside of it. 

To improve the model's performance outside of 

the training set, the first step would be to add a 

regularization to the model, such as L2 

regularization, to reduce overfitting. However, 

given the small dataset size, this may not be so 

promising. The second optimization approach 

would be to augment the existing data by 

performing some transformation on the 

documents, such as random insertion, random 

deletion, and word swapping. The latter method 

will increase data diversity at a lower cost than 

collecting brand new labeled data. A third 

approach that could be used is to use class weights 

to compensate for class imbalances by penalizing 

misclassification by infrequent classes (flag-

waving, for example) more than that of more 

abundant classes. Given enough time, the most 

time-consuming but effective thing that could be 

done is to collect or manually label more 

propaganda-related tweets so that we have more 

representative data for real-world tasks. 

6    Conclusion 

In this paper, we presented a transformer-based 

model that serves as a contribution framework to 

identify propaganda types in Arabic text social 

media content (tweets basically), by highlighting 

the propaganda strategies utilized (such as 

Obfuscation, Black or White Fallacy, Loaded 

language, Name calling, Straw man, Red Herring, 

Whataboutism, and others). 

With a Micro-F1 score of 0.578 and given the 

relatively small dataset, the model appears 

promising, and we are confident that performance 

improvements can be expected with a more 

balanced and richer dataset. 

We intend to improve the model in the future by 

focusing more on the labeled dataset and 

expanding it by either applying careful, well-

structured augmentation to some data or by 

developing a platform to assist annotators in 

labeling data. This ensures that the model is 

constantly updated and improved. Furthermore, 

we intend to conduct extensive research on 

various aspects of propaganda in order to develop 

a general propaganda detection system, thereby 

broadening the scope of our work in relation to the 

existing platform, with the goal of making the 

online Arabic journey healthier and safer. 
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Abstract

Propaganda is information or ideas that an or-
ganised group or government spreads to influ-
ence peopleś opinions, especially by not giv-
ing all the facts or secretly emphasising only
one way of looking at the points. The abil-
ity to automatically detect propaganda-related
language is a challenging task that researchers
in the NLP community have recently started
to address. This paper presents the participa-
tion of our team AraBEM in the propaganda
detection shared task on Arabic tweets. Our
system utilised a pre-trained BERT model to
perform multi-class binary classification. It at-
tained the best score at 0.602 micro-f1, ranking
third on subtask-1, which identifies the propa-
ganda techniques as a multilabel classification
problem with a baseline of 0.079.

1 Introduction

With the increasing popularity of social media (SM)
in our modern society, social media platforms like
Twitter have become essential means for influenc-
ing others. People on social media tend to convey
their views and perspectives more freely. The abil-
ity of SM users to freely express their views has
allowed interested parties to profile users based
on how they express their opinions on social me-
dia. As such, the past few years have witnessed
a great interest in targeting a broader spectrum of
audiences via Twitter and other SM platforms. Par-
ties like political and advertisement campaigns are
competing to reach out to the broadest audience
base possible and hence influence the general pub-
licś view. It can be seen that the more ability a
particular part has to influence peopleś opinions,
the more powerful it becomes (Ferrara, 2017).

The term propaganda is defined in the Cam-
bridge dictionary as information or ideas that an
organised group or government spreads to influ-
ence people’s opinions by not giving all the facts
or secretly emphasising only one way of looking at

the facts.1 The spread of propaganda exploits the
anonymity of the Internet, the micro-profiling abil-
ity of SM platforms, and the power of automatically
creating and managing coordinated networks of ac-
counts to reach a large number of SM users with
persuasive messages (Martino et al., 2020). Spread-
ing propaganda to promote a specific agenda has
become a business (Chatfield et al., 2015).

In this context, the concept of automatic pro-
paganda detection has risen recently (Alam et al.,
2022). Researchers have focused on utilising state-
of-the-art NLP techniques to develop systems for
automatic propaganda detection. The main chal-
lenges in this regard include difficulty identifying
and extracting the linguistic signs of propaganda
use. This is particularly difficult due to the cunning
and indirect ways propaganda can be expressed. As
such, detecting propaganda-related techniques can
be challenging even for a human expert. Regard-
ing Arabic, propaganda detection can be a more
challenging task due to several additional factors,
including the limited availability of linguistic re-
sources (e.g., corpus) and the morphologically-rich
nature of the Arabic language (Refaee, 2017).

To bridge this research gap, a shared task about
auto-detection of propaganda in Arabic social me-
dia has been launched.2 subtasks in this shared task
and a comprehensive description of the shared task
are discussed in (Alam et al., 2022). In this work,
our team participated in the first subtask-1, ranking
our system in the third position.

2 Related Work

The literature on propaganda detection as an NLP
task reveals an increasing interest in exploring this

1The Cambridge Dictionary. Available at:https:
//dictionary.cambridge.org/dictionary/english/
propaganda Accessed on 03/10/2022

2EMNLP-2022, SHARED TASK ON PROPAGANDA
DETECTION IN ARABIC. Available at https://sites.
google.com/view/propaganda-detection-in-arabic/
home?authuser=0 Accessed on 02/09/2022
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research area (Martino et al., 2020). Previous work
on propaganda detection indicates several common
challenges associated with this task. Specifically,
the limited availability of the annotated dataset,
the ability to convey propaganda with means other
than text (e.g., images) (Hashemi and Hall, 2019)
and the difficulty of spotting direct and indirect
propaganda techniques are among the most promi-
nent challenges of the task of propaganda detection.
A total of eighteen propaganda techniques have
been identified in previous work. However, experts
stated that propaganda techniques are not fixed and
keep evolving (Martino et al., 2020).

Previous work on propaganda detection has
mainly focused on English (Chaudhari and Pawar,
2022), as a well-resourced language. In addi-
tion, researchers highlighted that most propaganda-
related languages tend to appear in biased news
and SM platforms, unleashing different directions
like promoting political agendas and radicalisation
(Albadi et al., 2019). (Chaudhari and Pawar, 2022)
summarised the features utilised in existing sys-
tems for detecting propaganda techniques. This in-
cludes user-based, time-based, metadata-based and
context-based features, n-grams, and pre-trained
models (e.g., BERT).

In (Heidarysafa et al., 2020), the authors per-
formed text mining on some of the propaganda
content published by ISIS to recruit women from
around the world. The authors applied a lexical-
based emotion analysis method to detect emotions
most likely to be evoked in readers of these materi-
als.

Regarding propaganda detection in Arabic, liter-
ature shows that few previous attempts have been
made to address this issue (Hashemi and Hall,
2019; Abozinadah et al., 2015; Albadi et al., 2019).
This need has provoked the lunching of a shared
task of propaganda detection in Arabic and releas-
ing a newly built dataset annotated specifically for
propaganda techniques (Alam et al., 2022).

3 Data

In this work, we utilise the dataset released for the
shared task described in this overview paper (Alam
et al., 2022). Table 1 shows the characteristics of
the corpus. Our team performed cleaning up and
pre-processing using the steps utilised in previous
NLP tasks on Arabic (Refaee, 2017, 2021):

• Normalising exchangeable Arabic letters:
mapping letters with various forms (i.e., alef

and Hamza and yaa) to their representative
characters (Antoun et al., 2020).

• Text segmentation: was performed to sepa-
rate the tokens based on spaces and punctu-
ation marks using the tokeniser provided by
the PyArabic package (Zerrouki, 2010).3

• Removing diacritics, any special characters,
punctuation, non-alphabetic characters and re-
peated characters, e.g., loooool.

• Normalising URLs, usernames, and hashtags.

Data Training Dev. Testing
Size 504 52 323
# of Tokens 7792 747 4994
Avg. # of Tokens 15.46 14.36 15.46
# of Chars 51602 6436 34027
Avg. # of Chars 1102.38 123.76 105.34

Table 1: Size of the dataset split.

Class Dist.
Misrepresentation of Someone’s Posi-
tion (Straw Man)

0

Reductio ad hitlerum 0
Presenting Irrelevant Data (Red Her-
ring)

1

Black-and-white Fallacy/Dictatorship 2
Whataboutism 3
Causal Oversimplification 4
Flag-waving 5
Thought-terminating cliché 6
Repetition 7
Obfuscation, Intentional vagueness,
Confusion

9

Appeal to authority 21
Glittering generalities (Virtue) 25
Doubt 27
Slogans 28
Exaggeration/Minimisation 41
Appeal to fear/prejudice 47
Smears 84
Name-calling/Labeling 186
Loaded Language 289

Table 2: Class Distribution in The Training Corpus

3PyArabic is a publicly available Python library explicitly
designed for the Arabic language. Available at https://pypi.
org/project/PyArabic/ accessed on 20/9/2022.
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An initial observation reveals highly unbalanced
classes in the obtained dataset, as shown in Table
2. Some classes have zero instances in the training
set. Our team opted not to apply any technique
to tackle class unbalancing. Instead, we decided
to experiment with the original class distribution
to explore how it would affect the overall system
performance. It can also be seen that some pro-
paganda techniques are more frequently occurring
than others. For instance, the most commonly spot-
ted propaganda techniques were loaded language,
name-calling, and labelling. On the other hand, we
noticed nearly a hundred tweets with no methods,
which we decided to exclude from the dataset.

4 System

We explored approaches used in previous work
on detecting propaganda or misleading language
in social media. We noted that previous systems
utilised different methods ranging from traditional
machine learning (Habernal et al., 2017) to modern
neural-based systems (Chetan et al., 2019).

Our team decided to use a pre-trained model,
specifically BERT, which has performed well in
previous work on propaganda detection in the news
(Vlad et al., 2019; Badawy and Ferrara, 2018). The
model has also been successfully used to detect
auto-generated Arabic tweets, aiming to spot pro-
paganda accounts (Harrag et al., 2021). We use
BERT for multi-class binary label classification.
The token size we use is 70 based on our calcu-
lation of the average tweet length. The output of
running BERT on the shared-task dataset is several
tensors, each associated with the possibility of the
presence of propaganda techniques. To decide on
the threshold, we ran several experiments and used
the threshold 0.2, showing that any value above this
threshold would be considered a presence of a pro-
paganda technique. A possible future expansion of
this work can include experimenting with a differ-
ent threshold for each propaganda technique to test
its impact on the overall system performance. We
fine-tuned the pre-trained model using the training
and development data.4

5 Results and discussion

We used the script the shared task organisers pro-
vided to evaluate our system. The best results sub-

4Access to the source code of our system is
available on https://github.com/motazsaad/
Arabic-Proagenda-Detection

mitted by our system were reported at a micro F-1
score of 0.602, ranking third place in the leader-
board of the shared task. The details of all results
can be found in (Alam et al., 2022). Overall, the
scores attained by the participating systems reflect
the difficulty of the task of auto-detection of propa-
ganda language in Arabic tweets. We believe a pos-
sible explanation is a small size and highly unbal-
anced annotated dataset provided with the shared
task. Identifying and annotating propaganda tech-
niques can be challenging even for a human expert,
(Panda and Levitan, 2021) and as such, expanding
the scale of the dataset by using methods like data
augmentation might help improve the performance.
Another issue is that some propaganda techniques,
are more frequently used than others, like loaded
language. As mentioned in section 3 and table 2,
some classes have zero or very few train instances.
In contrast, others are either less regularly used
or can be conveyed cunningly, making them hard
to detect and identify. Overall, the results of the
shared task indicate that more research is still re-
quired to identify misinformation in Arabic more
accurately.

Class P R F1
Appeal to authority 0.00 0.00 0.00
Appeal to fear /
prejudice

0.00 0.00 0.00

Black-and-white
Fallacy / Dictator-
ship

0.00 0.00 0.00

Causal Oversimpli-
fication

0.00 0.00 0.00

Doubt 0.00 0.00 0.00
Exaggeration / Min-
imisation

0.00 0.00 0.00

Flag-waving 0.00 0.00 0.00
Glittering generali-
ties (Virtue)

0.00 0.00 0.00

Loaded Language 0.72 0.97 0.83
Misrepresentation
of Someone’s
Position (Straw
Man)

0.00 0.00 0.00

Name calling / La-
beling

0.59 0.80 0.68

Obfuscation, Inten-
tional vagueness,
Confusion

0.00 0.00 0.00

Presenting Irrel-
evant Data (Red
Herring)

0.00 0.00 0.00

Reductio ad
hitlerum

0.00 0.00 0.00

Repetition 0.00 0.00 0.00
Slogans 0.00 0.00 0.00
Smears 0.36 0.26 0.30
Thought-
terminating cliché

0.00 0.00 0.00

Whataboutism 0.00 0.00 0.00

Table 3: Precision (P), Recall (R), and F1-Score for
each class label
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Figure 1: Receiver Operating Characteristic ROC curve for each class label

Tables 3 and 4 show the Precision (P), Recall
(R), and F1-Score for each class label and the aver-
age scores. Figure 1 shows the Receiver Operating
Characteristic ROC curve for each class label. It
is clear from the tables and the ROC curves that
classes with more training instances have better
results than the ones with few or zero training in-
stances. The nature of this shared task is very chal-
lenging, and the scarcity of the dataset adds more
challenges to it.

Metric P R F1
Micro avg 0.6 0.6 0.6
Macro avg 0.1 0.1 0.1
Weighted avg 0.5 0.6 0.6

Table 4: Average Precision (P), Recall (R), and F1-Score
for all classes

6 Conclusion

The occurrence of propaganda and misleading in-
formation to promote a specific agenda has coin-
cided with the growing popularity of SM platforms
like Twitter. Before that, news outlets would gener-
ally be the primary source of information for peo-
ple; hence, the broadcast news would usually come
trustworthy with no need to question or cross-check
their legitimacy. Contrarily, the broad spectrum of
audiences on SM platforms and the ability to read-
ily access and spread propaganda to promote spe-
cific agendas has attracted interesting parties (e.g.,

political, advertisement, radicalization). As such,
the need for NLP researchers to come together to
address propaganda and fake news detection, espe-
cially in social media, has emerged.

In this context, a shared task has been launched
to detect propaganda techniques in Arabic tweets
automatically, and an annotated dataset has been
released as part of the shared task. Our team,
AraBEM, has participated in subtask-1, which
is about classifying propaganda techniques, and
ranked in the third position attaining a micro F-1
score of 0.602 compared to a baseline of 0.079.
We used a pre-trained BERT model and decided
on 0.2 as the threshold for tensors to determine
if a propaganda technique was spotted. Overall,
the results indicate a good performance among the
participating team. However, more investigations
are still required to enhance the system’s ability to
identify propaganda techniques accurately. Future
directions for expanding this research include ex-
perimenting with different pre-trained models and
threshold settings. In addition, more investigations
on data balancing methods like data augmentation
would shed light on distinct possibilities for per-
formance improvement. More experiments should
be done to assess the systems’ ability to detect the
more cunning and indirect ways of creating and
spreading propaganda.
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Abstract
We present our system for the two subtasks
of the shared task on propaganda detection in
Arabic, part of WANLP’2022. Subtask 1 is a
multi-label classification problem to find the
propaganda techniques used in a given tweet.
Our system for this task uses XLM-R to pre-
dict probabilities for the target tweet to use
each of the techniques. In addition to finding
the techniques, Subtask 2 further asks to iden-
tify the textual span for each instance of each
technique that is present in the tweet; the task
can be modeled as a sequence tagging prob-
lem. We use a multi-granularity network with
mBERT encoder for Subtask 2. Overall, our
system ranks second for both subtasks (out of
14 and 3 participants, respectively). Our empir-
ical analysis show that it does not help to use
a much larger English corpus annotated with
propaganda techniques, regardless of whether
used in English or after translation to Arabic.1

1 Introduction

Propaganda is information deliberately designed
to promote a particular point of view and to influ-
ence the opinions or the actions of individuals or
groups. With the rise of social media platforms, the
circulation of propaganda is even more pronounced
since it may be built upon a true fact, but exagger-
ated and biased to promote a particular viewpoint.
Various propaganda detection systems have been
developed in recent years (Da San Martino et al.,
2019; Barrón-Cedeño et al., 2019; Barrón-Cedeño
et al., 2019; Dimitrov et al., 2021a,b), but they all
have been restricted to English due to the unavail-
ability of labelled datasets (containing fine-grained
annotations of textual spans) in other languages. To
bridge this gap, the WANLP’2022 shared task on
propaganda detection in Arabic (Alam et al., 2022)
released a dataset of Arabic tweets (we will call it
ARATWEET) that uses 20 propaganda techniques,
thus enabling research beyond English.

1The code is released at github.com/sm354/mMGN

There are two subtasks defined in this shared
task for detecting the propaganda techniques used
in a tweet: (1) identify the techniques present in
the given Arabic tweet, and (2) identify the span(s)
of use of each technique along with the technique.
Subtask 1 can be viewed as a multi-label classifi-
cation problem, where the tweet may contain any
subset of the 20 propaganda techniques, even all
or none of them. Subtask 2 can be seen as a multi-
label sequence tagging problem, where the system
needs to predict the labels for each of the tokens.
Subtask 2 is more challenging than Subtask 1 due
to the increased level of detail it asks for.

Our Subtask 1 system uses a multilingual pre-
trained language model, XLM-R (Conneau et al.,
2020) to estimate a Multinoulli distribution over
the 20 propaganda techniques for a given Arabic
tweet. For Subtask 2, we use the multi-granularity
network (MGN) from Da San Martino et al. (2019),
but we replace the BERT encoder with mBERT
(Devlin et al., 2019). We call our resulting system
mMGN. Our systems, which use only ARATWEET

data, rank second for both subtasks.
We investigated cross-lingual propaganda de-

tection by using the Propaganda Techniques Cor-
pus (PTC) (Da San Martino et al., 2019), which
consists of annotated English news articles. We
trained mMGN on PTC and continued its training
on ARATWEET. Surprisingly, we found that con-
tinued training hurts the model by 10.2 F1 points
absolute. To alleviate the possibility of ineffective
transfer from English in mBERT embeddings, we
further translated the PTC to Arabic using Google
Translate and we projected the span-labels using
awesome-align (Dou and Neubig, 2021). Upon
doing continued training with a subset of the trans-
lated data, having only sentences containing propa-
ganda, we found that it does not help, but also does
not hurt the model. We believe that the domain dif-
ference between the two dataset is quite large, and
thus there are no benefits in cross-lingual transfer.
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Propaganda Technique train dev test

count length count length count length

Appeal to authority 21 93.4 ± 43.9 8 94.8 ± 37.3 1 142.0 ± 0.0
Appeal to fear/prejudice 48 49.2 ± 29.0 11 54.9 ± 38.0 25 44.8 ± 27.9
Black-and-white Fallacy/Dictatorship 2 60.5 ± 12.5 3 56.3 ± 20.4 7 49.6 ± 19.8
Causal oversimplification 4 80.0 ± 43.2 2 57.0 ± 18.0 4 57.3 ± 24.2
Doubt 29 52.4 ± 34.6 3 61.0 ± 53.7 19 39.5 ± 21.3
Exaggeration/Minimisation 44 23.7 ± 28.4 26 14.3 ± 6.8 26 29.1 ± 16.9
Flag-waving 5 57.6 ± 30.7 4 65.0 ± 19.6 9 60.1 ± 23.2
Glittering generalities (virtue) 25 81.4 ± 48.9 9 66.1 ± 17.2 1 104.0 ± 0.0
Loaded language 446 9.70 ± 7.10 88 12.7 ± 13.2 326 7.20 ± 4.70
Misrepresentation of someone’s position 0 N/A 0 N/A 1 37.0 ± 0.0
Name calling/Labeling 244 13.8 ± 6.4 77 15.6 ± 8.4 163 14.1 ± 6.6
Obfuscation, intentional vagueness, confusion 9 48.8 ± 28.1 4 34.0 ± 22.1 6 43.3 ± 23.6
Presenting irrelevant data (red herring) 1 61.0 ± 0.0 0 N/A 0 N/A
Reductio ad hitlerum 0 N/A 0 N/A 0 N/A
Repetition 9 12.8 ± 11.0 3 11.3 ± 4.1 3 35.3 ± 17.3
Slogans 44 17.0 ± 6.6 2 26.5 ± 13.5 6 24.5 ± 11.7
Smears 85 73.8 ± 34.9 27 88.8 ± 53.3 50 55.8 ± 22.0
Thought-terminating cliché 6 28.2 ± 17.5 2 21.0 ± 7.0 0 N/A
Whataboutism 3 47.7 ± 15.3 2 64.5 ± 20.5 0 N/A
Bandwagon 0 N/A 0 N/A 0 N/A

no technique 95 N/A 15 N/A 44 N/A

Table 1: Instance count of propaganda techniques and their span length in characters (mean ± std-dev) in the
ARATWEET partitions. N/A is for either no technique or for those propaganda techniques having zero instances to
compute mean/std-dev (such as Misrepresentation of Someone’s Position, Reductio ad hitlerum, and Bandwagon).

2 Data

The dataset released in this shared task, which we
call ARATWEET, comprises Arabic tweets, most
of which (but not all) contain some propaganda
techniques.

Table 1 shows statistics about the propaganda
technique in the partitions of ARATWEET. Tech-
niques such as Misrepresentation of Someone’s
Position (Straw Man), Presenting Irrelevant Data
(Red Herring), Reductio ad hitlerum, and Band-
wagon are rarely present in the dataset. Loaded
Language is the most frequently present technique,
whereas Appeal to Authority has the longest span.
There are also tweets present that do not contain
propaganda (e.g., 95 tweets in the training set).

Table 2 shows aggregated statistics about all pro-
paganda techniques in the different partitions2 of
the dataset.

train dev test
#examples 504 103 323
#spans 1025 271 647
tweet len (t) 15.8±6.1 18.6±9.9 15.4±5.0
tweet len (c) 112.6±39.2 123.4±58 117.4±30.6

Table 2: Statistics about the ARATWEET. Tweet len is
the average length in # tokens (t) and # characters (c).

2The dev partition in this work refers to the combination
of dev and dev_test released in the shared task.

3 System Description

Subtask 1 is a multi-label classification problem,
where the model needs to find which of the 20
propaganda techniques (if any) are present in the
input tweet. Our system (shown in Figure 1) fine-
tunes a multilingual pretrained language model,
XLM-R, (Conneau et al., 2020) for this subtask.

Given an Arabic tweet, we first tokenize it into
word pieces [T1, T2, . . . , Tn] using the XLM-R to-
kenizer. We the pass these pieces through XLM-R
to obtain contextualised embeddings, from which
we take the CLS token embedding and we pass
it through a single fully-connected linear layer to
obtain a 20-dimensional embedding. After pass-
ing it through a sigmoid non-linearity, we convert
this embedding, representing logits, to probabilities
[p1, p2, ..., p20], one for each propaganda technique.
Using a threshold of 0.5, our system assigns label i
if pi ≥ 0.5. When pi < 0.5 ∀ i, the model predicts
no technique for the target tweet.

Subtask 2 is a multi-label sequence tagging prob-
lem, where we want to label the tokens of a given
tweet with the propaganda techniques. Since the
(training) data contains tweets that do not contain
propaganda (as discussed in section 2), we use the
multi-granularity network (MGN) (Da San Martino
et al., 2019) to develop our Subtask 2 system.
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Figure 1: Our Subtask 1 system, which uses a pretrained XLM-R for multi-label classification. T1, T2, T3, . . . , Tn

are the tokens of the input tweet, and pi is the probability of the tweet using ith propaganda technique.

MGN uses BERT (Devlin et al., 2019) and mod-
els the task as a single-label sequence tagging prob-
lem, where either one of 20 techniques or none of
them is assigned to each token. To improve the
performance, it also adds a trainable gate to lower
the probabilities for all tokens if the sentence does
not contain propaganda.3

We replace BERT with mBERT in our MGN sys-
tem, to obtain our multilingual multi-granularity
network (mMGN) as our Subtask 2 system.
mMGN can work for Arabic and for all other lan-
guages that are supported by mBERT.

4 Experiments

For evaluation, we use the official scorers that were
released for the shared task. The official evaluation
measure for Subtask 1 is micro-F1. However, the
scorer also reports macro-F1. For Subtask 2, a
modified micro-averaged F1 score is used, which
gives credit to partial matches between the gold
and the predicted spans.

We use the dev partition of ARATWEET to find
the best model checkpoint and to report the scores
on the finally released test set. Our models are
trained on a single V100 (32GB) GPU.

Subtask 1 We empirically compare different pre-
trained language models (PLMs) as encoders for
our Subtask 1 system and we report the scores in Ta-
ble 3. With XLM-R encoder, our system achieves
the best performance of 60.9 micro-F1. The hyper-
parameters of our Subtask 1 system include a max-
imum sequence length of 256, a batch size of 32,
and 40 training epochs. We use two different learn-
ing rates: 1e-5 for PLM and 3e-4 for the remaining
trainable parameters.

3We refer the readers to Da San Martino et al. (2019) for
more detail.

macro-F1 micro-F1

mBERT (Devlin et al., 2019) 8.1 54.3
AraBERT (Antoun et al., 2020) 18.7 59.4
XLM-R (Conneau et al., 2020) 18.3 60.9

Table 3: Performance(%) of our Subtask 1 system with
different multilingual pre-trained LMs.

Subtask 2 We train the multilingual Multi-
Granularity Network (mMGN) model on
ARATWEET with a batch size of 16, a learning
rate of 3e-5 for PLM and 3e-4 for other trainable
parameters, and 30 epochs. This yields an F1
score of 35.5 on the test set, which is our best
performance on this subtask.

Cross-lingual Propaganda Detection We ran
several experiments using mMGN and the Propa-
ganda Techniques Corpus (PTC), which is avail-
able in English (Da San Martino et al., 2019), to
study cross-lingual transfer between English and
Arabic in Subtask 2. In (1) ARATWEET, we train
and test on ARATWEET, whereas in (2) PTC, we
train on PTC data and we test in a zero-shot man-
ner on ARATWEET. (3) TRANSPTC contains
the translation of the PTC data from English to
Arabic using Google Translate, followed by label
projection using awesome-align (Dou and Neu-
big, 2021). Keeping only those translated sen-
tences from TRANSPTC that contain propaganda
gives (4) TRANSPTC+. (5) CTDTRANSPTC and
(6) CTDTRANSPTC+ take the trained model from
TRANSPTC and TRANSPTC+, respectively, and
train it further on ARATWEET.

The performance across all settings is reported
in Table 4. We can see that TRANSPTC is better
than PTC by 0.6 F1 points, which suggests that the
model learns better with the Arabic PTC.
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Precision Recall F1

ARATWEET 35.5 25.7 29.8
PTC 53.1 1.4 2.8
TRANSPTC 30 1.8 3.4
TRANSPTC+ 34.2 10.6 16.1
CTDTRANSPTC 21 18.4 19.6
CTDTRANSPTC+ 30.6 28.0 29.2

Table 4: Performance(%) of mMGN (on dev_test) us-
ing different training methodologies.

The 1.8 recall of TRANSPTC is quite low, which
could be due to the high proportion of propaganda-
free sentences in PTC, which makes the model
reluctant to propose propaganda techniques. When
training only on propaganda-containing trans-
lated sentences from PTC, TRANSPTC+ improves
over TRANSPTC on recall and also on preci-
sion, resulting in a gain of 12.7 F1 points abso-
lute. Continued training on ARATWEET, CTD-
TRANSPTC and CTDTRANSPTC+ yields sizable
gains over the PTC-trained models TRANSPTC
and TRANSPTC+. However, CTDTRANSPTC+ is
worse than ARATWEET by 0.6 F1 points absolute,
indicating that cross-lingual transfer is not helping,
but also not significantly hurting the performance.

We posit that the large domain difference be-
tween the PTC and the ARATWEET datasets may
be the reason for ineffective cross-lingual transfer.
PTC contains news articles whereas ARATWEET

contains tweets, which causes linguistic differences
in the text such as the presence of URLs, emojis,
or slang in the tweets. Tweets are also often shorter
due to text length limit in Twitter, which may also
confuse the model between the two datasets.

5 Conclusion

We described our systems for the two subtasks of
the WANLP 2022 shared task on propaganda detec-
tion in Arabic. For Subtask 1, we used XLM-R to
estimate a Multinoulli distribution over the 20 pro-
paganda techniques for multi-label classification.
For Subtask 2, we used a multi-granularity network
with mBERT, addressing the subtask as a sequence
tagging problem. The official evaluation results
put our systems as second on both subtasks, out of
14 and of 3 participants, respectively. We further
described a number of experiments, which suggest
various research challenges for future work, such as
how to effectively use data from different domains,
and how to learn language-agnostic embeddings
for propaganda detection.
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Abstract
In this paper, we present two deep learning
approaches that are based on AraBERT, sub-
mitted to the Propaganda Detection shared task
of the Seventh Workshop for Arabic Natural
Language Processing (WANLP 2022). Propa-
ganda detection consists of two main sub-tasks,
mainly propaganda identification and span ex-
traction. We present one system per sub-task.
The first system is a Multi-Task Learning model
that consists of a shared AraBERT encoder with
task-specific binary classification layers. This
model is trained to jointly learn one binary clas-
sification task per propaganda method. The
second system is an AraBERT model with a
Conditional Random Fields (CRF) layer. We
achieved rank 3 on the first sub-task and rank 1
on the second sub-task.

1 Introduction

Social media platforms have been one of the main
mediums of communication and source of infor-
mation for most internet users. These platforms,
as useful as they might be, can also be used to de-
ceive and manipulate individuals. This is mostly
done through propaganda techniques. Propaganda
can be defined as the expression of opinion that is
crafted to deliberately manipulate people’s beliefs,
attitudes, or actions, achieving a set of specified
goals (Smith, 2021). This is done by presenting
certain arguments to divert the attention of the vic-
tims from everything but their own propaganda.
Since fallacies and propaganda devices overlap,
researchers have defined propaganda techniques
in terms of argumentative fallacies (Miller, 1939;
Weston, 2018).

Several initiatives were made to detect propa-
ganda on social media. For instance, Da San Mar-
tino et al. (2019b) provided a fine-grained pro-
paganda analysis and a corpus of news articles
annotated with 18 propaganda techniques. This
corpus was employed at SemEval-2020 for propa-
ganda identification (Martino et al., 2020), then

at NLP4IF-2020 for span detection respectively
(Da San Martino et al., 2019a).

In this paper, we present our solution to the Pro-
paganda 2022 shared task (Alam et al., 2022). The
Propaganda 2022 shared task is one of the first
shared tasks of its kind and is held with the 7th
Arabic Natural Language Processing Workshop
(WANLP 2022) co-located with the EMNLP 2022
Conference in Abu Dhabi (Dec 7, 2022). The goal
of the task is to build models for identifying propa-
ganda techniques in Arabic tweets. It provides two
sub-tasks; the goal of the first sub-task is to detect
the propaganda technique used in the tweet (if any),
while the goal of the second sub-task is to identify
the span of the text covered by each technique.

As mentioned by Da San Martino et al. (2019a),
the best-performing systems in the propaganda
shared tasks used Bidirectional Encoder Represen-
tations from Transformers (BERT) (Devlin et al.,
2019) to generate contextual representations of the
text. Therefore, we propose to fine-tune an Arabic
variant of BERT called AraBERT for each sub-task.
The system submitted to the first sub-task is a multi-
task model that performs binary classification per
propaganda technique. The system submitted for
the second sub-task is an AraBERT model fine-
tuned with a Conditional Random Fields (CRF)
layer. Both systems achieved top rankings on the
leaderboard; the first system ranked third with a
micro-averaged F1-Score of 0.602, while the sec-
ond system ranked first with a micro-averaged F1-
Score of 0.396.

This paper is structured as follows: Section 2
describes the data used for each sub-task, as well as
the data preprocessing techniques employed. Sec-
tion 3 gives an overview of the fine-tuning process
of BERT models. Section 4 presents the systems
submitted to sub-tasks 1 and 2 respectively. In
Section 5, we show the results and discuss them
briefly. Finally, we present the related work section
in Section 6 and conclude the paper with Section 7.
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2 Data

2.1 Overall Description
The following propaganda task covers around 20
propaganda techniques, defined in terms of logical
argumentative fallacies1.

2.2 Dataset Split
Both systems presented in this paper are solely
trained and validated on the data provided by the
organizer. The training sets (i.e., train) for both sub-
tasks consist of around 500 tweets each, while the
development sets (i.e., dev and dev_test) consist of
around 50 tweets each. The first sub-task provides
the tweets labeled with the propaganda techniques
present in these tweets. It should be noted that mul-
tiple propaganda techniques might be present in
the same tweet. Tweets with no propaganda tech-
nique are labeled with "no technique". The second
sub-task presents the tweets with the propaganda
methods employed in each tweet with their span
(i.e., start and end indexes of the text fragment
containing the propaganda technique provided). It
should be noted that both sub-tasks share the same
tweets. The label distribution amongst the different
sets is provided in the results sections in Table 2 for
conciseness ( the mismatch in the number of labels
between the first sub-task and the second sub-task
is because every propaganda technique can have
multiple spans in the same text).

2.3 Dataset Preprocessing
2.3.1 Sub-task 1
The first sub-task is a multi-label classification
task. We first standardize the text by removing non-
Arabic words, emojis, and URLs from the tweets.
Then, we proceed by tokenizing the tweets using
the AraBERT tokenizer.

2.4 Sub-task 2
The second sub-task is a sequence tagging task.
Therefore, we encode the input text based on the
spans that represent the propaganda techniques. We
experimented with different encoding schemes, dis-
played in Table 1. Preliminary experiments con-
ducted with these encoding schemes showed that
the BIO data format results in better performance
for the task 2. Therefore, we employ this format
for the data.

1The propaganda techniques are defined in the following
link: https://propaganda.qcri.org/annotations/definitions.html

2Results are not reported for conciseness.

Table 1: Encoding formats (LL = Loaded Language
and NC = Name calling/Labeling)

Data
Format Notations

Encoding
YªK. AJ
»Q�K ú


	̄ �éÓY�
ú
æ�ðQË@ P@Q

�®Ë @ @ 	Yë

BIO
B first token in a span B-LL O O O
I token in a span O B-NC I-NC
O token outside of a span

BIOUL

B first token in a span U-LL O O O

I
non-first and non-last to-
ken in a span

O B-NC L-NC

O token outside of a span

U
unit-length span (span
same size as token)

L
last token in a multi-token
span

IO
I token in a span I-LL O O O
O token outside a span O I-NC I-NC

3 Fine-tuning BERT

As mentioned previously, the first sub-task is a
multi-label text classification task, while the second
sub-task is a sequence tagging task. We choose to
fine-tune a pre-trained Bidirectional Encoder Rep-
resentation from Transformer (BERT) model (De-
vlin et al., 2019) for each of these sub-tasks. This is
usually done by adding an appropriate output layer
to the BERT encoder and training the parameters of
the network to predict correctly for the correspond-
ing sub-task. It is a direct application of Transfer
Learning, as the knowledge from the pre-trained
model is transferred to the downstream task.

Therefore, finding an appropriate pre-trained
model to fine-tune highly affects the performance
of the model on the sub-task. Since we are dealing
with Arabic tweets, we choose to build our sys-
tems using the Arabic pre-trained language model
called AraBERT (Antoun et al., 2020). The specific
model employed in both sub-tasks is the bert-large-
arabertv02-twitter. It is based on AraBERTv0.2-
large, first pre-trained on publicly available large-
scale raw Arabic text, and then pre-trained again
on 60M Multi-Dialect Tweets.

For the first sub-task, we propose to employ
Multi-Task Learning to fine-tune AraBERT on the
multi-label text classification task. As for the sec-
ond sub-task, we propose to employ a CRF layer to
fine-tune BERT for the sequence tagging task. All
models have been trained on NVIDIA Tesla Volta
V100.
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Figure 1: Diagrams for both systems 1 and 2 submitted for sub-task 1 and 2 respectively.

4 Systems

4.1 System 1 - Multi-Task Learning

For the first sub-task, we propose to use multi-
task learning to perform multi-label text classifi-
cation. We propose to encode more knowledge in
AraBERT by training the model to predict differ-
ent types of propaganda techniques, one technique
at a time. In other words, AraBERT is fine-tuned
to perform n binary classification, where n corre-
sponds to the number of propaganda techniques.
BERT will learn weights that will allow it to repre-
sent the text appropriately for the task, while at the
same time fine-tuning the different binary classifi-
cation layers to distinguish between the different
techniques.

The Multi-Task model consists of a single shared
AraBERT encoder. The pre-trained AraBERT
model is fine-tuned using n task-specific classifica-
tion heads (i.e., binary classification layers). Each
classification head consists of a Dropout layer of
probability 0.1 followed by a linear layer that maps
the pooled embeddings of the AraBERT encoder to
the number of predicted classes (2 classes at a time,
since predicting each propaganda technique is a bi-
nary classification task). We use the cross-entropy
loss to compute the loss on the outcome of every
classifier head. Since the losses assess different
measures, we chose to fine-tune one loss at a time
per batch.

As mentioned earlier, the dataset used is a rel-
atively small dataset, which makes the task more
difficult to achieve. We train the model using the

Adam optimizer (Kingma and Ba, 2015), with a
learning rate of 105. After a couple of experiments,
we set the batch size to 8 for the first 2 epochs,
then to 1 for 2 epochs. This training scenario en-
sured that the model learns from the dataset without
over-fitting (since the gradients would be computed
differently throughout the different epochs).

As seen in Table 2, the dataset used suffers from
class imbalance. Therefore, we propose to ran-
domly sample (with replacement) 2000 sentences
per propaganda label value from the training set
(i.e., for the Smears classification head, we sam-
ple 2000 samples with a negative label and 2000
samples with a positive label). In other terms, the
training set used for this model consists of 2000
tweets for every label. This will guarantee that all
classes participate in the training process equally.

4.2 System 2 - CRF Layer

For the second subtask, we propose to fine-tune
BERT using a Conditional Random Fields (Laf-
ferty et al., 2001) layer. In general, CRFs are a
generalization of Bayesian Networks and are used
in applications in which the contextual information
of the neighbors affects the current prediction (e.g.,
sequence labeling task). First, we encode the input
text using the AraBERT model, and then we pass
the output to the CRF layer to predict the label of
the spans using the BIO data format. The model is
trained to perform a multi-class classification, as
the model will predict whether every token in the
text is either the first token in the span (B-<type>),
inside the span (I-<type>) or outside the span (O),
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Table 2: Label distribution and F1 scores for both sub-tasks 1 and 2

Propaganda Techniques Sub-task 1 Sub-task 2

TRAIN DEV DEV
TEST TEST

DEV
TEST

F1
Micro

TEST
F1

Micro
TRAIN DEV DEV

TEST TEST
DEV
TEST

F1

TEST
F1

Loaded Language 289 28 31 223 75.0 69.34 446 46 42 326 36.42 43.25
Name calling/Labeling 186 35 27 142 73.07 66.25 244 44 33 163 31.15 45.21
Smears 84 12 16 50 80.76 82.34 85 12 15 50 51.16 38.09
Appeal to fear/prejudice 47 7 3 25 88.46 90.71 48 7 4 25 18.18 42.23
Exaggeration/Minimisation 41 10 12 23 76.92 90.71 44 10 16 26 0 0
Slogans 28 1 1 7 98.07 97.73 44 1 1 6 0 5.40
Doubt 27 1 2 19 94.23 95.04 29 1 2 19 0 45.16
Glittering generalities (Virtue) 25 7 2 1 96.15 98.45 25 7 2 1 40 26.67
Appeal to authority 21 7 2 1 96.16 99.07 21 7 1 1 56.93 0
Obfuscation, Intentional vague-
ness, Confusion

9 3 1 6 98.07 97.83 9 3 1 6 0 0

Repetition 7 2 1 3 98.07 98.45 9 2 1 3 0 0
Thought-terminating cliché 6 1 1 0 100 100 6 1 1 0 0 100
Flag-waving 5 2 2 10 96.15 96.59 5 2 2 9 0 0
Causal Oversimplification 4 1 1 4 98.07 98.76 4 1 1 4 0 0
Whataboutism 3 1 1 0 98.07 100 3 1 1 0 0 100
Black-and-white Fal-
lacy/Dictatorship

2 1 2 7 96.15 97.83 2 1 2 7 0 0

Presenting Irrelevant Data (Red
Herring)

1 0 0 0 100 99.33 1 0 0 0 100 100

Misrepresentation of Someone’s
Position (Straw Man)

0 0 0 1 100 99.69 0 0 0 1 100 100

Reducto ad hitlerum 0 0 0 0 100 100 0 0 0 0 100 100
Bandwagon 0 0 0 0 100 100 0 0 0 0 100 100
No techniques 95 7 8 44 84.61 79.87 0 0 0 0 100 100
OVERALL 880 126 113 566 59.07 60.2 1025 146 125 647 27.95 39.55

where <type> represents the type of propaganda
technique.

In the training process, we employ the negative
log-likelihood loss, which is more suitable for this
type of task than cross-entropy loss. We train the
model using the Adam optimizer, with a batch size
of 32 for 13 epochs.

5 Results and Discussion

Table 2 reports the size of the training set, devel-
opment sets (dev and dev_test), and the testing
set. Furthermore, it presents the Micro-averaged
F1 Score on the dev_test and test sets for both tasks.
We did not report the Macro-Averaged F1 Score as
it is not the official metric of the task.

We conduct the analysis on the original training
set. As mentioned previously, the training set is
quite small (around 500 samples for training, cov-
ering 880 total labels). We notice that 51% of the
tweets contain one propaganda technique, while
29% contain two propaganda techniques, and 20%
of the tweets have more than three propaganda tech-
niques. This makes the task quite challenging, as
there might be instances with more than one propa-
ganda technique present at the same time, while oth-
ers with no propaganda technique at all. Therefore,

treating the task as multiple binary classification
techniques is suitable as we are able to indepen-
dently predict the presence of different techniques,
while at the same time learning their co-occurrence
information through sharing the same base model.

For sub-task 1, the model’s performance on the
test set was on par with its performance on the
dev_test set (similar F1-Scores achieved per label,
and overall). For sub-task 2, the model generalized
very well and scored a much higher F1-Score on
the test set compared to the dev_test set.

We analyze these results with respect to the dis-
tribution of the samples among the different labels.
We notice that 85% of the labels in the training set
are covered by 9 propaganda techniques. Further-
more, the rest of the techniques have less than 10
samples in the training set. These samples might
not be good representatives of their propaganda
techniques that the multi-task model can general-
ize from. Perhaps training the multi-task model
to achieve a higher performance on the 9 most
common techniques would have resulted in a more
accurate performance of the system. There is also a
need to increase the number of instances of the pro-
paganda techniques that rarely occur in the training
set. This can be done using a data augmentation
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method guided using domain knowledge. On a last
note, both systems were tested on the Straw Man
propaganda technique that did not occur in any set.

6 Related Work

In this section, we present some of the previous
work conducted for propaganda detection, also cov-
ering the Conference and Labs of the Evaluation
Forum (CLEF) CheckThat! lab that employs fact-
checking (where the propaganda sentences can be
viewed as fake claims). Researchers provided mul-
tiple datasets to tackle the propaganda detection
task. For instance, Rashkin et al. (2017) collected
news articles from reliable and unreliable sources,
and labeled them using distant supervision to four
classes: propaganda, trusted, hoax, or satire. Haber-
nal and Gurevych (2017) presented a corpus of 1.3k
arguments annotated with five fallacies. Further-
more, Da San Martino et al. (2019c) presented a
corpus of news articles annotated with 18 propa-
ganda techniques. The annotations identify the
minimal fragments related to the propaganda tech-
nique (i.e., the span), instead of flagging the whole
sentence.

On another hand, CLEF provided the Check-
That! lab that supported the automatic identifi-
cation and verification of claims in its multiple
editions that are held every year (Atanasova et al.,
2018; Barrón-Cedeño et al., 2018; Atanasova et al.,
2019; Hasanain et al., 2019, 2020; Shaar et al.,
2020; Nakov et al., 2021; Shaar et al., 2021b,a;
Nakov et al., 2021, 2022a,b). The Lab provided
multiple tasks around Fact-checking, with the fol-
lowing tasks: claim detection, claim matching, evi-
dence retrieval, and claim verification. We briefly
describe each task. The claim detection task es-
timates the check-worthiness of the claim by pre-
dicting which claims should be prioritized for fact-
checking. The claim matching task determines
whether a new claim is similar to a claim that has
already been fact-checked; if a similar claim is
found, there is no need to fact check the new claim
again. The evidence retrieval task finds information
that can verify a claim, by asking the participants
to rank the set of evidence based on their useful-
ness for fact-checking a certain claim. Finally, the
claim verification task is a Verdict Prediction task
in which the claim is either deemed factually true,
half-true or false based on the retrieved evidence.

7 Conclusion

In this paper, we introduced two AraBERT-based
systems to tackle propaganda identification and
span detection. We conclude that identifying propa-
ganda techniques in Arabic tweets is a challenging
task. The most challenging aspect of this task lies
in the small dataset used (504 samples covering
880 labels) as well as the multi-propaganda aspect
of the tweets. Even though the proposed systems
did not employ any data augmentation technique,
they achieved ranks 3 and 1 on sub-tasks 3 and 1.
In future work, we propose to focus the training
on the binary classification heads that handle pro-
paganda issues that are more commonly faced by
users on social media (such as Loaded Language
and Name calling/Labeling). Focusing our atten-
tion on these classification heads would help build
models that will protect the users from the most
present propaganda attacks on the web.
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Abstract

In today’s time, online users are regularly ex-
posed to media posts that are propagandis-
tic. Several strategies have been developed
to promote safer media consumption in Ara-
bic to combat this. However, there is a lim-
ited available multilabel annotated social me-
dia dataset. In this work, we have used a pre-
trained AraBERT twitter-base model on an ex-
panded train data via data augmentation. Our
team CNLP-NITS-PP, has achieved the third
rank in subtask 1 at WANLP-2022, for propa-
ganda detection in Arabic (shared task) in terms
of micro-F1 score of 0.602.

1 Introduction

Communities are significantly impacted by the
propagation of rumors, false information, or in-
complete information, particularly if the process is
spearheaded by the media. In the minds of the tar-
get populations, who are consistently the targets of
propaganda, the illusion becomes true. Propaganda
is regarded as one of the most effective political
tools in the modern period and consistently suc-
ceeds in drawing sizable populations. Social media
is now utilized to distribute propaganda and bo-
gus or misleading news to divert attention away
from more pressing problems. Depending on the
technology employed, a variety of materials and
media are used to spread propaganda. The most
modern methods (Vorakitphan et al., 2021) for de-
tecting propaganda are based on language models,
which mostly use transformer-based architectures.
There are publicly available language models for
Arabic, such as AraBERT (Antoun et al., 2020),
AraGPT2 (Antoun et al., 2021b) and AraELEC-
TRA (Antoun et al., 2021a). The challenging issue
is the requirement of a sufficient amount of anno-
tated multilabel dataset that must cover different
varieties or types of propaganda in order to utilize
advanced deep learning-based techniques. To en-
counter this issue, we have increased the train data

by augmenting data to the original train set. We
have noticed that people often use dictionary/root
or stemmed words on social media platforms with-
out adhering to proper grammar. Therefore, we
have used Arabic Light Stemmer (Zerrouki, 2012)
in the train data and prepared 1, 008 additional syn-
thetic dataset that is directly augmented with the
original train data. Moreover, AraBERT (Antoun
et al., 2020) twitter-base model is utilized in this
work and attains competitive results in terms of
standard evaluation metrics (as reported in Section
5).

2 Related Work

In this section, we briefly present the related works
of propaganda detection which have been studied
recently. By identifying all text fragments that con-
tain propaganda techniques and their type, the au-
thors (Da San Martino et al., 2019) undertake fine-
grained analysis of texts. They have contributed a
corpus of news articles that are annotated using 18
propaganda techniques at the fragment level and de-
signed a suitable evaluation measure. Also, a multi-
granularity neural network is designed and attained
better performance than the BERT-based baseline
system. In (Dimitrov et al., 2021a), the authors
introduce a multi-label multimodal task to detect
the different types of propaganda techniques used
in memes and release a corpus that includes 950
memes annotated with 22 propaganda techniques.
(Dimitrov et al., 2021b) organizes SemEval-2021
task 6 which include subtasks of detecting the per-
suasion techniques in the text, the text spans where
the persuasion techniques are used, and detection
of particular technique present in the entire meme
(text and image). They explored the benefits of text
and image modalities for the detection techniques
in the respective shared tasks. Moreover, (Yu et al.,
2021) proposed to use of interpretable features with
pre-trained language models for detecting decep-
tion techniques.
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Train Set Samples
Before Augmentation 504
After Augmentation 1512

Table 1: Data Statistics of train set (before and after
augmentation) in subtask 1.

3 Dataset Description

The dataset1 used has been provided by the or-
ganizers of WANLP 2022 for the shared task
on Propaganda Detection in Arabic (Alam et al.,
2022). The dataset consists of the text of
Arabic tweets and the list of propaganda tech-
niques used in them. There are a total of 21
propaganda techniques, namely, "Appeal to au-
thority", "Appeal to fear/prejudice", "Black-and-
white Fallacy/Dictatorship", "Causal Oversimpli-
fication", "Doubt", "Exaggeration/Minimisation",
"Flag-waving", "Glittering generalities (Virtue)",
"Loaded Language", "Misrepresentation of Some-
one’s Position (Straw Man)", "Name call-
ing/Labeling", "Obfuscation", "Intentional vague-
ness", "Confusion", "Presenting Irrelevant Data
(Red Herring)", "Reductio ad hitlerum", "Repeti-
tion", "Slogans", "Smears", "Thought-terminating
cliché", "Whataboutism", "Bandwagon", and a "no
technique" label to indicate no propaganda tech-
niques have been used. The train, validation, and
final test set consist of 504, 104, and 440 number
of tweets. For data augmentation, for each tweet
in the training set, we have used an Arabic Light
Stemmer2 (Zerrouki, 2012) to get the root and stem
and obtained synthetic data are added to the train-
ing set with the same labels. This brought up the
number of training samples to 1512. Table 1 repre-
sents augmented train data that is used in this work
and Figure 1 presents examples of synthetic data
(stem and root).

4 System Description

The AraBERT (Antoun et al., 2020) twitter-base
model is utilized for the task of multilabel pro-
paganda classification and used example source
code (Antoun et al., 2020)3 for Text Classification.
However, the example code (Antoun et al., 2020) is
restricted for single-label classification. To prepare
it for multi-label classification, we have changed

1https://gitlab.com/arabic-nlp/
propaganda-detection/

2https://github.com/linuxscout/tashaphyne
3https://github.com/aub-mind/arabert/tree/

master/examples

the input labels to the model to be one hot encoded
to indicate multiple labels and modify the macro-
F1 scorer to give a score for multiple labels. We
used data augmentation; in particular, generated
synthetic training data using root and stem substi-
tution from the original train samples and prepared
additional synthetic examples. For preprocessing,
the default ArabertPreprocessor4 has been used.
During training to get the predicted labels for one
tweet, we selected the number of predicted labels
corresponding to the number of true labels for that
tweet. For training, we have used 0.1 drop-out,
Adam optimizer with a default learning rate, and a
batch size of 16. The model is trained on a single
NVIDIA Quadro P2000 GPU for 5 epochs based
on early stopping criteria, i.e, the model training
is halted if it does not converge on the validation
set for more than 5 epochs. The training process
took less than 5 minutes. To make predictions with
the model, the sentiment analysis pipeline is used
from HuggingFace transformers5, which returns
scores corresponding to each of the labels for a
given input. Then we selected all the labels that
provide a score greater than or equal to 0.32 as the
predicted labels. We observed multiple scores for
predictions on the validation test set and found that
most correct labels have a score greater than 0.30
and there was a large gap in the score for the labels
that have scored less than 0.30.

5 Results

The WANLP 2022 shared task organizer (Alam
et al., 2022) published the evaluation result6 of the
propaganda detection in Arabic. The shared task
includes two subtasks, namely, Subtask 1: A mul-
tilabel classification problem (Given the text of a
tweet, identify the propaganda techniques used in
it). Subtask 2: A sequence tagging task (Given the
text of a tweet, identify the propaganda techniques
used in it together with the span(s) of text in which
each propaganda technique appears). Herein, we
have participated in Subtask 1 with a team named
CNLP-NITS-PP and achieved the third (3rd) posi-
tion where a total of fifteen (15) teams participated
and four (4) teams participated in Subtask 2. The

4https://huggingface.co/aubmindlab/
bert-base-arabertv02-twitter

5https://colab.research.google.com/drive/
19zAYftPaXcNDZ6N6Pyj8K8BJXtkEgglx?usp=sharing

6https://sites.google.com/view/
propaganda-detection-in-arabic/results?authuser=
0
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Figure 1: Examples of synthetic data (stem and root).

Team Macro-F1 Micro-F1 Rank
mgamal88 0.185 0.649 1
Team_IITD 0.183 0.609 2
CNLP-NITS-PP 0.068 0.602 3
basem 0.068 0.602 3
josephattieh 0.177 0.602 3
gauravsingh 0.105 0.600 4
Team_iCompass 0.191 0.597 5
ArabicProcessors 0.137 0.585 6
mostafa-samir 0.186 0.580 7
SirenAI 0.153 0.578 8
earendil 0.111 0.565 9
mhmud.fwzi 0.087 0.552 10
Mohtaj 0.076 0.494 11
tesla 0.120 0.355 12
Baseline (Random) 0.043 0.079 13

Table 2: Our system’s results (marked as bold) and other
participants results on subtask 1 propaganda detection
in Arabic.

automatic evaluation metric micro-F1 is mainly
considered to evaluate the results of different sub-
mission teams. However, the task organizer also
reports macro-F1. Table 2 presents the results of
our system (marked as bold).

6 Discussion

In this work, we have presented preliminary exper-
imental work in subtask 1 only at WANLP 2022
shared task. In future work, we need to explore
and examine different deep-learning-based models
such as AraGPT2, AraELECTRA, AraXLNet on
the same benchmark data set released in this shared
task and utilize another dataset, namely, PTC cor-

pus7 for both tasks, i.e., multilabel classification
and sequence tagging tasks. Moreover, we will
manually observe the benchmark dataset to iden-
tify the clue for the expansion of train data, the
novelty in the multilabel annotation, preprocessing,
and model training that could be increased accuracy
in multilabel classification and sequence tagging
tasks.

7 Conclusion

This paper demonstrates our work in subtask 1, pro-
paganda detection in Arabic shared task at WANLP-
2022. To handle the data scarcity problem in this
shared task, we have proposed to use a data aug-
mentation strategy and utilization of a domain-
specific pre-trained language model (AraBERT
twitter-base model) that shows remarkable results.
This work motivates us to explore propaganda de-
tection in Indian languages which will be beneficial
for a multilingual country like India.
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Abstract

This paper presents the system developed
by the NGU_CNLP team for addressing the
shared task on Propaganda Detection in Arabic
at WANLP 2022. The team participated in the
shared tasks’ two sub-tasks which are: 1) Pro-
paganda technique identification in text and 2)
Propaganda technique span identification. In the
first sub-task the goal is to detect all employed
propaganda techniques in some given piece of
text out of a possible 17 different techniques, or
to detect that no propaganda technique is being
used in that piece of text. As such, this first sub
task is a multi-label classification problem with a
pool of 18 possible labels. Subtask 2 extends sub-
task 1, by requiring the identification of the exact
text span in which a propaganda technique was
employed, making it a sequence labeling problem.
For task 1, a combination of a data augmenta-
tion strategy coupled with an enabled transformer-
based model, comprised our classification model.
This classification model ranked first amongst the
14 systems participating in this subtask. For sub-
task two, a transfer learning model was adopted.
The system ranked third among the 3 different
models that participated in this subtask.

1 Introduction

The term propaganda was coined in the seventeenth
century as a means of disseminating noble ideas
among groups of individuals. Over time, it has
become known for referring to the use of infused
ideas, news or partial arguments to groups of peo-
ple with the intention of manipulating their beliefs
and behaviors, typically, towards deceptive agen-
das. In today’s world, we can find various forms
of propaganda in almost every newspaper article,
social media post or mass media broadcasting. It is
rarely the case that individuals are simply informed
without being pervasively biased. Moreover, pro-
paganda propagation is no longer exclusively dom-
inated by religious, political or demographic en-
tities, but even by individuals where a variety of
agendas are involved. With such huge prolifera-
tion and the expected undesired influences, it is of
utmost importance to be able to detect faulty or mis-
leading information for the purpose of efficiently

and promptly handling the widespread of fallacies.
However, detecting computational propaganda is a
significantly involved task especially with the ever
growing efforts to make it go inconspicuous. By
leveraging tools from machine learning (ML), it
is possible to automate the necessary NLP tasks
required to detect such malicious agendas. Compu-
tational propaganda detection has gained immense
attention [1, 2, 3, 4] in the NLP community. For ex-
ample, Google and Facebook, are currently testing
ML-powered fact-checking tools to investigate the
authenticity of shared information for the purpose
of fighting potential “infodemics" [5, 2] which are
a form of propaganda. Typically, NLP tasks uti-
lize several modeling approaches such as n-gram
models and neural networks models. In n-gram
modeling, n-words are being paired and processed.
Neural networks are essential to the success of nu-
merous NLP tasks.

NLP models have been revolutionized by the in-
troduction of contextualized embeddings such as
the the BERT transformer-based language model,
first introduced by Google [6]. The idea of the
BERT-model is that it can read a sentence simulta-
neously in both directions. Applying this to the task
of propaganda detection is made possible through
two subtasks. The first of which is the identifica-
tion of the propaganda technique in the sentence
together with the corresponding text span. The sec-
ond subtask is concerned with the classification of
the deployed propaganda technique out of the 18
well-known propaganda techniques [7].

In [8], a logistic regression-based model was
proposed to detect a propagandist text, along with
features acquired from Linguistic Inquiry and Word
Count (LIWC) text analysis software, to solve a
binary classification problem. Fine-tuning of the
BERT transformer model was performed in [9]
where, prior to using the BERT architecture, the
authors initially concentrated on the pre-processing
phases to offer additional details about the language
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Dataset Train dev dev_test
No. of Tweets 504 52 52

Table 1: Data Distribution for Subtask 1

model and current propaganda strategies. However,
the author later utilised the BERT architecture to
frame the work as a problem of sequence labelling.
In [10], some linguistic characteristics and global
noncontextual word embeddings were exploited.

This paper presents the system developed by the
NGU_CNLP team for addressing the shared task on
Propaganda Detection in Arabic at WANLP 2022
[11]. The team participated in the shared tasks’
two sub-tasks which are: 1) Propaganda technique
identification in text and 2) Propaganda technique
span identification. In the first sub-task the goal is
to detect all employed propaganda techniques in
some given piece of text out of a possible 17 dif-
ferent techniques, or to detect that no propaganda
technique is being used in that piece of text. As
such, this first sub task is a multi-label classification
problem with a pool of 18 possible labels. Subtask
2 extends subtask 1, by requiring the identification
of the exact text span in which a propaganda tech-
nique was employed, making it a sequence labeling
problem.

2 Subtask 1: Propaganda Classification

The first sub-task our team participated in, was a
multi-label classification problem. In this subtask,
the input is a single piece of text (a tweet), and
the required output, is the set of the propaganda
techniques used in it. The evaluation metric for this
subtask was the micro-average F1 score.

2.1 Initial Experimentation

Three labeled datasets were provided by the task
organizers for training (train), validation (dev), and
testing (dev_test) during the model development
phase. The distribution of this data is shown in
Table 1.

The total number of labels in this dataset was 18.
Some of the tweets had as many as 5 labels, with
the average number of labels/tweets being 1.75.
Eight out of the 18 different labels/classes had less
than 10 instances in the training dataset, i.e., they
were very under-represented. Furthermore, careful
analysis of the labels’ distribution in the provided
3 datasets revealed that there is a discrepancy in
the distribution of labels among them as shown in

Figure 1.
To better understand the problem, gain insights

into its challenges, as well as to establish a good
baseline, we decided to apply traditional ML al-
gorithms on the training data, and to test on the
aggregated set of dev and dev_test data. Simple
text pre-processing was carried out in this step
which included normalization, diacritic removal,
url removal and number removal. Text was then
tokenized and represented as a bag of words. Clas-
sifiers that were used in this step included, Sup-
port Vector Machines ((with a multitude of k val-
ues), Naïve Bayes, Stochastic Gradient Descent,
Logistic regression, Random Forests and simple
K-nearest Neighbor. After experimenting with var-
ious configurations, the best result obtained was
from the Linear Support Vector Machine with a
micro average F1 score of 0.44. However, looking
at the F1 scores of individual classes revealed that
the majority of classes had zero as a score, high-
lighting the class imbalance problem seen in the
training data.

2.2 Data Redistribution and Augmentation

To address the discrepancy in the distribution of
labels in the provided datasets and to avoid the
negative impact of this discrepancy on the quality
of the prediction model, all three sets were merged
and the re-split using multi-label stratification to
ensure more uniform label distribution. The results
of carrying out this step, are shown in Figure 2.
Unfortunately, under-represented labels remained
under represented even after the merge and re-split
steps.

To overcome the fact that the training data
size was quite small (only 504 instances) and in
an attempt to provide more examples for under-
represented labels thus addressing the class imbal-
ance problem, means for expanding the training
dataset were sought. The one that was adopted,
was the translation of a similar dataset which is
available in English to Arabic. The used dataset
was taken from SemEval-2020 Task 11 [12] which
targeted the detection of propaganda techniques in
news articles. Data from the SemEval-2020 Task
was translated to Arabic using the RapidAPI Trans-
lation tool 1.

Since the SemEval-2020 training data labels did
not directly map to the labels used in the WANLP

1https://rapidapi.com/gofitech/api/
nlp-translation/
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Figure 1: Label Distribution for Data of Subtask 1

Figure 2: Data ReDistribution for Subtask 1

2022 shared task, a mapping function was cre-
ated to convert the names of the SemEval labels to
WANLP ones. In the end, 3,938 sentences were
added to the original WANLP dataset bringing up
the number of training instances from 504 to 4,
442.

2.3 Overview of the Adopted Model
Following the step described in the previous sub-
section, we decided to experiment with a more pow-
erful prediction model. Since transformer based
models have shown superior results in text classi-
fication tasks, the model we used was AraBERT
[13]. Consequently, text preprocessing was done
using the AraBERT preprocessor with the default
configuration. Hyperparameters were tuned and op-
timized through the use of randomized grid search.
The final used configuration was as follows:

• Proportion of extra data sampled to be in train
dataset: 0.7

• Max. length of tokenization: 128

• Batch size: 8

• Number of epochs: 50 with early stopping

• Learning rate: 0.0001

• Learning rate scheduler: Linear

• Warm-up ratio: 0.1

The metric used for evaluation was the F1 Micro
score. The best configuration evaluation loss on the
dev set can be seen in Figure 3.

This final configuration was used to train 5 mod-
els on 5-fold splits of the labeled data (train, dev
and dev_test). The prediction probabilities of each
model were averaged into the final prediction prob-
abilities, and then the threshold for prediction was
set (empirically) to be 0.4.

2.4 Final Results
For this shared task, the task organizers provided
440 unlabeled tweets. The model described in the
previous section was used to predict various labels
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Figure 3: Model Performance for Subtask 1

for each tweet. The final results released by the task
organizers have shown that the model that we have
developed ranked at number one with an average
micro F1 score of 0.649. The next best performing
system achieved a score of 0.609.

3 Subtask 2: Propaganda Span Detection

In the second task, the goal was not only to identify
propaganda techniques used in a piece of text, but
the exact text span that represents each technique.
This can be thought of as a sequence tagging task
or as a token classification [14].

3.1 Exploratory Data Analysis

The provided data distribution for this task was
identical to subtask 1, except that here exact spans
for each of the labels were provided. So similar to
classes in subtask 1, some propaganda techniques
(labels) such as Whataboutism and Causal Over-
simplification were under represented while others
such as Name calling/Labeling and Loaded Lan-
guage were over represented. An example of a
tweet taken from this dataset is shown in Figure 4.
In this example, spans which are given in num-
bers representing their start and end positions, are
mapped to their equivalent text fragments.

As can be seen in this example, it is possible to
assign the same label more than once in the same
tweet as well as to assign more than one label to the
same span. So in the shown example, ’Loaded Lan-
guage’ appears twice, and the span ( 	àñ 	Jm.×ð QÓA�®Ó)
is labeled as both ’Loaded Language’ as well as
’Name Calling/Labeling’. This pattern of multi-
ple label assignment for the same span, appeared
in 53 locations in the train dataset, 18 in the dev
dataset and 16 in the dev_test dataset. The dataset
used for training, was the augmented translated one
described in Subtask 1.

Figure 4: An Example of a Tweet taken from Subtask 2
Dataset

3.2 Preprocessing
One of the challenges of preprocessing the texts
for this task, is that the final output must a span
denoted in terms of the position of its first char-
acter and the positions of its last character in the
text, which would then be compared with spans
represented in a similar way in the test data pro-
vided. Preprocessing had to be handled carefully
so that it does not change the order of the letters
contained in the texts. This was done by apply-
ing only simple operations such as normalization.
To get the data ready for the next step, we trans-
formed the data into the widely used style of data
representation BIO so that each span in the tweet is
accompanied by a distinctive tag that indicates if it
is outside the classification (O), the beginning of a
classification (B), or within the classification span
(I). When a single span was assigned to more than
one technique, we neglected the technique that is
most representative in the train dataset.

3.3 Overview of the Adopted Model
Using modern transformers and neural networks
techniques, the proposed solution relied on employ-
ing a previously developed model that addresses a
similar task in Arabic in order to transfer its expe-
rience for solving this particular problem. Specif-
ically, we used the Marefa-NER model, which is
one of the pre-trained templates available on the
HuggingFace platform and which targets Named
Entity Recognition (NER). The model was pre-
trained to identify 9 different types of entities
within any news text or Wikipedia article.

After preparing the training data using the BIO
format, a neural network was setup for a token
classification problem, In other words, the network
was responsible for assigning an appropriate class
for each token in the text. Tokenizing the text was
based on the originally followed strategy in Marefa-
NER which was XLM-RoBERTa [15].

Hyperparameter tuning was performed through
a series of experiments with the most important of
these values being:
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• Max. length of tokenization: 512

• Batch size: 8

• Number of epochs: 14 with early stopping

• Learning rate: 0.00001

• Learning rate scheduler: Linear

• Optimizer: Adam

• No. Hidden Layers: 24

• No. Attention heads: 16

Using the ’dev_test’ dataset with the aim of opti-
mizing the F1-scores, Figure 5 shows the progress
made with the F1-scores during the training process
while Figure 6 shows the training loss decreasing
gradually.

Figure 5: F1-score of our Model during training for
Subtask 2

Figure 6: Training Loss of our Model for Subtask 2

After completing the whole training process, the
model with the highest F1-Score was retrieved and
adopted. The best model results are shown in Ta-
ble 2.

Training Validation F1-score Accuracy
0.1637 1.2753 0.1669 0.7815

Table 2: Model’s validation results for subtask 2

4 Summary

The winning system for the propaganda classifica-
tion task and the third-placed system for the propa-
ganda span identification task has been described.
Both of the developed solutions used transformer
models. For subtask 1, the classification task was
approached with the AraBert architecture and data
augmentation. Final predictions were obtained
based on an ensemble of 5 models. For subtask
2, the Marefa-NER model together with the XLM-
RoBERTa as a tokenizer, were used to tackle the
sequence tagging task with same translated data
from subtask 1 to overcome the small and imbal-
anced dataset provided. An interesting future re-
search direction would be to perform error analysis
and conduct ablation studies to get more insights
from the reported results and improve the models
accordingly.
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