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Preface

vl G F b IS L s Sy Dol
Ahlan wa-sahlan wa-marhaban bikum! Hayyaakum fi Abu Dhabi.
Hello and Welcome to Abu Dhabi!

Welcome to The Seventh Arabic Natural Language Processing Workshop (WANLP 2022) held with
EMNLP 2022 in Abu Dhabi, UAE. Over the years, WANLP has developed a growing reputation as a
high-quality venue for researchers and developers working on Arabic NLP, where they share and discuss
their ongoing work. The first in the WANLP series was held in Doha, Qatar (EMNLP 2014), followed
by Beijing, China (ACL 2015), Valencia, Spain (EACL 2017), Florence, Italy (ACL 2019), and in virtual
mode in COLING 2020 and EACL 2021.

In this iteration of WANLP, we received 68 main workshop submissions (50 long, 14 short, and 4 demos).
The total number of submissions is higher than all the earlier editions of the workshop. All papers sub-
mitted to the main workshop were reviewed by at least three reviewers each. Out of the 68 submissions,
36 were accepted: 31 long papers, two short papers, and three demo papers). We selected 13 papers
for oral presentation and the rest as posters. We did not distinguish between long and short papers, or
between oral and poster presentations in terms of quality.

WANLP 2022 included, for the first time, three shared tasks: The third edition of the Nuanced Arabic
Dialect Identification (NADI) shared task, the Gender Rewriting Shared Task, and the Shared Task on
Propaganda Detection in Arabic. NADI received submissions from 21 teams, 15 of which have system
descriptions in the proceedings. The Gender Rewriting Shared Task received submissions from five tea-
ms, two of which have system descriptions in the proceedings. The Shared Task on Propaganda Detection
in Arabic received submissions from 17 teams, 11 of which have system descriptions in the proceedings.
The shared task system descriptions papers were reviewed by two reviewers each. Three additional sha-
red task overview papers are included in the proceedings. The overview papers are presented in an oral
session in the workshop.

For the second time, our workshop was able to secure sponsorship funding (Thanks to Google Research!)
which we used to support student registrations.

In another success for the WANLP community, a new Special Interest Group on Arabic NLP (SIGARAB)
was created in early 2022 by the advisory committee responsible for WANLP, building on its history of
successful organization and collaboration.

Finally, we would like to thank everyone who submitted a paper to the workshop, as well as all the
83 members of the Program Committee, who worked hard to provide high-quality reviews on time.
Organizing WANLP 2022 is a team effort.

Houda Bouamor, General Chair, on behalf of the workshop organizers.

Website of the workshop: http://wanlp2022.arabic-nlp.net/
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Keynote Talk: Digital Preservation of Arabic between
Linguistics and Al

Karim Bouzoubaa
Mohammadia School of Engineers at the Mohammed 5th University of Rabat

Abstract: Languages are one of the oldest studied disciplines as they are intimately linked to the existen-
ce of human beings. The study of languages is a multidisciplinary field which has attracted the interest
of several related fields such as linguistics and NLP, each providing additional knowledge for langua-
ge understanding, learning, evolution, or preservation. From the technological point of view, computer
science in general and artificial intelligence in particular study languages through natural language pro-
cessing techniques, where the main goal is to discover linguistic patterns from corpora without resorting
to linguists at all in many cases. Research in this field is diverse and currently benefits from advances in
machine learning and deep learning techniques. One of the less studied aspects is the use and exploitation
of these techniques for language preservation needs, for language comprehension needs or for the expla-
nation of linguistic phenomena. The objective of this talk is to emphasize this perspective and to show
through concrete cases how through the exploitation of several old and new computer and Al techniques,
we can advance the digital preservation of Arabic and the explanation of some linguistic properties.

Bio: Karim Bouzoubaa is a Professor of computer science at the Mohammadia School of Engineers
at the Mohammed 5th University of Rabat. Prof. Bouzoubaa holds a M.Sc. and a Ph.D. from Laval
University in Canada in Artificial Intelligence and multi-agent systems fields. He is a research-driven
professional with a distinctive combination of leadership, research and development, and education in
the areas of Artificial Intelligence and Data Science. He contributed to the release of the Amine platform
for the development of intelligent systems. He has published two books and over a hundred papers in
top-ranked conferences and journals, taught at undergraduate and postgraduate levels, and worked on
various R&D projects. He is the founding president of the Arabic Language Engineering Society in
Morocco and the director of the Language Engineering lab. His research interests include Arabic NLP,
NLP frameworks, Linguistic Resources and ontologies, IR and QA systems, Dialect processing, and
Cognitive systems. He has led research teams, developed research programs, and has a long experience
with most Al paradigms from the old to the newest ones. Prof Bouzoubaa is a Fulbright fellow and
was a visiting professor at many institutions. He chaired and organized many international conferences,
and was co-guest editor of the Special Issue on “Advances in Arabic Language Processing” for the
International Journal on Information and Communication Technologies.
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Abstract

Named Entity Recognition (NER) is a well-
known problem for the natural language pro-
cessing (NLP) community. It is a key compo-
nent of different NLP applications, including in-
formation extraction, question answering, and
information retrieval. In the literature, there
are several Arabic NER datasets with differ-
ent named entity tags; however, due to data
and concept drift, we are always in need of
new data for NER and other NLP applications.
In this paper, first, we introduce Wassem, a
web-based annotation platform for Arabic NLP
applications. Wassem can be used to manually
annotate textual data for a variety of NLP tasks:
text classification, sequence classification, and
word segmentation. Second, we introduce the
COVID-19 Arabic Named Entities Recogni-
tion (CAraNER) dataset extracted from the Ara-
bic Newspaper COVID-19 Corpus (AraNPCC).
CAraNER has 55,389 tokens distributed over
1,278 sentences randomly extracted from Saudi
Arabian newspaper articles published during
2019, 2020, and 2021. The dataset is labeled
by five annotators with five named-entity tags,
namely: Person, Title, Location, Organization,
and Miscellaneous. The CAraNER corpus is
available for download for free. We evaluate
the corpus by finetuning four BERT-based Ara-
bic language models on the CAraNER corpus.
The best model was AraBERTV0.2-large with
0.86 for the F1 macro measure.

1 Introduction

Named entity recognition (NER) is a classical se-
quence classification problem where each word in
a given sentence is assigned to one of a predefined
list of tags such as person name ( ,&L& Shaker,
O-ubs Biden), location (3 yalalt Cairo, (daidl g
Washington), and organization (3-sied! p.n;‘.ﬂ
United Nations, sl=3¥1 ab Al-Ittihad Club).
NER is a key component and a fundamental task
for many NLP applications, including information
extraction (Liu et al., 2021; Nasar et al., 2021),
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question answering (Xu et al., 2021; Peng et al.,
2021), content recommendations (Harrando and
Troncy, 2021; Grewal and Lin, 2018), customer
support (Brahma et al., 2021; Bozic et al., 2021),
and information retrieval (Aliwy et al., 2021). It
is one of the earliest tasks of NLP using classical
statistical algorithms such as maximum entropy
(Chieu and Ng, 2003) and has been developed for
many years. However, it is still relevant in the
current time where we are using transformer-based
language models such as Bidirectional Encoder
Representations from Transformers (BERT) (Liu
et al., 2022).

Despite the recent advances in the NLP systems
due to the usage of deep learning models, especially
transformer-based language models, the need for
new annotated datasets for developing NER sys-
tems is still crucial, where each domain and appli-
cation requires its own dataset and tags. In general,
NER systems, from our perspective, face three chal-
lenges:

First, the widespread use of NLP applications
in different domains necessitates the usage of texts
from these domains, which are probably differ-
ent in their genre, style, and vocabularies, from
the available annotated NER datasets. Out-of-
vocabulary (OOV) will be the first challenge the
NER system will face. For instance, if we need
high-performance NER models, a NER dataset for
the legal domain can not be used for the medical do-
main, and a NER dataset for Moroccan newspapers
will not be the best choice for NER applications for
UAE newspapers.

Second, unlike fixed tagset applications such
as part-of-speech tagging or word segmentation,
each NER application requires different tagsets.
Most of the NER available datasets concentrate on
person names, location, and organization tags with
slight differences among them on other tags, such
as the availability of geopolitical entities tags for
government entities such as the Ontonotes 5 NER
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dataset (Weischedel et al., 2013). Consider the
need for a NER dataset for a food delivery chatbot;
in this case, we may need a tagset containing tags
for: a) the person’s name to know who ordered
the food, b) different tags for food items to direct
the order to a relevant restaurant, and ¢) address to
know the delivery location. Or suppose a system
to analyze newspaper articles for military clashes;
such a system, in addition to time, location, and
the number of injuries, will need different tags to
identify different kinds of weapons, for example.

Third, even if there is a dataset for particular
domains or genres, there are always new topics, in-
terests, and concepts introduced to those domains
and genres that may degrade the models trained
on older datasets. Such a challenge is well known
in the machine learning community as data and
concept drift (Celik and Vanschoren, 2021; Mah-
eswari et al., 2022; Mei et al., 2022). Consider,
for instance, a NER system trained on annotated
texts from newspapers during the 2000s and then
applied to newspaper texts during the COVID-19
pandemic; will this system perform well?

The contribution of this paper is in three folds.
First, we introduce Wassem (@ 9 in Arabic, “anno-
tate” in English), a platform for Arabic textual data
annotation based on the Django framework. Sec-
ond, we used Wassem to prepare COVID-19 Arabic
Named Entity Recognition dataset (CAraNER): a
NER dataset annotated with six tags (Person, Orga-
nization, Location, Title, Miscellaneous, and Other)
covering 1,278 sentences, randomly extracted from
Saudi Arabian newspapers part of Arabic Newspa-
pers COVID-19 Corpus (AraNPCC) (Al-Thubaity
et al., 2022). The COVID-19 part of the corpus
name “CAraNER” is a temporal reference to the
COVID-19 period as the AraNPCC corpus cov-
ers one year before the COVID-19 pandemic and
two years after the emergence of the pandemic (i.e.
2019 - 2021).

Third, using CAraNER, we evaluate four BERT-
based Arabic language models, namely bert-base-
multilingual-cased (Devlin et al.,, 2019) (base-
line), AraBERTv(0.2-large (Antoun et al., 2020),
CAMeLBERT-MSA (Inoue et al., 2021), and
GigaBERT-v4 (Lan et al., 2020).

The rest of this paper is organized as follows: In
section 2, we review the related work on Arabic
NER. We briefly describe the main building blocks
for Wassem in section 3. Section 4 describes the
process of the CAraNER dataset construction and

annotation and its basic statistics. Section 5 illus-
trates and discusses the result of fine-tuning four
language models using CAraNER. We conclude
the paper in section 6.

2 Related Work

Previous works on NER can be divided into two
categories: building named-entity-tagged corpora
and building NER models. In this section, we focus
on previous work on building named-entity tagged
Arabic corpora. Previous works on building named-
entity corpora cover a variety of languages, genres,
and domains. These studies focused on many tag
sets that differ according to the application and do-
main requirements. Some corpora in the literature
cover general-purpose tag sets from broad domains
such as newswire and Wikipedia. In contrast, oth-
ers focus on specific tag sets, such as the medical
domain. Most previous studies include the four
named-entity tags: Person, Location, Organization,
and Miscellaneous.

The interest in building Arabic NER corpora
dates back to the 2000s. One of the earliest stud-
ies for building an Arabic named-entity annotated
corpus is the ACE 2004 Multilingual Training Cor-
pus (Mitchell et al., 2005). The ACE 2004 corpus
is developed by LDC and contains text in Arabic,
Chinese, and English, covering a variety of genres.
It was annotated for many NLP tasks, including
named entity recognition and relation extraction.
The ACE 2004 entity tags are Person (PER), Geo-
Political Entity (GPE), Organization (ORG), and
Facility (FAC). The size of the Arabic portion of
ACE 2004 is around 10K tokens and collected from
newswire texts.

Another LDC-licensed multilingual corpus is
Ontonotes 5 (Weischedel et al., 2013), which is
collected from various genres, including newswire
and conversational telephone speech in three lan-
guages: Arabic, Chinese, and English. The Arabic
portion of Ontonotes 5 contains around 300K to-
kens. Similar to our corpus, the Arabic Ontonotes
5 corpus was collected only from newswire sources
in Modern Standard Arabic (MSA) and annotated
with 18 entity types.

The ANERcorp corpus (Benajiba et al., 2007)
is collected from Modern Standard Arabic media
texts. It contains around 150K tokens tagged with
four entity types: person, organization, location,
and miscellaneous.

For genres other than newswire, Mohit et al.



(2012) developed the American and Qatari Model-
ing of Arabic (AQMAR) corpus for Wikipedia arti-
cles. It consists of 74K tokens tagged with domain-
specific categories covering four topics: technol-
ogy, science, history, and sports. Salah and Zakaria
(2018) developed the Classical Arabic Named En-
tity Recognition Corpus (CANERCorpus) for text
for the Islamic Hadith. It contains around 72K to-
kens tagged with categories relevant to the field,
such as “Prophet”.

Darwish and Gao (2014) have developed the first
NER dataset for Arabic Tweets. Their dataset com-
prises 5,069 tweets tagged with three tags, namely:
person, location, and organization. Recently, Jarrar
et al. (2022) released the Nested Arabic Named
Entity Corpus (Wojood). Wojood comprises 550K
tokens from Modern Standard Arabic (MSA) and
different Arabic dialects. Wojood annotated with
21 entity types, including person, organization, lo-
cation, product, and unit. Wojood is the largest Ara-
bic NER dataset and the first Arabic NER dataset
using nested tagging.

The most important factor that may distinguish
the CAraNER dataset is that it was sampled from
the COVID-19 period. Regarding the CAraNER
size (~50K tokens), we are working to increase its
size to reach a level that can produce good results
using state-of-the-art machine learning algorithms,
specifically neural language models.

3 Annotation Platform

The motivation behind the development of Wassem
is the shortage of open source annotation platforms
suitable for Arabic NLP annotation tasks such as
word segmentation and diacritization. We designed
Wassem to help in the following tasks: a) Text and
sentence annotation for applications such as text
classification and sentiment analysis, b) Sequence
annotation for applications like NER and POS tag-
ging, ¢) Subword annotation for applications like
Arabic words segmentation, and d) for Arabic word
diacritization.

Wassem has four main functions, which are de-
scribed as follows:

a. Annotation task initialization: The system
administrator is responsible for this function.
Four steps are needed to complete this process
as follows: First, the administrator needs to
define the list of tags used for the annotation
task, with a brief description for each tag if
they do not exist before in the database. Also,

the administrator can attach a list of words
with fixed tags such that the corresponding
tag for each word in the list does not change
when the context changes; this accelerates the
annotation process. For example, for POS
tagging, this list may include particles and
prepositions such as “J31” (t0), “(y” (about),
“S3” (but) or part of the most frequent words
in the data that have the same characteristic,
i.e., they have fixed tags such as “au31” (Al-
lah), “JL8” (Said), “31” (To). The system
will automatically annotate words with their
corresponding tags in the list such that the
user does not need to consider them during
manual annotation. Such lists of words and
their fixed tags can be used in the future for
other annotation tasks. Second, the system
currently provides manual annotation on the
document level and word level. Based on the
type of annotation task, the system adminis-
trator should determine the level of the task.
The difference between the two levels is the
text unit that will be annotated with the tag.
Hence, in the case of the document level, a la-
bel will be assigned to the entire sentence/text,
for example, sentiment analysis on the doc-
ument level. In contrast, for the word-level
annotation, each word/token in the text will be
labeled with a tag, for example, POS tagging.
Moreover, for the case of word-level annota-
tion, the administrator should specify if the
task is a segmentation, diacritization, or tag-
ging the whole token (e.g., NER). Third, the
administrator needs to provide a description of
the annotation tasks and identify the minimum
number of annotators who can participate in
the task. The system can automatically assign
a final label using the majority vote if there
are three or more annotators. Fourth, the ad-
ministrator should upload the raw data that
will be tagged if it was not in the system be-
fore (i.e., used previously on other annotation
tasks), and link this annotation task with the
appropriate list of tags.

. Annotation task assignment: After creating

the annotation task, the administrator should
assign it to the annotators. The administrator
can add new annotators or select annotators
already existing in the system. Wassem’s web-
site provides a link to a registration form for
volunteer annotators where they need to pro-
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Figure 1: An example of a word-level annotation task (POS tagging) on Wassem.

vide their contact information, gender, age,
and educational background. Such informa-
tion will help the administrator to identify the
best annotators for each annotation task.

. Annotation process: When the annotator
starts the annotation process for the first time,
the system will welcome her/him and provide
them with a description of the annotation task
and a description for each tag. Then the sys-
tem will display the data for the annotator to
start annotating it. To keep the user concen-
trated on the annotation task, the system uses
three colors for the words in the displayed
sentence during annotation:

* Red: highlights the word that is being
annotated.

* Gray: indicates the word that was labeled
automatically by the system using a pre-
defined list of words and their tags.

¢ Green: for the rest of the words.

Figure 1 shows an example of word-level an-
notation for a simple Arabic POS annotation
task.

. Exporting data: Finally, the annotated data
can be exported in a CSV file format. The
system applies the majority voting approach
to determine the final tags for each example.
If there is no agreement (i.e., tie), the final
tag will be set as “No_agr”. In the case of
uncompleted tasks (i.e., some annotators have
not completed their tasks yet), the system will
set the tag as “Not_Annot” to the examples
which are not annotated yet.

4 Data

In this section, we describe our work to prepare the
raw data for the annotation process, the tagset used
for annotation, the annotators’ training and anno-
tation process, and the final data after annotation.
We made the dataset is available for free download
on GitHub !.

4.1 Data Preparation

The raw CAraNER data is randomly selected sen-
tences from 826,323 Modern Standrad Arabic
(MSA) texts that constitute Saudi Arabia newspa-
pers in AraNPCC (Al-Thubaity et al., 2022). AraN-
PCC comprises more than 1.7 million texts auto-
matically collected from the newspapers of 12 Arab
countries for one year before the COVID-19 pan-
demic and two years during the pandemic (from 1
January 2019 until 31 December 2021). We focus
on the Saudi part of the AraNPCC corpus as we
had the chance to hire annotators only from Saudi
Arabia, who are more familiar with the local named
entities such as town names.

To prepare the data for annotation, we followed
the following steps:

4.1.1 Texts Selection

There are 8 Saudi newspapers in AraNPCC. The
texts from these eight newspapers are categorized
into 19 classes: health, corona, culture, economy,
international, local, opinion, society, sport, politics,
technology, journal, last page, lifestyle, main, reli-
gion, story, women, and not classified. Each Saudi
newspaper has its own classification system, so not
all these classes are available in every Saudi news-
paper. For each year (2019, 2020, and 2021) and

1ht’cps: //github.com/kacst-ncdaai/caraner
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from each of the eight newspapers, we randomly
selected 6 texts from each class. Finally, we got
1,271 texts comprising 322,907 tokens. The num-
ber of tokens exceeds our need for this stage of
the project; however, it will allow us to extend our
work in the future.

4.1.2 Preprocessing

Instead of annotating the entire text, we prepro-
cessed each text and divided it into sentences.
Building a NER system based on sentences will
allow all ML algorithms to handle the input data
easily and will make the data more diverse. For
each text, we carried out the following steps to
achieve our goal:

a) Replace each new line marker “\n” with a
space.

b) Replace each URL with a special marker
“<link>".

¢) Remove Arabic diacritics.

d) Replace repeated punctuation marks such as
“r and “-” with a single punctuation
mark of its kind.

€y o9
2 LI B

e) Separate punctuation marks from words by a
space and parentheses from words and num-
bers by a space.

f) The above step will affect the dots that come

IT3E]

after the title abbreviations of Doctor “.a

(Dr.), Engineer “.» (Eng.), Professor “.i” or
“y” (Prof.), which will negatively affect the
process of sentence segmentation. So, we re-
place each dot after these abbreviations with

a special marker ““/”.

g) We use the sent_tokenize(text) function in the
NLTK python package to segment the text
into sentences. This step will produce a list of
sentences.

h) Select sentences with a length of more than
10 characters.

i) Replace “/” that comes after “1 «| «a «»” with
a dot “” on the selected sentences and save
them in a list. This step allows us to preserve
these abbreviations.

Applying the above steps for all texts produced
8,371 sentences comprising 370,138 words. We

shuffled these sentences randomly and saved them
in 75 text files, each file compromising approxi-
mately 5,000 words. Note that the preprocessing
steps increase the number of words due to the ap-
plication of step “e” mentioned above. Dividing
the produced sentences into separate files (75) al-
lows managing the annotation process as batches
and handle any misconceptions or mistakes by the
annotators during the revision of the annotation
process for each batch before the beginning of the
next batch.

4.2 Tagset
For CAraNER we choose the following tags:

* PER: person names such as “.e>=e” (Mo-
hamad); nicknames such as “5 43 g7
(Nora’s brother) and “dasL=11" (Al-Jahiz).

 TIT: job title such as “s1 y § g1 (ko (yucs 57
(Prime Minister); military and civilian ranks
“$ o Joi 322" (Admiral); academic or
professional title such as “_waiged!” (engi-
neer); political or social title such as “co Lo

Sttt gawdt” (His Royal Highness).

* LOC: countries such as “ e’ (Egypt); re-
gions, provinces, cities, and villages such as

O 9 ,a” (Beirut); landmarks and sites such
as “el p»> L& (Cave of Hira).

* ORG: government and commercial organiza-
tions and bodies such as “das gawt! diigd!
el st § oLl (Saudi Data
and Artificial Intelligence Authority); sports
clubs such as “Juwlss o0 G2 27 (Newcas-
tle United Football Club); international bod-
ies such as “do il Ao jall  dolaied!
polatlg aalaiN o7 (Arab League Educa-
tional, Cultural and Scientific Organization);
countries and capitals as political entities such
as “w_paet!” (Morocco) in such a following
context: “.. Lo HISChwl e O el Ca i
(Morocco has expressed its disapproval ....).

e MIS: For other named entities (miscella-
neous). It includes but is not limited to
diseases such as “V4-4@ 9" (COVID-19),
medicines and chemical compounds such as
“ 2 9y 94" (Chloroquine); events such
as “Y+Y+ s’ (Expo 2020); Curren-

cies such as “il el @25 (Arab Emi-

rates Dirham); beliefs and ideologies such as



“dudol ydeaut!” (Democracy); products such
as “ gy ala)” (iPad Pro); measurement units
such as “al y» ¢les=” (Kg); regulations and
laws such “ 3 gudl udl 3,5 (O 93l8” (in-
ternational handball federation regulations);
tribes such as “wdas” (Taghlib).

Since the named entities can be in chunks with
more than one word, we adopt the most used tag-
ging format for NER: Inside—Outside—Beginning
(IOB) format such that tags will be prefixed either
with “I” or “B”. The non-named entities will be
tagged as “O”.

In addition to these tags, we use the “N” tag
to indicate when the annotator can not determine
the right tag for a given word. This tag helps us
track the annotators’ learning curve and highlight
the difficulties they may face during the annota-
tion process. In total, the annotators will work
on 12 tags, namely: B_PER, I_PER, B_TIT, I _TIT,
B _LOC, I_LOC, B_ORG, I ORG, B_MIS, I MIS,
O, and N. The N tag does not appear in the final
revised tags for the dataset, as it is revised by other
annotators.

4.3 Annotation Process

We have hired five annotators for the annotation
process of CAraNER. All annotators are Saudi na-
tionals, two males and three females, in the final
semester of their university undergraduate study,
and all were around 21 years old.

We followed the following steps to train the an-
notators:

* We introduced the problem of NER to the
annotators.

* We introduced different examples of each tag
and discussed them with annotators.

¢ We asked each annotator, based on their first
impression, to annotate three short sentences
and ask the other annotators if they agreed or
disagreed and why. This discussion allowed
us to clarify several issues regarding the anno-
tation process to the annotators.

* We provided the annotators with 25 sentences
and asked them to annotate them. Further-
more, we asked the annotators not to discuss
the annotation process with each other to re-
duce cognition bias.

* We reviewed the annotation results with the
annotators, gave them our feedback, and an-
swered their questions and ambiguities regard-
ing tags.

e We train the annotators on Wassem.

The training process for annotators took more
than two weeks. After the annotators’ training,
we provide each annotator with one batch at the
beginning of the week. Then, we ask them to an-
notate the batch during the week using Wassem
unless they feel tired, bored, or sick. We do so to
assure the quality of the annotation. In the follow-
ing week, we annotate the same five batches as the
previous week, but each annotator will annotate
another batch. By the end of the second week, each
batch will be annotated by two annotations. Within
five weeks, the annotators were able to annotate 27
batches.

After annotating a batch, we asked all annotators
to discuss the disagreement cases and to agree on a
decision regarding a disagreement case.

The data shows that there are 2,949 disagree-
ment cases (5.3%) during the annotation process,
i.e., the annotators agreed on 94.7% of annotation
examples. Furthermore, the annotated data shows
that there were 506 cases (0.9%) where a single
annotator could not determine the tag for a given
word. 21 of these words were shared between two
annotators. All these cases were resolved each
week during the process of annotation revision.

4.4 Statistics

The statistics on the data show that the CAraNER
corpus comprises 55,389 tokens distributed over
1,278 sentences containing 3,813 named entities.
Table 1 illustrates the distribution of named entities
and examples of each named entity type. Note that
the percentage of words that have “O” tags in the
dataset is 84.5%.

5 Evaluation

NER is usually treated as a sequence labeling prob-
lem. In the literature, early studies used CRF mod-
els (Konkol and Konopik, 2013). Later, deep learn-
ing sequence models such as LSTMs have been
used in many studies for NER (Zhang and Yang,
2018). More recently, pre-trained language models
have been used to model NER, and they outperform
previous models (Yohannes and Amagasa, 2022).



Tag

%

Examples

PER

19.3%
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Makarios, Khalid bin Fahd, Walid Al-Samaani, Salman bin Abdulaziz,
Cristiano Ronaldo, Nouf bint Khalid Al-Jeriwi, Abu Firas Al-Hamdani,
Mohammed bin Salman bin Abdulaziz, Recep Tayyip Erdogan, Joe Biden

TIT

21.4%
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Soviet Ambassador, Cypriot President, Emir, Honorable Minister of Justice, Dr.,
Sheikh, CEO of Nova, Engineer, Custodian of the Two Holy Mosques
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Al-Masjid Al-Haram, Ma’aden Shemam, Wadi Al-Fara’, Columbia, Lawson,
Cairo, Lake Malawi, North Carolina, Nord Theater, Ma’rib

ORG | 25.0%

US Congress
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Facebook, Brotherhood, Environmental Security Forces, Ministry of Interior,
Zamzam Water Department, Saudi Authority for Data and Artificial Intelligence,
National Center for Disease Prevention and Control, Houthi militias, Liverpool,

MIS | 21.4%
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Zamzam water, the emerging coronavirus, secularism, silver, the Bahla tribe,
the Asian Champions League, Tawakkalna, diabetes, the Saudi Film Festival,
the wage protection system for domestic workers.

Table 1: Named entities distribution with examples from the CAraNER corpus.

We evaluate the CAraNER dataset by fine-
tuning four BERT-based language models: bert-
base-multilingual-cased (baseline), AraBERTVvO0.2-
large, CAMeLBERT-MSA, and GigaBERT-v4. All
of these models are based on BERT-base except
AraBERT, which is based on BERT-large.

We fine-tuned the language models on the
Google Colab platform using Tesla GPUs. We
considered the following for experimentation setup
for all models:

* From Huggingface, we used transformers
v4.21.1, AutoTokenizer, and BertForToken-
Classification libraries.

* We use AdamW for optimization with learning
rate = 3e-5.

* We split data into 80% for training and 20%
for testing (randomly selected).

* We select the number of Epochs = 16.

* We set the value for Max_grad_norm = 1.0.

* We set sentence_max_length = 295 (length of
the longest sentence in the corpus).

¢ We choose batch size = 4.

Model Acc. | Prec. | Recall | F1
mBERT 0.95 | 0.78 | 0.77 0.77
AraBERT 0.97 | 0.86 | 0.86 0.86
CAMeLBERT | 0.96 | 0.83 | 0.86 0.84
GigaBERT 096 | 0.81 | 0.8 0.8

Table 2: Performance measures (accuracy, macro aver-
aged precision, recall, and F-1) for the fine-tuned lan-
guage models. mBERT: bert-base-multilingual-cased.

Table 2 shows the performance measures (macro
avg) for the four fine-tuned language models. We
consider the macro F1 measure when compar-
ing the models. The results suggest that the



Tag mBERT | AraBERTv0.2-large | CAMeLBERT-MSA | GigaBERT-v4
B-LOC 0.63 0.75 0.71 0.71
B-MIS 0.61 0.74 0.69 0.64
B-ORG 0.69 0.83 0.85 0.8
B-PER 0.89 0.97 0.94 0.91
B-TIT 0.86 0.92 0.88 0.86
I-LOC 0.61 0.76 0.78 0.74
I-MIS 0.58 0.64 0.64 0.55
I-ORG 0.79 0.9 0.91 0.82
I-PER 0.94 1 0.98 0.97
I-TIT 0.9 0.91 0.93 0.85
O 0.98 0.99 0.98 0.98

Table 3: F1 measure for each named entity tag. mBERT: bert-base-multilingual-cased.

AraBERTv0.2-large language model outperforms
the other models followed by CAMeLBERT-MSA.

The superiority of the AraBERT over other mod-
els can be explained by the fact that AraBERTVO0.2-
large is much larger than the other models. In
particular, AraBERTVO0.2-large has 371M param-
eters, whereas the other models are based on the
smaller model BERT-base, which has less than half
this number of parameters. However, we observe
that CAMeLBERT-MSA achieved a comparable
performance by only using less than half of the
model size. This relatively good performance of
CAMeLBERT-MSA can be attributed to the size of
the data on which the model was trained compared
to the other models.

From these results, we observe that all models
achieved an accuracy score of more than 95%. This
can be attributed to the fact that most of the words
have an “O” tag, which makes it easy to achieve
such a high accuracy score. In particular, only
3,813 (~7%) out of 55,389 tokens are named enti-
ties, and 51,576 (~93%) of the tokens are not.

Table 3 shows the F1 score of the four fine-tuned
models on CAraNER for each tag. The results show
that all models have the same relative performance
order for named entity tags. We observe that the
best performance was on the PER tag, followed by
the TIT, ORG, LOC, and MIS tags, respectively.
The relatively high performance on the PER and
TIT tags is probably due to the repetition of public
figures’ person names and their titles in newspa-
pers. For the ORG and LOC tags, the errors were
due to wrong identification for the beginning of
their named entities. The low performance of the
MIS tag can be attributed to the diversity of named
entities it contains.

6 Conclusion

In this paper, we introduced a web-based anno-
tation platform for Arabic NLP (Wassem) and a
new dataset for Arabic NER (CAraNER) annotated
with five tags (PER, TIT, LOC, ORG and MIS)
using Wassem. Experimentation on four BERT-
based language models shows that fine-tuning
AraBERTvO0.2-large on CAraNER gives the best
results among the other models, with a 0.86 macro
F-1 score. Also, the relatively good performance of
CAMeLBERT-MSA (0.84 macro F-1 score) may
suggest that using large and diverse datasets for pre-
training smaller language models (i.e., BERT-base)
gives similar performance to larger models (i.e.,
BERT-large) pre-trained on smaller datasets. In
the future, we plan to double the size of CAraNER
to improve the performance and experiment with
different Arabic language models.
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Abstract

Most existing proposals about anaphoric zero
pronoun (AZP) resolution regard full mention
coreference and AZP resolution as two indepen-
dent tasks, even though the two tasks are clearly
related. The main issues that need tackling to
develop a joint model for zero and non-zero
mentions are the difference between the two
types of arguments (zero pronouns, being null,
provide no nominal information) and the lack
of annotated datasets of a suitable size in which
both types of arguments are annotated for lan-
guages other than Chinese and Japanese. In
this paper, we introduce two architectures for
jointly resolving AZPs and non-AZPs, and eval-
uate them on Arabic, a language for which, as
far as we know, there has been no prior work
on joint resolution. Doing this also required
creating a new version of the Arabic subset of
the standard coreference resolution dataset used
for the CONLL-2012 shared task (Pradhan et al.,
2012) in which both zeros and non-zeros are
included in a single dataset.

1 Introduction

In pronoun-dropping (pro-drop) languages such
as Arabic (Eid, 1983), Chinese (Li and Thomp-
son, 1979), Italian (Di Eugenio, 1990) and other
romance languages (e.g., Portuguese, Spanish),
Japanese (Kameyama, 1985), and others (Young-
Joo, 2000), arguments in syntactic positions in
which a pronoun is used in English can be omitted.
Such arguments—sometimes called null arguments,
empty arguments, or zeros, and called anaphoric
zero pronouns (AZP) here when they are anaphoric,
are illustrated by the following example:

Gl 250 ke pie (& Uy o AV BL
v Wk Lol )y ¢RI e iy OY

Ironically, Bush did not show any enthusiasm for the inter-
national conference, because Bush since the beginning, (he)

wanted to attend another conference ...

spradhan
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In the example, the **’ is an anaphoric zero
pronoun—a gap replacing an omitted pronoun which
refers to a previously mentioned noun, i.e. Bush.!

Although AZPs are common in pro-drop lan-
guages (Chen and Ng, 2016), they are typically
not considered in standard coreference resolution
architectures. Existing coreference resolution sys-
tems for Arabic would cluster the overt mentions
of Bush, but not the AZP position; vice versa, AZP
resolution systems would resolve the AZP, to one of
the previous mentions, but not other mentions. The
main reason for this is that AZPs are empty men-
tions, meaning that it is not possible to encode fea-
tures commonly used in coreference systems—the
head, syntactic and lexical features as in pre-neural
systems. As a result, papers such as (Iida et al.,
2015) have shown that treating the resolution of
AZPs and realized mentions separately is beneficial.
However, it has been shown that the more recent
language models and end-to-end systems do not
suffer from these issues to the same extent. BERT,
for example, learns surface, semantic and syntac-
tic features of the whole context (Jawahar et al.,
2019) and it has been shown that BERT encodes
sufficient information about AZPs within its layers
to achieve reasonable performance (Aloraini and
Poesio, 2020b,a). However, these findings have
not yet led to many coreference resolution mod-
els attempting to resolve both types of mentions in
a single learning framework (in fact, we are only
aware of two, (Chen et al., 2021; Yang et al., 2022),
the second of which was just proposed) and these
have not been evaluated with Arabic.

In this paper, we discuss two methods for jointly
clustering AZPs and non-AZPs, that we evaluate
on Arabic: a pipeline and a joint learning architec-
ture. In order to train and test these two architec-
tures, however, it was also necessary to create a

"We use here the notation for AZPs used in the Arabic
portion of OntoNotes 5.0, in which AZPs are denoted as * and
we also use another notation which is *pro*.

Proceedings of the The Seventh Arabic Natural Language Processing Workshop (WANLP), pages 11 - 21
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new version of the Arabic portion of the CoNLL-
2012 shared task corpus in which both zeros and
non-zeros are annotated in the same documents. To
summarize, the contributions of this paper are as
follows:

* We introduce two new architectures for resolv-
ing AZPs and non-AZPs together, the pipeline
and the joint learning architecture. One of
our architectures, the joint learning, outper-
forms the one existing joint end-to-end model
(Chen et al., 2021) when resolving both types
of mentions together.

We create an extended version of the Ara-
bic portion of CoNLL-2012 shared task in
which the zero and non-zero mentions are rep-
resented in the same document. The extended
dataset is suitable for training AZPs and non-
AZPs jointly or each type separately.

2 Related Work

Most existing works regard coreference resolu-
tion and AZP resolution as two independent tasks.
Many studies were dedicated to Arabic coreference
resolution using CoNLL-2012 dataset (li, 2012;
Zhekova and Kiibler, 2010; Bjorkelund and Nugues,
2011; Stamborg et al., 2012; Uryupina et al., 2012;
Fernandes et al., 2014; Bjorkelund and Kuhn, 2014;
Aloraini et al., 2020; Min, 2021), but AZPs were ex-
cluded from the dataset so no work considered them.
Aloraini and Poesio (2020b) proposed a BERT-base
approach to resolve AZPs to their true antecedent,
but they did not resolve other mentions.

There have been a few proposals on solving the
two tasks jointly for other languages. lida and
Poesio (2011) integrated the AZP resolver with
a coreference resolution system using an integer-
linear-programming model. Kong and Ng (2013)
employed AZPs to improve the coreference resolu-
tion of non-AZPs using a syntactic parser. Shibata
and Kurohashi (2018) proposed an entity-based
joint coreference resolution and predicate argu-
ment structure analysis for Japanese. However,
these works relied on language-specific features
and some assumed the presence of AZPs.

There are two end-to-end neural proposals about
learning AZPs and non-AZPs together. The first
proposal is by Chen et al. (2021) who combined
tokens and AZP gaps representations using an en-
coder. The two representations interact in a two-
stage mechanism to learn their coreference infor-
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mation, as shown in Figure 5. The second pro-
posal, just published, is by (Yang et al., 2022), who
proposed the CorefDPR architecture. CorefDPR
consists of four components: the input representa-
tion layer, coreference resolution layer, pronoun
recovery layer and general CRF layer. In our ex-
periments, we only compared our results with the
first proposal because the second system was only
evaluated on the Chinese conversational speech of
OntoNotes? and the model is not publicly available
which makes it difficult to compare our results with
theirs.

3 An Extended Version of the CoNLL
Arabic dataset with AZPs

The goal of the CoNLL-2012 coreference shared
task is to learn coreference resolution for three lan-
guages (English, Chinese and Arabic). However,
AZPs were excluded from the task even though they
are annotated in OntoNotes Arabic and Chinese.
This was because considering AZPs decreased the
overall performance on Arabic and Chinese(Prad-
han et al., 2012), but not on English because it is
not a pro-drop language (White, 1985). So in order
to study joint coreference resolution for explicit
mentions and zero anaphors, we had to create a
novel version of the CoNLL-2012 dataset in which
AZPs and all related information are included. The
CoNLL-2012 annotation layers consists of 13 lay-
ers and they are in Appendix A.

Existing proposals evaluated their AZP systems
using OntoNotes Normal Forms (ONF)?*. They are
annotated with AZPs and other mentions; however,
they are not as well-prepared as CoNLL-2012. To
create a CoNLL-like dataset with AZPs, we ex-
tract AZPs from ONF and add them to the already-
existing CoNLL files. The goal of the new dataset
is to be suitable for clustering AZPs and non-AZPs,
and can be compared with previous proposals that
did not consider AZPs and as well as with future
works that consider them.

To include AZPs and their information (e.g., Part-
of-Speech and parse tree) to CoNLL-2012, we can
use ONF. However, while adding AZPs to the clus-
ters, we realized that there is one difficulty:some

2The TC part of the Chinese portion in OntoNotes.

3The OntoNotes Normal Form (ONF) was originally meant
to be an human-readable integrated representation of the mul-
tiple layers in OntoNotes. However, it has been used by many
as a machine readable representation—as it is also more or less
true—to extract annotations, primarily zeros that are typically
excluded from the traditional CoNLL tabular representation.
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Figure 1: A screenshot of OntoNotes Normal Forms (onf). Chain 71 is not considered part of a CoNLL-2012 shared
task because the cluster would become a singleton when we remove the AZP (denoted as *).

coreference chains only exist in ONF, but not in
CoNLL-2012. These are clusters consisting of only
one mention and one AZP, as in the example illus-
trated in Figure 1. Chain 71 has two mentions, an
AZP (denoted with *) and a mention. Since CoNLL-
2012 does not consider AZPs in coreference chains,
this cluster would only have a single mention be-
cause CoNLL-2012 removed AZPs (these clusters
are known as singletons, contains only one men-
tion). Our new dataset includes AZPs; therefore,
such clusters should be included. To add them to
the existing CoNLL-2012, we have to assign them
a new cluster. We did this by writing a script that
automatically extracts AZPs from ONF and adds
them in CoNLL-2012 following these steps:

1. Finds all clusters that have AZPs in ONF and
extracts AZPs.

2. Each extracted AZP is either:

(a) Clustered with two or more mentions:
For this case, CoNLL has already as-
signed a coreference-chain number and
we assign the AZP to the same number.

(b) Clustered with only one mention: We cre-
ate a new cluster that include the single
mention and the AZP.

3. Adds the AZP and writes other relevant infor-
mation, such as, Part-of-Speech, syntax, and
all the annotation layers.

Adding AZPs to CoNL-2012 is beneficial to
learn how to resolve them with other mentions or
can be useful for future CoNLL-shared tasks and
any other related NLP task. After preparing the
new CoNLL dataset as discussed, we used it to
train the joint coreference model. This new version
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Category  Training Development  Test
Documents 359 44 44
Sentences 7,422 950 1,003
Words 264,589 30,942 30,935
AZPs 3,495 474 412

Table 1: The documents, sentences, words and AZPs of
the extended version of CoNLL-2012. We follow the
same split as in the original CoONLL-2012 for training,
development and test.

of Arabic OntoNotes will be made available with
the next release of OntoNotes. The distribution
of documents, sentences, words, and AZPs of this
extended dataset are in Table 1.

4 The Models

Earlier proposals resolved AZPs based on the an-
tecedents that are in the same sentence as the AZP
or two sentences away (Chen and Ng, 2015, 2016;
Yinetal., 2016, 2017; Liu et al., 2017; Yin et al.,
2018; Aloraini and Poesio, 2020b). However, it
has been shown that learning mention coreference
in the whole document is beneficial for AZP res-
olution (Chen et al., 2021). Therefore, we apply
two novel methods for resolving AZPs using clus-
ters and coreference chains. The pipeline resolves
AZPs based on the output clusters from the coref-
erence resolution model while the joint learning
learns how to resolve AZPs from the coreference
chains, we show an example of these two in Figure
2. In the example, the pipeline resolves AZPs to
clusters, instead of mentions and the joint learning
finds the coreference chains for mentions, including
AZPs. Earlier proposals suffered from two main
problems. First, they consider a limited number
of candidates (i.e mentions in two sentences away



from the AZP) as possible true antecedents; how-
ever, the true antecedent might be far away from
the AZP. Second, other mentions can share salient
context as the true antecedent which can introduce
more noise to the learning. Our methods mitigate
these problems by considering all mentions in the
document and employing more relevant informa-
tion. The pipeline resolves AZPs based on clusters
which decreases dramatically the number of AZP
candidates. The joint learning resolves AZPs us-
ing coreference chains which incorporates broader
context for AZPs, insufficient contexts results in
many errors (Chen and Ng, 2016).

4.1 The Pipeline Model

In a pipeline setting, the inputs are the extended
version of CoNLL, the one we described in Section
3. Each file consists of multiple sentences and we
follow the same splits in CoNLL-2012 (Pradhan
et al., 2012) for train, development and test. We
initially fed the documents for training into two
models: coreference resolution and AZP identifi-
cation. We used the Arabic coreference resolution
by (Aloraini et al., 2020) and the proposed AZP
identification by (Aloraini and Poesio, 2020a). The
outputs of coreference resolutions are clusters and
each one has its own mentions. The outputs of the
AZP identification are the predicted gap positions
of AZPs. The AZP resolution model by (Aloraini
and Poesio, 2020b) learns how to resolve the iden-
tified AZPs with their clusters. We show how we
represent the input in the following:

The input is a document with sentences separated
with periods, and has a total of n words. The input
does not consider AZPs initially, they are masked.

input = (wy, wy, Wy, ..

(1)

We first feed the input into the coreference res-
olution model which outputs the mention clusters,
1, Co, to the last cluster index, £.

Hw,,)

2)
3)

After finding the coreference clusters, the AZP
Identification model predicts the AZP positions in
two steps. First, the AZP identification uses a Part-
of-Speech tool to tag words and mark gaps after
verbs as potential AZPs. Second, AZP identifica-
tion classifies these marked gaps as AZPs or not.

output_clusters = coref res(input)

output_clusters = (¢, Cq, ..., 1)
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Therefore, not every gap between words has an
AZP. For example, in (5) there is no AZP between
the words w, and ws, but there is one between w,
and w, (i.e. a;). We find AZP locations and extract
their positions.

input_with_azp = AZP Id(input) (4)

input_with_azp = (wq, a;, Wy, Wy, ..., w,,) (5)

AZPs = (a;,...,a;) (6)

ss = same_sentence(a;, c;) (7

cd = azp_cluster_distance(a;,c;)  (8)
AZP, = (a; pre,a; next,ss,cd)  (9)

We follow the same representation for AZPs as
(Aloraini and Poesio, 2020b):

» embeddings for previous word to AZP.
» embeddings for next word to AZP.

* Whether the AZP and the candidate entity (rep-
resented either as the last mention or first men-
tion) are in the same sentence or not.

* The distance between the AZP and its cluster
representation.

The four features are concatenated, as shown in (9).

Clusters can be represented in different ways,
including, e.g, the representation of the first men-
tion or the last mention. We found empirically that
representing clusters with the nearest mention to
the AZP (the last added mention to the cluster) pro-
duces better results.

{

Next, the AZP and cluster representations are
joined together through a concatenation layer. The
variable input contains the concatenated representa-
tion of a mention pair - the AZP and its correspond-
ing cluster. The binary variable AZP res receives
input and is 1 if the AZP and the cluster corefer.
The model also outputs the final clusters.

The following equations specify how the output
of the network is computed:

,m,} (10)

the first mention to represent c;

Ci = {m17m2,

c; =

m

. the last mention to represent c;

(11
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Bush went to Mosco to meet Putin. (He) discussed with him several important topics. (He) mentioned the
significance of Russia-US ties. Bush also emphasised on strengthening the economic ties. Putin agreed with him
and (he) mentioned how important is Bush’s visit. (He) went to the airport with Bush to say goodbye.

Cluster:

Pipeline

Cluster,

Joint learning /

Figure 2: The input is a document and the asterisk * represents the AZPs in the text. For AZP resolution, The
pipeline resolves AZPs with the output clusters and the joint learning resolves AZPs based on coreference chains.

input = concat(c;,a;) (12)
input = [c;, a;] (13)
results = AZP _Res(input) (14)
results = (11,7g, ..., T) (15)

The variable results consists of the final clusters of
the resolved AZPs and non-AZPs. We show the
model architecture in Figure 3.

4.2 The Joint Learning Model

Our joint learning architecture learns to resolve
AZPs by using the explicitly represented AZP gaps.
This way, AZPs would be learned as any other overt
mention. In our extended CoNLL-2012 documents,
AZPs have the special identified *pro*. Table 2
shows an example of a CoNLL-2012 original sen-
tence and its extended version. However, we con-
sider AZPs only in the training phase when we
apply the coreference resolution model. At test
time, AZPs are not considered, same as in a real
life application. Instead, we use the AZP identifi-
cation model by (Aloraini and Poesio, 2020b) to
tag AZP gaps. After tagging, the input is ready for
clustering using the trained coreference resolution
model. This is how we represent the inputs for both
training and testing:

The input is a CONLL-2012 document with many
sentences that has a set of » mentions. A mention
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can be a word or an AZP tag (*pro*).

(16)

The variable input is fed into the coreference
resolution (coref res) model which outputs clusters.
The clusters contain mentions and AZPs that refer
to the same entity.

input = (mq, Mgy, Mg, ...,M,,)

output_clusters = coref res(input)

(17
(18)

For the test phase, we assume a document is
not labeled with AZP tags, which reflects real-life
applications. Therefore, we first feed input into
the AZP identification (AZP_1d) which outputs in-
put_with_azp, that is input but with tagged AZPs.
The AZP identification is pre-trained on the train
set of CONLL-2012 to detect AZP locations.

output_clusters = (cy, ¢y, ..., Cy,)

(19)
(20)

input_with_azp = AZP _Id(input)
input_with_azp = (wy, a;, Wy, ...,m,,)
After preparing input with_azp, we feed it into
the trained coreference resolution model which out-
puts the clusters.

(e2y)
(22)

results = coref res(input_with_azp)

results = (1q,7y, ..., Ty)

eyl g
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Concatenation Layer
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I.,

Coreference Resolution
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AZP Identification
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Figure 3: The input without AZPs is fed into the Coreference Resolution and AZP identification models. The
outputs of the two models are clusters and AZPs respectively. Their representations are concatenated, and then their
coreference information is learned through the AZP Resolution model.

Original CoNLL-2012 sentence

i ol GV

Extended CoNLL-2012 sentence

At Caj)\ L‘; *pro* LK

Table 2: An example of how we explicitly represent AZPs.

The variable results has the resolved AZPs and
non-AZPs. We show the overall architecture in
Figure 4.

5 Evaluation metrics

5.1 Coreference resolution

For our evaluation of the coreference system, we
use the official CoNLL-2012 evaluation metrics
to score the predicted clusters. We report recall,
precision, and F; scores for MUC, B3 and CEAF¢4
and the average F, score of those three metrics.

5.2 AZP resolution

We evaluate AZP resolution in terms of recall and
precision, as defined in (Zhao and Ng, 2007):

Recall — AZPhits
~ Number of AZPs in Key
o AZ Phits
Precision =

Number of AZPs in Response
16

Key represents the gold set of AZP entities in
the dataset, and Response represents the predicted
resolved AZPs. AZP hits are the reported resolved
AZP positions in Response which occur in the same
position as in Key.

6 Training Objectives

6.1 Pipeline

The training objective of the AZP identification is
binary cross-entropy loss, as introduced in (Aloraini
and Poesio, 2020a):

1 & R R
L(0) = _NZ ly; logy; + (1 —y;) log (1 — ;)]
i 23)

0 is the set of learning parameters in the model.
N is the number of training samples in the extended
CoNLL-2012. vy, is the true label 7 and g, is its
predicted label.

For the AZP resolution, the goal is to minimize
the cross entropy error between every AZP and its
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Figure 4: In the train phase, the model learns how to resolve mentions and AZPs. AZPs are represented with the
*pro* tag and treated like any other mention. The test phase predicts and tags AZPs locations. We use the model
proposed by (Aloraini and Poesio, 2020a) to find AZPs. The pretrained coreference resolution model is used in the

test phase to cluster mentions and AZPs.
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Figure 5: Resolving AZPs and non-AZPs in an end-to-end model (Chen et al., 2021).

antecedents, as defined in Aloraini and Poesio’s
(2020b) model; however, we resolve AZPs with
clusters, instead of mentions:

n k

_ Z Z d(azp,c)log(P(azp,c)) (24)

teT ceC

L(0)

T consists of the » training instances of AZPs,
and C represents the k& candidate clusters from the
coreference resolution. [](azp, c) returns whether a
candidate cluster c is the correct one for the azp, or
not. log(P(azp, c¢) is the predicted log probability
of the (azp, c) pair.

The training objective of the coreference resolu-
tion is to optimize the log-likelihood of all correct
mentions (Lee et al., 2017), as the following :
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P(y)
Y@HNG(i)

N
H (29)
=1ge
G represents the spans in the gold cluster that
includes i.

6.2 Joint Learning

In the joint learning, we only use the (24) for train-
ing. AZPs are treated as any other mention; there-
fore, they become part of the coreference resolution
learning objective. We also do not have to train the
AZP identification model because we only use the
AZP identification in the test phase and we use the
pre-trained one on the original CoNLL-2012 from
(Aloraini and Poesio, 2020a).



CoNLL

3
Models MUC B CEAF,, Average
R P F, R P F, R P F, F,
Pipeline 629 70.7 665 573 656 612 61.1 645 62.7 63.5
Joint learning 652 755 70.0 62.6 683 653 648 67.7 662 67.1
Chenetal. (2021) 62.7 71.1 66.6 58.5 657 61.6 614 672 642 64.2

Table 3: Resolving AZPs and non-AZPs together.

7 Results

We compare the results of the pipeline and
joint learning models with the results of Chen
et al. (2021). We followed Chen et al. (2021)’s ap-
proach for hyperparameter tunning, but we changed
the language model to AraBERT-base (Antoun
et al., 2020). We evaluate two tasks. First, we
assess the results at joint coreference resolution of
both AZPs and non-AZPs. Second, we evaluate
AZP resolution only. Unlike previous proposals
that resolve AZPs with their antecedents, the AZPs
of our methods and the Chen et al.’s (2021) model
resolve AZPs differently. The pipeline uses the
output clusters, the joint learning uses the corefer-
ence chains and Chen et al. (2021) uses two scoring
components.

7.1 Resolving AZPs and non-AZPs

In Table 3, we see the results of resolving AZPs and
non-AZPs. Chen et al.’s (2021) model achieves
64.2% F, score, which is 0.7% more than the
pipeline, but less than the joint learning with
2.9%. Our joint learning approach outperforms our
pipeline and Chen et al.’s (2021) system, achieving
the best F, average score of 67.1%.

7.2 AZP resolution

Next, we compare the AZP resolution results. For
the pipeline, we used two settings to represent clus-
ters. First, we used the first mention in the cluster to
be concatenated with the AZP representation. Sec-
ond, we used the last-added mention. The pipeline
approach achieves an F; score of 58.08% when us-
ing the first mention as the cluster representation
and 58.59% when using the last mention. The joint
learning provided better results with an F; score
of 59.33%. Chen et al.’s (2021) model resolved
more AZPs correctly than the pipeline and joint
learning methods, achieving an F; score of 59.49%
which is 0.19% more than the joint learning score.
It seems the two components of Chen et al.’s (2021)
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model, the Unit Score and Pairwise Score, are able
to distinguish AZPs and mentions effectively for
the AZP resolution. However, for coreference reso-
lution, they have showed the performance is better
when they did not consider AZPs as part of the
coreference resolution.

. . Test Evaluation
Training Settings v

P R F,
Pipeline (CR: FM) 60.34 5598 58.08
Pipeline (CR: LM) 60.97 56.39 58.59
Joint Learning 61.41 5740 59.33
Chen et al. (2021) 61.67 57.45 59.49

Table 4: AZP resolution results of pipeline, joint learn-
ing and Chen et al. (2021). FM refers to using the first
mention as the cluster representation while LM refers
to the last mention.

8 Discussion

The main difference between our joint learning ap-
proach and Chen et al. (2021) is how AZPs are
detected and learned. In our approach, we detect
AZPs initially before we cluster them with other
mentions, while Chen et al.’s (2021) model learns
clustering AZPs and mentions in an end-to-end sys-
tem. Our results appear to confirm earlier results
that considering AZP identification end-to-end in
the coreference resolution task can negatively affect
the performance on the task (Iida and Poesio, 2011;
Chen et al., 2021) One possible explanation might
be the overall performance of the mention detection
onnon-AZPs is better than AZPs (Chen et al., 2021).
Chen et al. (2021) consider every gap as a candidate
AZP, which increases the space of possible candi-
dates and affects their detection recall. To mitigate
this problem, we use a different neural component
for AZP detection. The AZP identification that we
used in the joint learning and pipeline settings only



considers gaps that appear after verbs which limits
the number of candidates. Moreover, the AZPs in
the joint learning have explicit tags which might
have resulted in their correct detection, which could
be why the approach achieved better results. The
main limitation of our proposed approaches is if
the AZP identification fails to detect many AZPs in
the test phase, it might have dropped the evaluation
of the coreference resolution and AZP resolution.
Pre-training BERT with AZPs can be beneficial.
Existing language models (LMs) learn by masking
words or perturbing their order (Qiu et al., 2020),
but this is not applicable to AZPs. (Konno et al.,
2021) have shown two approaches to improve LMs
so they work for AZPs, first by introducing a new
pre-training task and second by a new fine-tuning
technique. They showed an increased performance
for AZP resolution for Japanese. In future works,
we intend to pre-train a large-scale LM using their
methods and see if it can improve the performance
of the AZP and coreference resolution tasks.

9 Conclusion

We proposed two architectures to resolve AZPs
and non-AZPs jointly. The first approach is in a
pipeline setting and the second in a joint learning
representation. The joint learning outperformed the
pipeline and another approach (Chen et al., 2021) in
the joint coreference resolution. We also extended
the Arabic portion of CoNLL-2012 to include AZPs
which will be suitable for future works and shared-
tasks that resolves AZPs and non-AZPs together.
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A

CoNLL-2012 Annotation Layers

The CoNLL-2012 annotation layers consists of the
following (Pradhan et al., 2012):

1.
2.

10.

11.
12.
13.

Document ID: Contains the file name.

Part number: Some files are divided into sev-
eral files and this number shows the sentence
number.

. Word number: Word position in the sentence.

Word itself: This represents the tokenized to-
ken.

Part-of-Speech: The Part-of-speech of the
word.

Parse bit: This is the bracketed structure bro-
ken before the first open parenthesis in the
parse, and the word/part-of-speech leaf is re-
placed with a *.

Lemma: Used to show the gold and predicate
lemma.

Predicate Frameset ID: This is the PropBank
frameset ID of the predicate in Column 7.

Word sense: The word sense.

Speaker/Author: The speaker or author name,
where available. Mostly in broadcast conver-
sation and web log data. However, this is not
available for Arabic because all texts are ex-
tracted from newspapers.

Named Entities: Named entity for the word.
Arguments: Predicted and gold arguments.

Coreference: Coreference chain which can be
single or multiple tokens.

21
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Abstract

Sentiment analysis becomes an essential part
of every social network, as it enables decision-
makers to know more about users’ opinions
in almost all life aspects. Despite its impor-
tance, there are multiple issues it encounters
like the sentiment of the sarcastic text which is
one of the main challenges of sentiment analy-
sis. This paper tackles this challenge by intro-
ducing a novel system (SAIDS) that predicts
the sentiment, sarcasm and dialect of Arabic
tweets. SAIDS uses its prediction of sarcasm
and dialect as known information to predict the
sentiment. It uses MARBERT as a language
model to generate sentence embedding, then
passes it to the sarcasm and dialect models, and
then the outputs of the three models are con-
catenated and passed to the sentiment analysis
model. Multiple system design setups were
experimented with and reported. SAIDS was
applied to the ArSarcasm-v2 dataset where it
outperforms the state-of-the-art model for the
sentiment analysis task. By training all tasks
together, SAIDS achieves results of 75.98 FPN,
59.09 Fl-score and 71.13 Fl-score for senti-
ment analysis, sarcasm detection, and dialect
identification respectively. The system design
can be used to enhance the performance of any
task which is dependent on other tasks.

1 Introduction

Sentiment analysis (SA) is one of the main tasks in
the natural language processing (NLP) field. It is
used for opinion mining which supports decision-
makers. Working on sentiment analysis starts rel-
atively early, for example, Pang et al. (2002) anal-
ysed the sentiment to positive and negative in movie
reviews. Following this paper, sentiment analysis
becomes one of the most important topics in NLP,
especially with the increasing number of reviews
on websites and social media platforms. Since then,
a lot of work has been done in English sentiment
analysis, while Arabic has relatively much less.
Since Abbasi et al. (2008) started their work on
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Arabic SA, multiple researchers also began theirs.
Now there are well-known Arabic SA models like
(Alayba et al., 2018; Abdulla et al., 2013; Abu
Farha and Magdy, 2021; Elshakankery and Farouk,
2019). Of course, working with Arabic has many
challenges, one of the most challenging issues is
the complex morphology of the Arabic language
(Kaseb and Farouk, 2016; Abdul-Mageed, 2019).
Another challenge is the variety of Arabic dialects
(Abdul-Mageed, 2019). Moreover, one of the well-
known challenges in SA for all languages is sar-
casm, as the sarcastic person uses words and means
the opposite of it. For example, "I’d really truly
love going out in this weather!", does it reflect a
positive or negative sentiment? because of the sar-
casm, we cannot judge the sentiment correctly.

Several related works tackle English sarcasm de-
tection with sentiment analysis (Oprea and Magdy,
2020; Abercrombie and Hovy, 2016; Barbieri et al.,
2014). On the other hand, there are only a few
works on both sentiment and sarcasm in Arabic.
There are two shared tasks on sarcasm detection
(Ghanem et al., 2019), but for both sarcasm and sen-
timent there was only one shared task Abu Farha
et al. (2021) but each sub-task is independent,
meaning that participating teams can submit a dif-
ferent model for each task. Some participants used
the same model for both sentiment and sarcasm
(El Mahdaouy et al., 2021).

Instead of training sentiment independently of
sarcasm, this work introduces a new model archi-
tecture that works with multi-task training which
trains both at the same time. There are other addi-
tions to the proposed architecture; firstly, it trains
with dialect also. Secondly, the sarcasm and di-
alect that are initially predicted are used in the
prediction of the sentiment. In other words, the
sentiment model is informed by the sarcasm and
dialect model output. The contributions offered by
this work are:

* Design a novel model architecture that can be
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used for a complicated task that is dependent
on another task, e.g. sentiment analysis which
is dependent on sarcasm detection.

* Investigate the design setups for the new ar-
chitecture and find the best setup that could
be used.

¢ Train the model on ArSarcam-v2 dataset and
achieve the state-of-the-art results recorded as
75.98 FPN on sentiment analysis.

This paper is organized as follows Section 2
shows the related work on sentiment analysis, sar-
casm detection, and dialect identification. Section
3 describes the dataset used in this work and shows
data statistics. Section 4 describes SAIDS model
and all the design setups. Section 5 shows the ex-
perimental results and finally section 6 concludes
the work.

2 Related Work

SAIDS works on three tasks sentiment analysis,
sarcasm detection, and dialect identification. In
this section, the existing methods for each task are
discussed.

2.1 Sentiment Analysis

Arabic sentiment analysis started with Abbasi et al.
(2008) work. Since then, it is developed by multiple
researchers. In the beginning, the main focus was
on modern standard Arabic (MSA), but over time
the researchers start to focus on dialectal Arabic
(Mourad and Darwish, 2013; Kaseb and Farouk,
2021).

Regarding the datasets, based on Alyafeai et al.
(2021), there are more than fifty datasets for senti-
ment analysis, including Elshakankery et al. (2021);
Kaseb and Farouk (2019); Kiritchenko et al. (2016);
Rosenthal et al. (2017); Elmadany et al. (2018)
datasets. Because of the massive number of
datasets, there are a massive number of system
approaches for Arabic sentiments (Abu Farha and
Magdy, 2019; Alayba et al., 2018; El-Beltagy et al.,
2017). Based on Abu Farha and Magdy (2021)
comparative study, using the word embedding with
deep learning models outperform, the classical ma-
chine learning models and the transformer-based
models outperform both of them. There is a reason-
able number of Arabic transformer-based models
like AraBERT (Antoun et al., 2020) and MAR-
BERT (Abdul-Mageed et al., 2021) which are used
by most Arabic sentiment analysis papers.
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2.2 Sarcasm Detection

Unlike Arabic sentiment analysis, Arabic sarcasm
detection has not gotten much attention yet. Only
a few research works tackle the problem and still
there is an obvious shortage of the Arabic sarcasm
datasets, like Karoui et al. (2017); Abu Farha et al.
(2022). Abbes et al. (2020) collected a dataset for
sarcastic tweets, they used hashtags to collect the
dataset for example #sarcasm. Then, they built
multiple classical machine learning models SVM,
Naive Bayes, and Logistic Regression, the best
F1-score was 0.73.

After that, Ghanem et al. (2019) organized a
shared task in a workshop on Arabic sarcasm detec-
tion. They built the dataset by collecting tweets on
different topics and using hashtags to set the class.
An additional step was added, by sampling some
of the datasets and manually annotating them. In
this shared task, eighteen teams were working on
sarcasm detection. Khalifa and Hussein (2019) was
the first team and achieved a 0.85 F1-score.

Then Abu Farha et al. (2021) made two tasks
based on the ArSarcasm-v2 dataset; sentiment anal-
ysis and sarcasm detection. They have 27 teams par-
ticipating in the workshop, the top teams achieved
62.25 Fl-score and 74.80 FPN for sarcasm detec-
tion and sentiment analysis respectively.

2.3 Dialect Identification

Arabic dialect identification is an NLP task to iden-
tify the dialect of a written text. It can be on three
levels, the first level is to identify MSA, classical
Arabic (CA), and dialectical Arabic (McWhorter,
2004). The second level is to identify the dialect
based on five main Arabic dialects EGY, LEV,
NOR, Gulf, and MSA (El-Haj, 2020; Khalifa et al.,
2016; Sadat et al., 2014; Al-Sabbagh and Girju,
2012; Egan, 2010). The third level is to identify the
country-level dialect (Abdul-Mageed et al., 2020).

Regarding the datasets, there are datasets more
than twenty Arabic datasets labeled with dialect.
One of the most popular datasets is MADAR
(Bouamor et al., 2018) where the data is labeled
at the city-level for 25 Arab cities. Abdul-Mageed
et al. (2020) built a shared task to detect the dialect,
they published three different shared tasks. In the
2020 task, sixty teams participated, and the best
results were 26.78 and 6.39 F1-score in the country-
level and the city-level dialects respectively.



3 Dataset

ArSarcasm-v2 (Abu Farha et al., 2021) is the
main dataset used in this work, it was released
on WANLP 2021 shared task for two tasks sar-
casm and sentiment analysis. It has about 15k
tweets and is divided into 12k for training and
3k for testing, the same test set, as released on
WANLP 2021, was used. Each tweet was labelled
for the sentiment (positive (POS), neutral (NEU),
and negative (NEG)), sarcasm (true, and false),
and dialect (MSA, Egypt (EGY), Levantine (LEV),
Maghreb (NOR), and Gulf). The authors of the
dataset annotate it using a crowd-sourcing plat-
form. This dataset originally consisted of a combi-
nation of two datasets, the first one is ArSarcasm
(Abu Farha and Magdy, 2020) and the second one
is DAICT (Abbes et al., 2020), Abu Farha et al.
(2021) merged the two datasets.

3.1 Dataset Statistics

In this subsection, we introduce some dataset statis-
tics that motivated us to work on SAIDS. The
ArSarcasm-v2 dataset has 15,548 tweets, 3000
tweets are kept for testing and the rest of the tweets
for training. Table 1 shows the number of exam-
ples for all task labels on the training set, as we
can see, most of the data is labeled as MSA and
non-sarcastic in dialect and sarcasm respectively.

Task Label Count
Sentiment Positive 2,180
Neutral 5,747
Negative 4,621
Sarcasm Sarcastic 2,168
Non-sarcastic | 10,380
Dialect MSA 8,562
EGY 2,675
Gulf 644
LEV 624
NOR 43
Total 12,548

Table 1: Number of labels of sentiment, sarcasm and
dialect on the training set

The relationship between sentiment labels and
both sarcasm and dialect independently can be
shown from Table 2. For the sentiment/sarcasm
part, we can see that about 90 percent of sarcastic
tweets are sentimentally labeled as negative, and
about 50 percent of non-sarcastic tweets are senti-
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mentally labeled as neutral. On the other hand, for
the sentiment/dialect part, we can see that about 50
percent of MSA tweets are sentimentally labeled
as neutral and about 50 percent of EGY tweets are
sentimentally labeled as negative. From this table,
we can conclude that the information we can get
on sarcasm and dialect will benefit the sentiment
analysis task.

POS NEU NEG
Non-sarcastic | 2,122 5,576 2,682
Sarcastic 58 171 1,939
MSA 1,405 4,486 2,671
EGY 506 793 1,376
Gulf 121 259 264
LEV 142 197 285
NOR 6 12 25

Table 2: Cross tabulation between sentiment labels and
both sarcasm and dialect labels on the training set

Table 3 shows the percentage of sarcastic tweets
on each dialect. As the number of NOR tweets is
limited, its percentage is not reliable, so we can
see that Egyptians’ tweets are the most sarcastic.
This supports the facts from table 2 that most EGY
tweets are negative and most of the sarcastic tweets
are negative tweets.

Dialect | Sarcasm percentage
MSA 10.83 %
EGY 34.77 %
Gulf 24.38 %
LEV 22.12 %
NOR 34.88 %

Table 3: Percentage of sarcastic tweets for each dialect
on the training set

4 Proposed System

This section presents a detailed description of the
proposed system. SAIDS learns sentiment analy-
sis, sarcasm detection, and dialect identification at
the same time (multi-task training), in addition, it
uses the sarcasm detection and dialect outputs as
an additional input to the sentiment analysis model
which is called "informed decision". SAIDS de-
cides the sentiment class using the information of
sarcasm and dialect class which are both outputs
itself. The main idea behind SAIDS is based on
analyzing the dataset statistics, as shown in section



3, which says that most sarcastic tweets are classi-
fied as negative tweets and most MSA tweets are
classified as neutral tweets.

4.1 System Architecture

Figure 1 shows the SAIDS architecture. The ar-
chitecture consists of four main modules, the first
module is MARBERTV2 (Abdul-Mageed et al.,
2021), it is a transformer-based model, its input
is the tweet, and its output is a sentence embedding
which is a vector of length 768. The second module
is the "Sarcasm Model", it is a binary classifier for
sarcasm, its input is the sentence embedding, and
its output is two values one for sarcastic tweets and
another for non-sarcastic tweets. The third module
is the "Dialect Model", which is identical to the
"Sarcasm Model" except that it outputs five classes
(EGY, LEV, NOR, Gulf, and MSA). The fourth
module is the "Sentiment Model", it is a classifier
for sentiment, its input is the concatenation of the
sentence embedding, sarcasm model outputs and
dialect model outputs.

Sentiment
Model

Dialect
Model

Sarcasm
Model

MARBERT

Tweet

Figure 1: SAIDS architecture

The loss function used is Cross-Entropy for sen-
timent and dialect. Of course, since sarcasm is
binary, we used binary Cross-Entropy for it.

4.2 Training Setups

This subsection describes the multiple setups that
were used to arrive at the best model performance.
The experiments carried out utilized multiple se-
tups regarding the architecture and the training
strategies.

Modules Architecture Multiple architectures
were tested for the "Sentiment Model", "Sarcasm
Model" and "Dialect Model". As a proof of concept
for the idea, we first built a simple random forest
model in each task model (random forest version).
For the real scenario, we used multi-layer neural
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network (MNN) models. The first and the simplest
is one output layer model and zero hidden layers.
The second is one or two hidden layers, then the
output layer. The third is one or two hidden layers
the output of the module is the output of the hidden
layer, which means that "Sentiment Model" inputs
is not the output layer of the "Sarcasm Model" but
the last hidden layer of it. The fourth setup is to
concatenate the last hidden layer with the output
layer and then pass it to "Sentiment Model".

What Should Be Informed The SAIDS archi-
tecture Figure 1 shows that the "Sentiment Model"
inputs are "Sarcasm Model" and "Dialect Model"
outputs but we experimented with multiple settings
in this part; sentiment analysis informed of sarcasm
only, dialect only, and both sarcasm and dialect.

Limited Backpropagation We limited the back-
propagation over the dotted lines in Figure 1. It is
used to ensure that the "Sarcasm Model" and the
"Dialect Model" learn their main target correctly.
When the model predicts sentiment incorrectly, its
loss propagates directly to the MARBERT V2 model
via the solid line and does not propagate via the
dotted lines. Also, we evaluate SAIDS without lim-
iting backpropagation which means the loss prop-
agates everywhere, and with partial limiting. The
partial limiting can be only set when the "Sarcasm
Model" has hidden layers. We then limit the back-
propagation through the sarcasm model’s output
layer but propagate it through the hidden layers.

Activation Function The experiments were car-
ried out with Softmax as the activation function for
the output of all modules. However, for the sake
of comparison, we run the training without Soft-
max for the modules outputs, which means that the
values are not from one to zero.

Task By Task Training As we train all the three
tasks together with the same model, we experi-
mented to train the first layer models, "Sarcasm
Model" and "Dialect Model", for some epochs
first, then train the full system together for mul-
tiple epochs. The motivation behind this idea is
that as long as the first layer models work correctly,
the sentiment analysis will correspondingly work
correctly. We train in multiple orders like alternat-
ing between first layer models and full system and
SO on.

Other Training Parameters In our experiments,
we built SAIDS and used the MARBERTV2 model
provided by HuggingFace’s transformers library
(Wolf et al., 2020). Most of the experiments trained



for five epochs except for a low learning rate where
it was twenty epochs. For the learning rate, we used
arange from le % to 1e~%. The sequence was trun-
cated to a maximum length of 128 tokens. Adam
(Kingma and Ba, 2015) was used as an optimizer
for all models.

5 Results

In this section, the results achieved with SAIDS
are discussed. For the sake of comparison, base-
lines were built for the system. To initially evaluate
the idea itself, a random forest model baseline was
built and compared with the random forest version
of SAIDS. Baselines for real scenario are baseline
one (B1) which is identical to BERTModelForSe-
quenceClassification class in HuggingFace’s (Wolf
et al., 2020), which takes the MARBERTV2 sen-
tence embedding and passes it to the output layer
for classification, and baseline two (B2) which uses
two hidden layers before the classification layer, the
hidden layer size is equal to the "Sentiment Model"
hidden layer size, and baseline three (B3) which
uses a larger hidden layer size to match the total
number of trained parameters of SAIDS model.

For evaluation, we used the original metrics de-
scribed for the dataset (Abu Farha et al., 2021).
For sentiment analysis, the metric is the average of
the F1-score for the negative and positive classes
(FPN). For sarcasm detection, the metric is F1-
score for the sarcastic class only (FSar). For dialect
identification, we used the weighted average of the
F1-score for all dialects (WES).

5.1 Results of Different Training Setups

This subsection presents the results of the training
setups and describes the best setup that was chosen
for the proposed model. For each part of this sub-
section, every other setup was not changed to make
the comparison fair.

Modules Architecture As a proof of concept
for our system, the random forest (RF) model base-
line was compared with the informed random for-
est (IRF) which is the random forest version of
SAIDS. Table 4 shows that IRF outperforms RF
where the FPN is improved by 3 percent which is
due to the proposed architecture. The information
gained from the new inputs, "outputs of sarcasm
model" and "outputs of dialect model", was 5 and
4 percent respectively. This means that about 10
percent of the sentiment analysis decision came
from the newly added information.
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Model FPN
Random Forest 59.36
Informed Random Forest | 62.34

Table 4: Performance comparison for the proof of con-
cept on the validation set

For the MNN architecture of the modules, multi-
ple numbers of hidden layers were trained. At each
experiment, all the modules have the same number
of hidden layers. Table 5 shows that using zero
hidden layers gives the best results. So no hidden
layer setup was used in SAIDS.

Model FPN
0 Hidden Layer | 75.23
1 Hidden Layer | 74.90
2 Hidden Layer | 74.89

Table 5: Performance comparison for the number of
hidden layers in modules on the validation set

What Should Be Informed Experiments were
also done to find the best features to use while
analysing sentiment. Table 6 shows that using both
dialect and sarcasm is better than using only one
of them and of course better than not using any of
them which is the baseline. With a quick obser-
vation, it was found out that the dialect benefits
the sentiment more than the sarcasm, this can be
obvious when speaking about MSA tweets because
most of them are labeled as neutral on sentiment.
Accordingly, sarcasm and dialect information was
used in SAIDS.

Model FPN
Not Informed (B1) 72.40
Informed of sarcasm 73.67
Informed of dialect 74.41
Informed of sarcasm and dialect | 75.23

Table 6: Performance comparison for what should be
informed on the validation set

Limited Backpropagation Experiments were
also done to find the best path for backpropagation
to work with. "Full limit" is when the loss does not
propagate through the "Sarcasm model" and "Di-
alect Model", "Partial limit" is when it propagates
through some layers, and "Unlimited" is when it
propagates through all layers. The model was com-
posed of two hidden layers while running these
experiments. Table 7 shows that "Partial limit" gets



better results than the others, but on SAIDS we did
not use it as we used a no hidden layer setup, so we
used the "Full limit" backpropagation.

Model FPN
Full limit 74.23
Partial limit | 74.89
Unlimited 72.31

Table 7: Performance comparison for limiting backprop-
agation on the validation set

Activation Function For the sake of compari-
son, the Softmax layer was removed from the out-
put layer of the model in the experiments. Table 8
compares both setups, it shows that, as expected,
using Softmax is better than not using it, as it quan-
tify the probability of being sarcasm or being a
certain dialect. So in SAIDS, Softmax was used on
each module.

Model | FPN
With Softmax 75.23
Without Softmax | 72.15

Table 8: Performance comparison for the activation
function setting on the validation set

Task By Task Training Experiments were also
done with training the three tasks together at the
same time (All tasks), and multiple sets of the train-
ing sequence. The first is one epoch of training for
sarcasm and dialect, and the rest for the full system
(Seq 1). The second is odd epochs for sarcasm and
dialect and even epochs for the full system (Seq
2). The third is two epochs of training for sarcasm
and dialect and the rest for sentiment only (Seq 3).
Table 9 shows that Seq 1 performs better than the
other sequences, so we used it for the final model
training.

Model FPN
All tasks | 74.35
Seq 1 75.23
Seq 2 73.49
Seq 3 73.01

Table 9: Performance comparison for different model
training sequences on the validation set

Summary of Used Setups SAIDS used infor-
mation from sarcasm and dialect models, which
are both one classification layer with no hidden lay-
ers, the sentiment loss does not propagate through

sarcasm and dialect models, and the Softmax ac-
tivation function was used on each model output.
The used training sequence was one epoch of train-
ing for sarcasm and dialect, and the rest epochs for
the full system.

5.2 Results comparison with literature

SAIDS was trained and compared to the baselines
we built and also the state-of-the-art models. Ta-
ble 10 shows that SAIDS outperforms the existing
state-of-the-art models on the sentiment analysis
task. SAIDS’s main task is sentiment analysis, the
sarcasm detection and dialect identification are con-
sidered secondary outputs. Although the FSar score
for SAIDS is considerably high, it is ranked third
in the state-of-the-art models. On the other hand,
most works that achieve state-of-the-art results are
using different models for each task but in the pro-
posed architecture, one model is used for both. The
model also outputs the dialect, it achieves 71.13
percent on the weighted F1-score metric, but the
literature has not reported the dialect performance
so it is not included in the table.

Model FPN FSar
Baseline 1 71.60 58.41
Baseline 2 72.53 58.61
Baseline 3 73.11 58.62
El Mahdaouy et al. (2021) | 74.80 60.00
Song et al. (2021) 73.92 61.27
Abdel-Salam (2021) 73.21 56.62
Wadhawan (2021) 72.55 58.72
SAIDS 75.98 59.09

Table 10: Performance comparison for the state-of-the-
art models and SAIDS on the test set

6 Conclusion

Sentiment analysis is an important system that is be-
ing used extensively in decision-making, though it
has different drawbacks like dealing with sarcastic
sentences. In this work, we propose SAIDS which
is a novel model architecture to tackle this prob-
lem. SAIDS essentially improves the sentiment
analysis results while being informed of sarcasm
and dialect of the sentence. This was achieved by
training on the ArSarcasm-v2 dataset which is la-
beled for sentiment, sarcasm, and dialect. SAIDS’s
main target is to predict the sentiment of a tweet. It
is trained to predict dialect and sarcasm, and then
make use of them to predict the sentiment of the



tweets. This means that while the model is pre-
dicting the sentiment, it is informed of its sarcasm
and dialect prediction. SAIDS achieved state-of-
the-art performance on the ArSarcasm-v2 dataset
for predicting the sentiment; 75.98 percent average
F1-score for negative and positive sentiment. For
sarcasm detection, SAIDS achieved a 59.09 percent
F1-score for the sarcastic class, whereas for dialect
identification it achieved a 71.13 percent weighted
F1-score for all the dialects. We believe that this
model architecture could be used as a starting point
to tackle every challenge in sentiment analysis. Not
only sentiment analysis but also this is a general
architecture that can be used in any context where
the prediction of a task depends on other tasks. The
idea behind the architecture is intuitive, train for
both tasks and inform the model of the dependent
task with the output of the independent task.
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Abstract

Like most natural language understanding and
generation tasks, state-of-the-art models for
summarization are transformer-based sequence-
to-sequence architectures that are pretrained
on large corpora. While most existing models
focus on English, Arabic remains understud-
ied. In this paper we propose AraBART, the
first Arabic model in which the encoder and
the decoder are pretrained end-to-end, based
on BART (Lewis et al., 2020). We show that
AraBART achieves the best performance on
multiple abstractive summarization datasets,
outperforming strong baselines including a pre-
trained Arabic BERT-based model, multilin-
gual BART, Arabic TS5, and a multilingual
T5 model. AraBART is publicly available on
github'and the Hugging Face model hub?.

1 Introduction

Summarization is the task of transforming a text
into a shorter representation of its essential mean-
ing in natural language. Extractive approaches
(Nallapati et al., 2017; Narayan et al., 2018b; Zhou
et al., 2018; See et al., 2017) identify informative
spans in the original text and stitch them together to
generate the summary. Abstractive approaches on
the other hand are not restricted to the input (Rush
et al., 2015; Chopra et al., 2016; Dou et al., 2021).

While the vast majority of published models in
both categories focus on English, some tackle other
languages including Chinese (Hu et al., 2015) and
French (Kamal Eddine et al., 2021b), while Arabic
remains understudied. In fact, most Arabic summa-
rization models are extractive (Qassem et al., 2019;
Alshangiti et al., 2021). They generate explainable
and factual summaries but tend to be verbose and
lack fluency. Addressing this problem, abstractive
models are flexible in their word choices, resort-
ing to paraphrasing and generalization to obtain

1https ://github.com/moussaKam/arabart
2https ://huggingface.co/moussakKam/AraBART
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more fluent and coherent summaries. Sequence-to-
sequence (seq2seq) is the architecture of choice
for abstractive models. Al-Maleh and Desouki
(2020), for instance, apply the pointer-generator
network (See et al., 2017) to Arabic, while Khalil
et al. (2022) propose a more generic RNN-based
model.

There are, however, two main issues with ab-
stractive models as applied to Arabic. First, they
are trained and evaluated either on extractive
datasets such as KALIMAT (El-Haj and Koulali,
2013) and ANT Corpus (Chouigui et al., 2021),
or on headline generation datasets such as AHS
(Al-Maleh and Desouki, 2020), which only con-
tains short and rather extractive headlines. Second,
despite their state-of-the-art performance, abstrac-
tive models frequently generate content that is non-
factual or unfaithful to the original text. Maynez
et al. (2020) showed that English models that are
based on the Transformer architecture such as
BERT2BERT (Rothe et al., 2020) efficiently mit-
igate this phenomenon thanks to pretraining on
large corpora. Therefore, Elmadani et al. (2020)
finetuned a pretrained BERT using the encoder-
decoder architecture of BERTSUM (Liu and Lapata,
2019). However, only the encoder is pretrained, the
decoder and the connection weights between the
encoder and the decoder are initialized randomly
which is suboptimal.

To address these two problems, we propose
AraBART, the first sequence-to-sequence Arabic
model in which the encoder, the decoder and their
connection weights are pretrained end-to-end using
BART’s denoising autoencoder objective (Lewis
et al., 2020). While the encoder is bidirectional,
the decoder is auto-regressive and thus more suit-
able for summarization than BERT-based mod-
els. We finetuned and evaluated our model on
two abstractive datasets. The first is Arabic Gi-
gaword (Parker et al., 2011), a newswire headline-
generation dataset, not previously exploited in Ara-
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bic abstractive summarization; the second is XL-
Sum, a multilingual text summarization dataset
for 44 languages including Arabic (Hasan et al.,
2021). We evaluate our model and the other base-
lines using both automatic and manual evaluation.
In the former we use ROUGE (Lin, 2004) and
BERTScore (Zhang et al., 2020), while in the latter
we collect human annotations assessing the quality
and the faithfulness of the individual summaries
generated by different systems. AraBART achieves
state-of-the-art results outperforming pretrained
BERT-based models, T5-based models (Xue et al.,
2021; Al-Maleh and Desouki, 2020), as well as a
much larger model, mBART?25 (Liu et al., 2020), a
multilingual denoising auto-encoder pretrained on
25 different languages using the BART objective.
This improvement is observed in both automatic
and manual evaluation.

In Section 2, we present the architecture and
the pretraining settings of AraBART. In Section 3,
we conduct an automatic evaluation of AraBART
against four strong baselines on a wide range of ab-
stractive summarization datasets. In Section 4, we
present a detailed human evaluation using quality
and faithfulness assessments. Finally, we discuss
related work in Section 5.

2 AraBART

AraBART follows the architecture of BART Base
(Lewis et al., 2020), which has 6 encoder and 6
decoder layers and 768 hidden dimensions. In to-
tal AraBART has 139M parameters. We add one
additional layer-normalization layer on top of the
encoder and the decoder to stabilize training at
FP16 precision, following (Liu et al., 2020). We
use sentencepiece (Kudo and Richardson, 2018) to
create the vocabulary of AraBART. We train the
sentencepiece model on a randomly sampled subset
of the pretraining corpus (without any preprocess-
ing) with size 20GB. We fix the vocabulary size to
50K tokens and the character coverage to 99.99%
to avoid a high rate of unknown tokens.

2.1 Pretraining

We adopt the same corpus used to pretrain
AraBERT (Antoun et al., 2020). While Antoun
et al. (2020) use a preprocessed version of the cor-
pus, we opted to reverse the preprocessing by using
a script that removes added spaces around non-
alphabetical characters, and also undo some words
segmentation. The use of a corpus with no prepro-
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cessing, makes the text generation more natural.
The size of the pretraining corpus before/after sen-
tencepiece tokenization is 73/96 GB.

Pretraining Objective AraBART is a denoising
autoencoder, i.e., it learns to reconstruct a corrupted
text. The noise functions applied to the input text
are the same as in Lewis et al. (2020). The first
noise function is text infilling, where 30% of the
text is masked by replacing a number of text spans
with a [MASK] token. The length of the spans is
sampled from a Poisson distribution with A = 3.5.
The second noise function is sentence permutation,
where the sentences of the input text are shuffled
based on the full stops.

Pretraining Settings AraBART pretraining took
approximately 60h. The pretraining was carried
out on 128 Nvidia V100 GPUs which allowed for
25 full passes over the pretraining corpus. We used
the Adam optimizer with ¢ = 107%, 8; = 0.9,
and B2 = 0.98 following Liu et al. (2019). We
use a warm up for 6% of the pretraining where the
learning rate linearly increases from 0 to 0.0006,
then decreases linearly to reach O at the end of the
pretraining. We fixed the update frequency to 2 and
we used a dropout 0.1 in the first 20 epochs and we
changed it to O in the last 5 epochs. Finally we used
FP16 to speed up the pretraining. The pretraining
is done using Fairseq (Ott et al., 2019).

3 Experiments

Although AraBART can be adapted to be finetuned
on different NLP tasks, our main focus in this work
is abstractive summarization. Our motivation is
that other tasks (e.g., text classification, named en-
tity recognition, etc.) can be performed using other
existing pretrained models with BERT-like archi-
tectures. However, when it comes to generative
tasks, these models underperform and cannot be
easily adapted.

3.1 Datasets

To evaluate our model, we use several datasets
that consist mostly of news articles annotated with
summaries with different level of abstractiveness.
The first 7 datasets (AAW, AFP, AHR, HYT, NHR,
QDS and XIN) are subsets of the Arabic Gigaword
(Parker et al., 2011) corpus.® Each one is a differ-

3The datasets come from different Arabic newswire
sources: AAW (Asharq Al-Awsat), AFP (Agence France
Presse), AHR (Al-Ahram), HYT (Al Hayat), NHR (An Nahar),
QDS (Al-Quds Al-Arabi), XIN (Xinhua News Agency).



Datasets
AAW | AHR | AFP | HYT | NHR | QDS | XIN | MIX | XL-S | XL-T
Average document | 453.3 | 394.2 | 232.8 | 474.0 | 455.9 | 450.6 | 187.2 | 364.5 | 428.7 | 428.7
# of Tokens | summary | 155 | 92 | 83 | 112 | 104 | 80 | 82 | 94 | 256 | 94
% Novel unigrams | 44.2 | 46.5 | 30.7 | 42.4 | 46.5 | 249 | 26.4 | 40.0 | 53.5 | 443
N-grams bigrams | 78.5 | 78.4 | 63.6 | 78.6 | 80.7 | 46.9 | 48.5 | 72.2 | 85.8 | 81.2
in Summary | trigrams | 91.2 | 91.3 | 81.9 | 92.0 | 92.8 | 57.5 | 60.8 | 86.3 | 95.2 | 94.1

Table 1: Statistics of Gigaword subsets, as well as XL-Sum summaries (XL-S) and titles (XL-T). The first two
lines show the average document and summary lengths. The last three lines show the percentage of n-grams in the
summary that do not occur in the input article, used here as a measure of abstractiveness (Narayan et al., 2018a).

Layers | Params | Vocab. size Pretraining Pretrz.lining Co.rpus Multilingual
hours devices size
AraBART 12 139 50 60 128 GPUs 73 No
mBART25 | 24 610 250 432 256 GPUs 1369 Yes
mT5;, .. 12 390 250 - - 27,000 Yes
AraT5;,, 12 282 30 80 TPUs v3-8 70 No
Cc2C 24 275 30 108 TPUs v3-8 167 No

Table 2: Sequence-to-sequence models used in the experiments. Parameters are given in millions, vocab sizes in
thousands, and corpus sizes in GB. C2C stands for CAMeLBERT2CAMEeLBERT. - refers to unspecified information.

ent news source, composed of document-headline
pairs. In all these datasets we use a train set of 50K
examples, a validation set of size 5K examples and
a test set of size SK examples, selected randomly.
The MIX dataset consists of 60K examples uni-
formly sampled from the union of the 7 different
sources.

In addition to the Arabic Gigaword corpus, we
use XL-Sum (Hasan et al., 2021). The news articles
in XL-sum are annotated with summaries and titles,
thus creating two tasks: summary generation, and
title generation.

Table 1 shows that the different datasets used
in our experiments cover a wide range of arti-
cle/summary lengths and levels of abstractiveness.
This variation can be explained by the fact that
the target sentences in each dataset follow a dif-
ferent headline writing style. For example, the
summaries of the QDS dataset which are the short-
est and the less abstractive on average, are more
like titles extracted from the first paragraph with
minimal reformulation. On the other hand, the sum-
maries of XI.-Sum, which are the longest and the
most abstractive, contain information interspersed
in various parts of the input text.
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3.2 Baselines

We compare our model to four types of state-of-
the-art sequence-to-sequence baselines. The first,
called CAMeLBERT2CAMEeLBERT (C2C), is a
monolingual seq2seq model based on BERT2BERT
(Rothe et al., 2020). The encoder and decoder
are initialized using CAMELBERT (Inoue et al.,
2021) weights while the cross-attention weights are
randomly initialized.* C2C has 275M parameters
in total.

The second baseline is mBART?25 (Liu et al.,
2020) which is a multilingual BART pretrained on
25 different languages including Arabic. Although
mBART25 was initially pretrained for neural ma-
chine translation, it was shown that it can be used
in monolingual generative tasks such as abstrac-
tive summarization (Kamal Eddine et al., 2021b).
mBART25 has 610M parameters in total.

Another multilingual model that we include as
a baseline in our experiments is mT5,,s. (Hasan
et al., 2021). mT5 is a multilingual variant of T5
(Raffel et al., 2020) pretrained on the mC4 dataset
- a large corpus comprising 27T of natural text in
101 different languages including Arabic. mT5y,4

“We experimented with ARABERT (Antoun et al., 2020)
which was slower to converge and didn’t achieve better per-
formance.



has 390M parameters in total. Another recently
released T5-based model is AraT5, pretraind on
70GB of natural text written in modern standard
Arabic. For a fair comparison, we use the base
version of mT5 and AraT5. Table 2 summarizes
the specifications of the different models used in
our experiments.

3.3 Training and Evaluation

We finetuned each model for three epochs, using
the Adam optimizer and 5 x 10~5 maximum learn-
ing rate with linear decay scheduling. In the gen-
eration phase we use beam-search with beam size
of 3. Ideally, an optimal hyperparameter search
should be applied for each model. However, given
the huge hyperparameter space on the one hand
and the significant number of evaluation datasets,
on the other hand, searching for optimal hyperpa-
rameter combinations would be considerably time-
consuming and energetically inefficient. Given that,
we opted for a fixed configuration for all models
chosen based on the previous similar efforts (Lewis
et al., 2020; Kamal Eddine et al., 2021b).

For evaluation, we first normalized the output
summaries as is common practice in Arabic: we
removed Tatweel and diacritization, normalized
Alif/Ya, and separated punctuation marks. We
report ROUGE-1, ROUGE-2 and ROUGE-L F1-
scores (Lin, 2004). However, these metrics are
solely based on surface-form matching and have a
limited sense of semantic similarity (Kamal Eddine
et al., 2021a). Thus we opted for using BERTScore
(Zhang et al., 2020), a metric based on the similar-
ity of the contextual embeddings of the reference
and candidate summaries, produced by a BERT-
like model.”

3.4 Results

We observe in Table 3 that AraBART outperforms
C2C on all datasets with a clear margin. This is
probably a direct consequence of pretraining the
seq2seq architecture end-to-end.

AraBART also outperforms mBART?25 on XL-
Sum which is the most abstractive dataset. On
Gigawords, AraBART is best everywhere except
on AHR with mitigated results. On QDS, the set
with the least abstractive summaries (see Table 1),
however, it falls clearly behind mBART?25 on all
metrics. In fact, we notice that the gap between

SWe use the official implementation (https://github.
com/Tiiiger/bert_score) with the following options: -m
UBC-NLP/ARBERT -1 9 (Chiang et al., 2020)
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AraBART and the baselines is greater on the XL-
Sum dataset than on Gigaword. For instance, our
model’s ROUGE-L score is 2.9 absolute points
higher that mBART25 on XL-S while the maxi-
mum margin obtained on a Gigaword subset is 1.4
points on AAW and HYT. We observe a tendency
for AraBART to outperform mBART on more ab-
stractive datasets. In fact, the margin between their
BERTScores is positively correlated with abstrac-
tiveness as measured by the percentage of novel
trigrams.®

Figure 1 presents some examples of the output
of the various systems we studied. The input news
articles corresponding to the summaries in Figure 1
are shown in Appendix A.

4 Human Evaluation

To validate the automatic evaluation results, we
conducted a detailed manual evaluation that covers
two aspects: quality and faithfulness. We con-
sidered 100 documents randomly sampled from
the test set along with their respective candidate
summaries. The systems included in the manual
evaluation are: AraBART, mBART25, mT,. and
CAMeLBERT2CAMeLBERT (C2C).” In addition
to the generated summaries, we include the refer-
ence summaries following Narayan et al. (2018a);
Kamal Eddine et al. (2021b). The annotations were
carried out by 14 Arabic native speaker volunteers.
To guarantee a better quality assessments, each ex-
ample was annotated by two volunteers separately.
The guidelines provided to the annotators are pre-
sented in Figure 2.

4.1 Quality Evaluation

To assess the overall quality of system summaries
we use the Best-Worst Scaling (BWS) method
(Narayan et al., 2018a). For each document, the an-
notators were provided with the list of all possible
combinations of summary pairs. They were asked
to choose the best summary of each of the pairs.
To help them in their decisions the annotators were
asked to focus on three aspects: factuality (does the
summary contain factual information?), relevance
(does the summary capture the important informa-
tion in the document?) and fluency (is the summary
written in well-formed Arabic?).

%With a Pearson R score of 0.6625 and p-value<0.05.

"We separately evaluate the AraT5 model (Al-Maleh and
Desouki, 2020), which was not yet published at the time of
this human evaluation, in Section 4.3.


https://github.com/Tiiiger/bert_score
https://github.com/Tiiiger/bert_score

| Source| Model | R1 | R2 | RL | BS |

| Source| Model | R1 | R2 | RL | BS |

AAW | AraBART |30.7 | 15.3|27.4 | 62.5 ODS | AraBART | 62.1|53.9|61.4]80.3
mBART25 [29.5|14.4|26.0|61.5 mBART25 | 62.4 | 54.1 | 61.7 | 80.4
mT5p,se 26.3|11.9(23.3|61.5 mTS5p,se 59.3150.5|58.5|78.7
AraT5p,6 |24.1| 9.8]21.3]56.7 AraT5p,sc | 56.347.1 556|764
c2C 24.6| 9.9121.7|58.3 c2C 5791489 (574|773

AFP | AraBART |55.0 |37.9|53.4|77.5 XIN | AraBART | 66.0 | 53.9 | 65.1 | 84.4
mBART25 | 54.8 | 37.3|52.877.2 mBART25 | 65.1 | 53.4|64.2|84.0
mT5p,se 52.8135.8|51.0|61.5 mT5p,se 64.152.2]63.2|83.4
AraT5p,s | 47.8129.6|46.3|73.6 AraT5,,s. | 61.5|48.5]60.6 | 82.3
c2C 50.032.248.4|74.8 c2C 62.4|50.161.6|82.5

AHR | AraBART |39.1|25.4|37.7 | 68.2 MIX | AraBART |39.2|25.5|37.6|67.6
mBART25 | 39.1 |26.1 | 37.5 | 68.1 mBART25 | 39.0 |25.6 |37.1|67.2
mT5pqse 33.3(20.1|31.7 | 64.7 mT5p4se 33.1|20.0|31.5|64.0
AraT5p,se |25.6(12.9 2441594 AraT5p.s |32.2|18.8]|30.8|62.2
Cc2C 33.0|19.7 | 31.8 | 63.5 c2C 32.8(19.1 |31.4|62.5

HYT | AraBART |33.1|17.5|30.7 | 63.8 XL-S | AraBART | 34.5|14.6 | 30.5 | 67.0
mBART25 | 32.0 | 16.2 | 29.3 | 63.1 mBART25 | 32.1 | 12.5]|27.6 | 65.3
mTS5pqse 29.9114.5|27.5|62.0 mT5pqse 32.8|12.7]28.7|65.8
AraT5p,s |26.3|10.7|24.2]58.0 AraT5p.s |25.2| 7.6|21.6]58.1
c2C 27.4111.5]252(59.6 c2C 26.9| 87(23.1|61.6

NHR | AraBART |32.0 17.2 |30.3 | 61.2 XL-T | AraBART |32.0 |13.7 |29.4 | 65.8
mBART25 | 31.0 | 16.2 | 29.2 | 60.3 mBART25 [ 29.8 | 11.7 | 26.9 | 64.3
mT5p4se 27.3]113.3]25.6|58.5 mT5pqse 257 9.3]23.5|61.6
AraT5ps | 19.5| 7.5]|18.3|51.1 AraT5ps |24.0| 7.1]|21.8]57.3
c2C 24.1110.0 (229 53.0 Cc2C 2521 791229]61.1

Source Model \ R1 \ R2 \ RL \ BS ‘
Macro | AraBART |42.4 | 28.8 | 40.3 | 69.8
Averages | mBART?25 | 41.5|28.1|39.2|69.1
mT5p,se 38.5]24.0]36.5|66.2
AraT5p,s | 34.2120.0]32.5]63.5
c2C 36.4|23.134.6|654

Table 3: The performance of AraBART, mBART25, mT545¢, AraTSpqse, and C2C (CAMeLBERT2CAMeLBERT)
on all datasets in terms of ROUGE-1 (R1), ROUGE-2 (R2), ROUGE-L (RL) and BERTScore (BS). Macro averages

are computed over all datasets.

Table 4 shows a pairwise comparison between
the models with regard to their overall quality. The
scores represent the percentage of the times the row
model was chosen as better than the column model.
The last column in the table represents the BWS
score, which is, for each model the percentage of
time the model’s summary was chosen as best mi-
nus the percentage of time it was chosen as worst
(Narayan et al., 2018a).

The manual quality assessment showed the same
ranking as the automatic evaluation presented in
Table 3. However, in the current assessment, the

35

differences between the models’ performances vary.
For example, AraBART, which is the top per-
forming model, has a wider margin compared to
mBART25. On the other hand, mBART?25 lost
its significant margin compared to the mT5 model.
These findings highlight the importance of carrying
out manual evaluation in the context of abstractive
summarization generation. Finally, AraBART sum-
maries were even judged as being of better quality
than some references by the annotators. While
this finding could seem problematic, it is in line
with previous efforts (Narayan et al., 2018a; Ka-
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Reference
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A US military court will hear, later in the day, the case of

the US military psychiatrist, Nidal Hassan, who confessed
to killing 13 people and wounding more than thirty others
in a shooting at Fort Hood base four years ago.

AraBART
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Nidal Hassan, accused of killing 13 US soldiers at a
military base in Afghanistan, appeared before a military
court in Fort Hood.

mBART25
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W GBI o8/ by B L b WYy G S B S

An Afghan man confessed to killing 13 US soldiers and
wounding others at a US military base in Virginia last
November.

C2C
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The American cleric, Hassan Hassan, said that he "could
not kill one of his soldiers", after he killed an American
soldier in a military base

mT5
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A California military court has sentenced to death a man
who killed 13 US soldiers at a US military base in 2009.

AraT5
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US officials said that the commander of a US military base
in Afghanistan, Abdullah Hassan, killed 11 soldiers in an
attack on a US military base in Afghanistan.
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Reference
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British star Sir Roger Moore died on Tuesday at the age of
89.

AraBART
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British actor Roger Moore has died at the age of 91, after a
battle with cancer.

mBART25
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The family of famous film star Roger Moore said that their
father passed away at the age of 91 after a long battle with
cancer.

C2C
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Renowned British actor Roger Moore, best known for his
role as James Bond in the movie "Grand Slam", has died at
the age of 91.

mT5
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Sir Roger Moore, star of James Bond, has died at the age of
67 in Switzerland after a short battle with cancer.

AraT5
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The family of British spy James Bond, who was was was
was at the age of 65, that their late father died in France
after a long struggle with cancer.
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A recent study - dealing with stem cells - revealed the
effect of cigarettes on fetuses.

AraBART
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A scientific study concluded that smoking by mothers
during pregnancy has harmful effects on fetuses.

mBART25

S8 el SL) e 0 ) e e By s
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A recent scientific study concluded that cigarette smoking
by mothers has harmful effects on male fetuses and female
fetuses.

C2C

1 e 36 d 05 8 oW (3 Flnadl (i 01 el JB
BRI

Scientists said that smoking cigarettes in the intestines may
have an effect on human health.

mT5

S SV e (0% B Sl O Byus 2ulys gl

Yl e S 5100

A recent study showed that smoking by mothers may cause
significant harm to fetuses.

AraT5

et 8 S Gl G oLl G ) O] ol JB
S M o 8 s 1) 50

Scientists said that smoking in women at the age of early
age may cause serious damage to liver cells.

Figure 1: Three selected examples contrasting the output of the various systems we studied. All examples are from
the XL-Sum summaries test set. We provide English translations to provide context for the general readers.
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] Quality Assessment

Faithfulness Assessment ‘

In this task, pairs of generated summaries
(headlines) are compared together. If we judge
the first summary to be better than the second
one you fill the scores column with 1, other-
wise fill it with 2. To make a decision you can
think of different aspects of quality: factuality
(does the summary contain factual informa-
tion?), relevance (does the summary capture
the important information in the document?)
and fluency (is the summary written in well-
formed Arabic?).

In this task we have 5 summaries (headlines)
generated by 5 different models. Some of them
contain unfaithful information, that is informa-
tion that is not covered by the source document
(even if it is factual). The unfaithful informa-
tion should be replaced by a # symbol. If we
have multiple consecutive information judged
as unfaithful, the text span should be replaced
with multiple # symbols.

Figure 2: The guidelines we provided to the human evaluators to evaluate in terms of Quality and Faithfulness.

System ‘ Reference | AraBART ‘ C2C ‘ mBART ‘ mT5 H BWS Score
Reference - 44.7 79.0 53.0 56.5 16.65
AraBART 553 - 82.85 | 54.75 58.5 25.6
C2C 21.0 17.15 - 14.5 15.5 -65.9
mBART 47.0 45.25 85.5 - 50.5 14.2
mT5;,. 43.5 41.5 84.5 49.5 - 9.55

Table 4: Human evaluation using Best-Worst Scaling (BWS). The numbers in the first five columns represent
the percentage of the times the row model was chosen as better than the column model. The BWS score is the
percentage of time the model’s summary was chosen as best minus the percentage of time it was chosen as worst.

mal Eddine et al., 2021b). The lower scores of
the reference summaries are related to the nature
of the task itself. The news headline generation
task considers headlines as summaries. However
these headlines, while being relevant and fluent,
may contain some information that is not presented
by the input document such as names and dates.
These bits of information are considered by the hu-
man annotators as inaccurate or non-factual. This
assumption is confirmed in the next section.

4.2 Faithfulness Evaluation

Recent efforts have shown that automatic systems
are highly prone to generate content that is unfaith-
ful to the source document (Maynez et al., 2020;
Chen et al., 2021). Thus, we opted for a manual
evaluation that focuses on the summaries’ faithful-
ness. In this evaluation task, we asked the annota-
tors to detect unfaithful spans. A span is considered
as unfaithful if it contains information that is not
covered by the input document even if the informa-
tion is factual (Maynez et al., 2020).

Automatic metrics based on surface token
(e.g., Rouge) or distributional semantic (e.g.,
BERTScore) overlap between the reference and

Unfaithful | Faithful
System Spans # | Words %
Reference 2.31 77.91
AraBART (ours) 1.36 84.47
C2C 3.18 61.80
mBART 1.68 81.31
mTy, .. 1.49 81.62

Table 5: Faithfulness results in terms of the average
number of unfaithful spans of text in summaries (less is
more faithful), and the percentage of faithful words in
summaries (higher is more faithful).

the generated summaries are not sufficient for ab-
stractive summarization evaluation. This is mainly
because they are not able to capture the faithfulness
of the summary with respect to the input document.
This is why, manually assessing the faithfulness
of the summary could be very useful for evaluat-
ing the summarization systems. Table 5 shows the
degree of faithfulness of each model to the input
document.

Here again, AraBART outperforms all the other
systems, obtaining a lower number of unfaithful

37



spans and a higher percentage of faithful summary
words. On the other hand, the reference summaries
are outperformed by AraBART and two other base-
lines which confirms our assumption in Section 4.1
about the underperformance of the reference sum-
maries compared to AraBART. The difference in
the system rankings and the improvement margins
between the automatic, the quality and the faith-
fulness evaluations, highlights the importance of
conducting a detailed evaluation considering vari-
ous aspects and dimensions.

4.3 AraBART vs AraT5

At the time we carried out the manual evaluation,
the AraT5 model (Al-Maleh and Desouki, 2020)
was not yet published. For this reason we per-
formed a separate quality assessment evaluation
comparing AraT5 to AraBART only. We used the
same 100 documents as previously, and the anno-
tators had to choose the better summary among
those of AraT5 and AraBART following the same
guidelines of the overall quality assessment. Three
annotators participated in this evaluation task, and
each document was annotated by only one partici-
pant. The final score shows that 91.5% of the time
AraBART summaries were chosen as best, which
again shows the superiority of AraBART in the
abstractive summarization task.

5 Related Work

Arabic Summarization The overwhelming ma-
jority of past Arabic models are extractive
(Douzidia and Lapalme, 2004; Azmi and Al-
thanyyan, 2009; El-Haj et al., 2011; El-Shishtawy
and El-Ghannam, 2012; Haboush et al., 2012;
Belkebir and Guessoum, 2015; Qaroush et al.,
2021; Ayed et al., 2021). Recently, seq2seq ab-
stractive models for Arabic have been proposed
in the literature (Al-Maleh and Desouki, 2020;
Suleiman and Awajan, 2020; Khalil et al., 2022),
but none of them used pretraining. Fine-tuning
Transformer-based language models like BERT
(Devlin et al., 2019) has been shown to help Arabic
abstractive (Elmadani et al., 2020) and extractive
(Helmy et al., 2018) summarization, but unlike
AraBART, not all components of the model are pre-
trained. Readily-available multilingual pretrained
seq2seq models have been applied to Arabic sum-
marization. Kahla et al. (2021) uses mBART?25
(Liu et al., 2020) in cross-lingual transfer setup on
an unpublished dataset, while Hasan et al. (2021)
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experiment with mT5 (Xue et al., 2021) on XL-
Sum. Our model, tailored specifically for Arabic,
outperforms mBART25 and mT5 for almost all
datasets despite having a smaller architecture with
less parameters.

Arabic Datasets Most available datasets for Ara-
bic are extractive (El-Haj et al., 2010; Chouigui
et al., 2021), use short headlines that are designed
to attract the reader (Webz.io, 2016; Al-Maleh and
Desouki, 2020), or contain machine-generated (El-
Haj and Koulali, 2013) or translated (El-Haj et al.,
2011) summaries. Notable exceptions we choose
for our experiments are Gigaword (Parker et al.,
2011) and XL-Sum (Hasan et al., 2021) because
they cover both headline and summary generation,
contain multiple sources, and manifest variable lev-
els of abstractiveness as shown in Table 1.

Pretrained seq2seq models BART-based mod-
els have been developed for multiple language in-
cluding English (Lewis et al., 2020), French (Ka-
mal Eddine et al., 2021b) and Chinese (Shao et al.,
2021) in addition to multilingual models (Liu et al.,
2020). While they can be finetuned to perform any
language understanding or generation tasks, we
focus on summarization in this work.

6 Conclusion and Future Work

We release AraBART, the first sequence-to-
sequence pretrained Arabic model. We evaluated
our model on a set of abstractive summarization
tasks, with different level of abstractiveness. We
compared AraBART to a number of state-of-the-art
models and we showed that it outperforms them
almost everywhere despite the fact that it is smaller
in terms of parameters.

In future work, we are planning to extend
the model to multitask setups to take advantage
of availability of both titles and summaries in
some datasets including XL-Sum, and use external
knowledge sources to improve faithfulness. We
will also explore new directions for automatic sum-
marization evaluation on morphologically rich lan-
guages like Arabic. We would like to use AraBART
in other text transformation and generation tasks,
such as spelling and grammar correction.
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Ethical Considerations

Limitations Our models are optimized for news
text summarization; we do not expect comparable
performance on other summarization tasks without
additional training data.

Risks We acknowledge that our models some-
times produce incorrect non-factual and non-
grammatical output, which can be misleading to
general users.

Data All the data we used comes from reputable
news agencies and does not contain unanonymized
private information or malicious social media con-
tent.

Models We will make our pretrained and fine-
tuned models available on the well known Hugging
Face models hub®, so they can be easily used and
distributed for research or production purposes.
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Figure 3: The input news articles corresponding to the summaries in Figure 1
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Abstract

This paper presents an attempt to build a Mod-
ern Standard Arabic (MSA) sentence-level sim-
plification system. We experimented with sen-
tence simplification using two approaches: (i)
a classification approach leading to lexical sim-
plification pipelines which use Arabic-BERT, a
pre-trained contextualised model, as well as a
model of fastText word embeddings; and (ii) a
generative approach, a Seq2Seq technique by
applying a multilingual Text-to-Text Transfer
Transformer mTS5. We developed our training
corpus by aligning the original and simplified
sentences from the internationally acclaimed
Arabic novel “Saaq al-Bambuu”. We evaluate
effectiveness of these methods by comparing
the generated simple sentences to the target
simple sentences using the BERTScore evalua-
tion metric. The simple sentences produced by
the mT5 model achieve P 0.72, R 0.68 and F-1
0.70 via BERTScore, while, combining Arabic-
BERT and fastText achieves P 0.97, R 0.97 and
F-10.97. In addition, we report a manual error
analysis for these experiments.

1 Introduction

Text Simplification (TS) is a Natural Language
Processing (NLP) task that aims to reduce the lin-
guistic complexity of the text while maintaining its
meaning and original information (Saggion, 2017;
Siddharthan, 2002; Collados, 2013). According to
Shardlow (2014) definition, TS involves text trans-
formation with new lexical items and/or rewriting
sentences to ensure both its readability and under-
standability for the target audience (Bott and Sag-
gion, 2011). TS could be classified as a type of
Text Style Transfer (TST), where the target style
of the generated text is “simple” (Jin et al., 2020).
Evidence suggests the importance of TS involves :
(1) its usage in designing and simplifying the lan-
guage curriculum for both second language and
first language learners, in making text easy-to-read
for first language early learners; in assisting first-
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language users with cognitive impairments and low
literacy language level; (ii) being a fundamental
pre-process in NLP applications such as text re-
trieval, extraction, summarization, categorization
and translation (Saggion, 2017); and (iii) acting as a
post-process step in Automatic speech recognition.
Hence, there are various types of simplification sys-
tems based on the purpose and who is the end-user
of the system. There are three key aspects of sim-
ple text that: (i) it is made up of frequent simple
words, grammatically simple sentences, and direct
language; (ii) unnecessary information is omitted ;
(iii) it can be shorter by the number of words, but
also with shorter sentences, which might lead to
their increased number (Bott and Saggion, 2011;
Collados, 2013). Collados (2013) approached TS
differently as he came up with different opinion,
that is a slightly simplified text for one user is gen-
erally simpler for any other users. But a more ex-
tensive simplification for a specific user, may lead
to a more complex text for another user. Most of
TS techniques were borrowed from closely related
NLP tasks such as Machine Translation (Sikka and
Mago, 2020) . This has influenced our experiments
to demonstrate the effectiveness of two different
methods to address the sentence simplification (SS)
task as follows:

(1) Classification Approach SS is considered as a
classification task that requires a decision on which
word to replace or syntactic structure to regenerate
in each complex sentence. This approach allows
the application of the Lexical Simplification (LS)
task pipeline, i.e that aims to control the readability
attribute of the text and make it more accessible
to different readers with various intellectual abili-
ties. LS particularly involves word change, thus we
experiment the effect of different embedding rep-
resentation on word classification decision. This
approach highlights the impact of how the text is
simplified either by applying word embedding, or
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contextualised embedding such as BERT (Devlin
etal., 2018).

(2) Generative Approach SS is considered as a
translation task, in which the translation is done
within the same language from a complex sentence
as the source to a simplified sentence as the target
(Zhu et al., 2010). According to this perspective,
SS generative model could be implemented using
Machine Translation (MT) and monolingual text-
to-text generation techniques. Thus, we combined
all SS steps into one process which learns from
the complex sentence how to generate the simple
version. For this purpose, we applied a BERT-like
pre-trained transformer to perform a sequence-to-
sequence (Seq2Seq) algorithm.

The main contribution of this paper is to examine
different approaches for Arabic sentence simplifi-
cation task using automatic and manual evaluation.
To our knowledge, this is the first available Arabic
sentence-level simplification system.

2 Corpus and Tools

The corpus used for training is a set of com-
plex/simple parallel sentences that have been com-
piled from the internationally acclaimed Arabic
novel “Saaq al-Bambuu” which has an authorized
simplified version for students of Arabic as a sec-
ond language (Familiar and Assaf, 2016). We as-
sume that a successful sentence simplifier should
be able to detect word/sentences in the original text
that require simplification and simplify them in
such a way as the original simple counterpart. The
dataset consists of 2980 parallel sentences as illus-
trated in Table 1 and classified according to The
Common European Framework of language pro-
ficiency Reference (CEFR) .i.e is an international
standard for describing language ability ranging

from A1, A2 ... up to C2.
Levels Sentence Tokens
Simple A+B 2980 34447
Complex C 2980 46521
Total 5690 80968

Table 1: Number of Sentences and Tokens available per
each CEFR Level in Saaq al-Bambuu parallel corpus

We aligned the words in the parallel “Saaq al-
Bambuu” sentences using Eflomal word aligning
tool that uses a Bayesian model with Markov
Chain Monte Carlo (MCMC) inference (Ostling

44

and Tiedemann, 2016). After aligning the words,
we automatically identified four basic simplifica-
tion types on word-level and sentence-level (Alva-
Manchego et al., 2017), then annotate these types
with the following labels :

Deletions, DELETE (D) in the complex sen-
tence. [word-level]

Additions, ADD (A) in the simplified sen-
tence. [sentence-level]

Substitutions, REPLACE (R), a word in the
complex sentence is replaced by a new word
in the simplified sentence. [word-level]
Rewrites, REWRITE (RW) words shared
in both complex and simple sentence pairs.
[sentence-level]

The overall calculation of the simplification pro-
cesses in the “Saaq al-Bambuu” corpus illustrated
in figure 1. The REW RITE operation has the
highest proportion of the simplification processes
[keeping the word as it is in both versions] in which
21899 words were copied in the simplified version.
Whereas, 12561 words have been deleted to sim-
plify the sentence that annotated with DELETE
label. In the third position comes REPLACE op-
eration in which 9082 words where subsisted with
their simple counterparts. At last, only 362 words
were added to simplify the sentences that annotated
with ADD label.

A= Addition
1%

R=Replace

21% ’
‘W= Rewrite

50%

D= Deletion
28%

o

Figure 1: Represents the percentage of each simplifica-
tion operation on Saaq al-bambuu corpus

Regarding Part-Of-Speech features (POS-
features) extraction we used MADAMIRA a robust
Arabic morphological analyser and part of speech
tagger (Pasha et al., 2014).

3 Method One - Classification approach

The reference for this approach is the pipeline of
the LS task, that focuses on LS by replacing com-



plex vocabularies or phrasal-chunks with suitable
substances (Paetzold and Specia, 2017b). To reach
this goal, we decided to implement three classifica-
tion models:

1. classification model which is based on word
embedding, thus we applied fastText
word embedding tool that represents words as
vectors embedding.Those vectors embedding
was trained on Common Crawl and Wikipedia.
We used the Arabic ar.300.bin file in which
each word in WE is represented by the 1D
vector mapped of 300 attributes(Grave et al.,
2018);

. classification model which is based on trans-
formers. Using Arabic-BERT a pre-trained
transformer model on both filtered Arabic
Common Crawl and a recent dump of Arabic
Wikipedia contain approximately 8.2 Billion
words (Safaya et al., 2020) ;

. classification model combining both fastText
and Arabic-BERT results with post-editing
rules;

Considering the definition of the four main steps
applied in the pipeline for LS as follows:

Complex word identification [CWI] is the main
first step performed at the top of the pipeline that
employed to distinguish complex words from sim-
ple words in the sentence. Substitution Generation
[SG] involves generating all possible substitutions
but without including ambiguous substances that
would confuse the system in the Substitution Selec-
tion step. Substitution Ranking [SR] is to order the
new generated substitution list to ease the selection
step by giving high probability of the most appro-
priate highly ranked word. Substitution Selection
[SS] is responsible for selecting from the ordered
SG’s generated list the most appropriate substi-
tute according to the context while preserving the
same meaning and grammatical structure.Taking
into account the fact that, a word may have mul-
tiple meanings, and different meanings will have
different relevant substitutions, then the SS task
may generate a miss-substitution, which may lead
to meaning corruption. The following part of this
paper moves on to describe in greater detail the
implementation of each step concentrating on em-
ployed methods and tools.

3.1 Complex word identification

CWI step could be viewed as a layered analysis
opt for a better understanding of word complex-
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ity. Hence, we applied a lexicon-based approach.
Taking into account one sentence per time, the first
level relates to identifying POS-tags along with
other features produced by MADAMIRA to be
used in further steps. The second layer of analy-
sis moved to assign each word a CEFR complex-
ity level adopting a Lexical based approach using
CEFR vocabulary Listas a reference to allocate
each word in the target sentence to a readability
level. At CWI, with identifying the complex words,
these words become the targets to simplify. It is
impractical to simplify all complex words in a sen-
tence at once. So that ordering words according
to their CEFR level and taking into account each
of these words as the target per time to deploy the
simplification process. For example, if a sentence
has three complex words assigned with B2, C2, C1,
firstly we order them to be C2, C1, and B2 and then
start the simplification process with targeting C2
tagged word, followed by C1 and so on. In this
example, this operation results in generating three
sentences each with different masked word slot.

3.2 Substitution Generation and Ranking

These two steps were considered in one process
using different methodologies to generate the sub-
stitution list and ranking them considering semantic
similarity measures. For this purpose we obtained
different sentence embedding to produce ten top
ranked substitution list of the masked token.

3.2.1 Arabic-BERT prediction

Arabic-BERT model has different tasks to
use in various NLP tasks. Here, for each
complex word use applying BERT’s task
MaskedLanguageM odeling (MLM). This task
predicts a substitution list of a masked [not shown,
complex] token in a sequence given its left and
right context. At this process, the MLM requires
a concatenation between the original sequence
and the same sentence sequence where the target
word is replaced by [MASK] token as a sentence
pair, and feed the sentence pair into the BERT to
obtain the probability distribution of the possible
replacements corresponding to the MASK word.
For example, given this sentence from Arabic
Wikipedia:

Gsik) was G g k| Eb e T
tatatalabu min hay’atu almahkamatu wujitha
tahdida alhuqiiq

[require the judge or the court to necessarily
determine the rights]



The ranking probability of Arabic-BERT"’s pre-
diction list using fastText was shown on the right
side of figure 2.

3.2.2 fastText prediction

Using fastText model in two folded processes, first
ranking the previously produced substitutions ob-
tained by MLM BERT. This is done by calculating
the semantic cosine similarity between each word
in the produced list to the target complex word. The
second process is using fastText word embedding
itself to generate a list of possible replacements
[SG] and then ranking by the nearest neighbour
[SR]. For example, the fastText generated list given
the target complex word in the previous example is
shown on the left side of the figure 2.

Gstall poa Ly AaSal) 4 s

3 -

- S
4-

1.0
0.7246

0.8568

s> ( biwujab, necessity ) =3 (awuidh, obiigatory)

0.8245
0.8151
0.8146

”””””””” 2= ( ‘adam,Non) 0.7984

RGAM, VO,

5,5= (Dardrah, necessity) | 0.8146

[UNK]

0.0474

0.8071

"~ (fa-Wulib, necessity)

Figure 2: Arabic-BERT and fastText predication lists
along with the probability obtained from fastText for

the word “wujiba” (o 3= 3, ‘necessity’)

3.3 Substitution Selection

At this stage, each complex word in the sentence
has different ordered substituted lists based on
Arabic-BERT and fastText. Taking into account
each prediction list to analyse individually and se-
lect the more logical substitute based on the proba-
bilities and some linguistics rules. This allowed the
system to generate a set of simplified versions of
the target sentence. In addition, keeping a record
of the semantic similarity and the readability level
of the new produced sentences. The system pro-
duces three different simple sentences based on
Arabic-BERT substitute selection, fastText, and
Combined decision from both generated lists. The
combined decision is a very crucial stage and the
system needs to be careful when selecting the best
substitute based on different measures. Starting
with the Arabic-BERT list, the greater the value the
most common or familiar is the word for a person
referring to simple words. If the word is tagged
with replacement with [UNK] the decision is to
ignore the results from Arabic-BERT and rely on
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fastText results. Then, applying the following four
rules to limit incorrect selection:

1. Rulel: if [UNK] is a top-ranked substitute
then go to fastText results.Check if the first
substitute is [UNK] in this case the system
completely ignores BERT results and keep
the original then rely on FastText results im-
mediately.

Rule 2: if any word’s lemma in the gener-
ated list equal the lemma of the original word
excludes these words from the list.Check if
the lemmas in the predicted list matches the
same lemma of the target word. In this case,
we exclude these words from the potential re-
placement for the target word and keep only
the words with a different lemma. These re-
placements should also share the same POS
and Number with the target word.

Rule 3:CEFR list placement for difficulty.
Check the word CEFR level of the new substi-
tute word. The new word’s CEFR level should
be equal to or less than the CEFR level of the
target word. Because sometimes the gener-
ated list may have a more frequent substitute
which is more difficult than the original word
but more frequent.

. Rule 4: check if the new substitute shares
the meaning. The system use this rule as it
gives a level of confidence to the system selec-
tion. After the system makes the final decision
either, keep the target word or select the sug-
gested substitute based on previous rules. At
this stage, comparing both target and substi-
tute MADAMIRA English translation feature
[appeared in Gloss feature]. If both words
share part or all possible translation this gives
the system confidence to replace the target
with the substance.

4 Method Two: Generative Approach

Here, we employ a Seq2Seq approach adopting
T5 “Text-to-Text Transfer Transformer”. T5 is a
BERT-like transformer that takes input a text and
training it on the model to generate target text of
a different variety of NLP text-based tasks such
as (summarization, translation, question answering
and more) (Raffel et al., 2019). The main difference
between BERT and T5 is that BERT uses a Masked
Language Model (MLM) and an encoder-decoder,



although TS5 employs a unified Seq2Seq frame-
work (Farahani et al., 2021). T5 model initially
targeted English-Language NLP tasks. Recent re-
search extended the model to include more than
101 languages including the Arabic Language. A
“multilingual Text-to-Text Transfer Transformer”,
Multilingual T5, mT5 (Xue et al., 2020), a new vari-
ant of T5 and pre-trained on Common Crawl-based
dataset. The pre-trained language model was very
successful for the Natural Language Understanding
(NLU) task.

Considering the multilingual capabilities of mT5
and the suitability of the Seq2Seq format for lan-
guage generation. This gives it the flexibility to per-
form any NLP task without having to modify the
model architecture in any way. This experiment em-
ploys the ‘MT5-For-Conditional-Generation’ class
that is used for language generation. Training a
TS model using "Saaq al-Bambuu" parallel sen-
tences, over the mT5-base model. The system was
developed in Python3.8 environment with using
other toolkits such as Natural Language Processing
Toolkit N LT K and Scikit — learn. Our sentence
corpus was randomly split into 80% for training
and 20% for testing.

5 Evaluation

Likewise, most TS evaluation approaches have
been driven from other similar NLP research ar-
eas. Various evaluation methods have been applied
across researches to measure the three main as-
pects of the newly generated text. These aspects
are, 1) fluency, referring to the grammatically well-
formedness and structure simplicity; ii) adequacy,
meaning preservation; iii) simplicity, more read-
able. All methods were evaluated on the same test
dataset that consisted of 299 randomly chosen sen-
tences excluded from training. We employed both
automatic and manual evaluation comparing both
systems.

5.1 Automatic Evaluation

BERTScore is an evaluation metric that computes
cosine similarity scores using BERT-style embed-
ding from a pre-trained transformer model. As such
models provide a better representation of the lin-
guistic structure, BERTScore evaluation correlates
better with human judgments regarding the mea-
surements of sentence similarity. BERTScore eval-
uation metric overcome the limitations of the previ-
ous Machine translation evaluation metrics such as
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BLEU(Papineni et al., 2002) and SARI(Xu et al.,
2016), n-gram based evaluation metrics. These
methods were not able to capture two main simpli-
fication features: 1) changing word order as para-
phrasing simplification method, 2) maintaining the
deep structure meaning, despite changes in the sur-
face form structure. Moreover, the BERTScore
evaluation method gives the option to use different
pre-trained transformer models by applying base-
line rescaling to adjust the output scores. This
allowed determining the performance of different
Arabic-language trained BERT models;(i) the de-
fault in multilingual BERT (mBERT)(Devlin et al.,
2018) that is based on the selected language which
is Arabic in this case; (i1) ARBERT, that trained
on a collection of six Arabic datasets compris-
ing 61GB of text (6.2B tokens) (Abdul-Mageed
et al., 2021); (iii))AraBERTv0.2-base model con-
sist of 77GB of sentences (8.6B tokens) (Antoun
et al., 2020). However, AraBERT has been trained
on a larger corpus than ARBERT, the latter uses
WordPeice tokeniser as illustrated before. Whereas,
AraBERT relies on SentencePiece tokeniser that
uses spaces as word boundaries. Considering these
two parameters reflected in BERTScore metrics.

Classification approach - Automatic Evaluation
The classification system produced three simple
versions of the target sentence using BERT-alone,
fastText-alone, and combined version. This auto-
matic evaluation was applied to compare different
BERT models resolutions of these sentences as rep-
resented in Table 2. Figure 3 represents the num-
ber of changes performed by each classification
model. These primarily results suggests that us-
ing fastText-alone perform unneeded simplification
resulting in lower F-1. Whereas, a higher F-1 mea-
sure in Arabic-BERT-alone generated sentence sug-
gest that using BERT eliminate necessary changes.
While the combination of both tools suggestions en-
hances the substitution ranking and choice process.
That eliminates unnecessary changes and enhance
performance. In this case, combined produced sen-
tences achieved P 0.97, R 0.97 and F-1 0.97 using
ARBERT.

Generative Approach-Automatic Evaluation
Testing the 299 sentences for evaluating the
generated simplified sequences compared to the
original sentences and the target simple sentences.
Using three measures as presented in Table 2.



Classification P R |F1 Generation P R |FI
Default mBert Default mBert
Target/fastText 0.962 | 0.966 | 0.964 Original/Target 0.889 | 0.838 | 0.862
Target /BERT 0.991 | 0.990 | 0.990 Generated/Original | 0.806 | 0.725 | 0.762
Target / Combined | 0.974 | 0.975 | 0.975 Generated/ Target | 0.754 | 0.723 | 0.736
ARBERT ARBERT
Target/fastText 0.958 | 0.960 | 0.959 Original/Target 0.840 | 0.754 | 0.790
Target /BERT 0.990 | 0.991 | 0.990 Generated/Original | 0.647 | 0.529 | 0.573
Target / Combined | 0.976 | 0.976 | 0.978 Generated/ Target | 0.570 | 0.524 | 0.538
AraBERT AraBERT
Target/fastText 0.962 | 0.963 | 0.963 Original/Target 0.879 | 0.823 | 0.848
Target /BERT 0.989 | 0.989 | 0.989 Generated/Original | 0.787 | 0.693 | 0.734
Target / Combined | 0.975 | 0.976 | 0.976 Generated/ Target | 0.723 | 0.686 | 0.701

Table 2: Precision,

mfatTex
BArabic-BERT

EBoth-Simple

Figure 3: number of changed words using fastText-
alone, Arabic-Bert-alone and combined

* Original/Target, considering it as a reference
to the mT5 system.

* Generated/Original, comparing the newly gen-
erated sentence with the original complex sen-
tence.

* Generated/Target, comparing the newly gener-
ated sentence with the target simple sentence.

To further illustrate these three models’ perfor-
mance, figure 4, represents the distribution of F-
1 across the testing data instances using differ-
ent BERT models. The default model F-1 plots
skewed towards the right reflecting strong simi-
larity across the three parallel sentences (Origi-
nal/Target/Generated). Whereas, AraBERT plots
Original/Target and Generated/Original skewed
to the left indicating less similarity across the
data. While, ARBERT’s plots represent a normal
distribution representing a more accurate similar-
ity measure in the data. This findings suggests
ARBERT that applying a WordPeice sentence to-

48

recall and F1 measures using BERTScore with different transformer models

keniser BERT model performed better in sentence
representation.

Generated/Original enerated/ Target

Figure 4: The F1 scores for each sentence pair, the
scores are more spread out, which makes it easy to
compare different methods

Original/Target

Default

£

ARBERT

Bert-base- |:°
AraBERT

dds

5.2 Manual Evaluation

Classification Approach - Manual Evaluation a
manual analysis of the produced sentences of com-
bined system has been performed. The results dis-
played in figure5 on a scale of good, useful, a bit
useful, and useless simplification. 55% of the new
simplified sentences were either good, useful or a
bit useful as a majority. While 45% of the sentences
were classified as useless simplification where the
complex word was replaced either by a more com-
plex word or its antonym. For example, a useful
simplification from the combined system as in this
sentence from "Saaq al-Bambuu",

& R 35 caadlly ekl J sl Zus



Kuntu "uhaddiqu ft altabaqi wa-al-samtu yakadu
yabtali* al-makan.

[I was staring at the plate and the silence almost
swallowed up the place.]

In this sentence, the word ‘ 345V (uhaddiqu,

staring’) was replaced by JA;\;F\ ( ‘ata’mmalu,
‘muse’), that is more frequent and simpler and gen-
erate:
KA iy 365wl Gl g JallT 2
Although, it is simpler it doesn’t reach the exact
target word J.‘;j( ‘Anzuru, ‘look’)

Figure 5: Simplified sentences analysis based on the
usefulness of the lexical substitution processes.

Generative Approach-Manual Evaluation de-
spite the initial automatic evaluation provided
promising results, the manual evaluation of the
generated text provides deeper insight into mT5’s
output for the Arabic simplification task. Accord-
ing to the manual error analysis as shown in figure
6 only 31 sentences were correctly simplified from
299 testing instances. In addition, about 120 gener-
ated sentences were incomplete and the system pro-
duced 64 meaningless or ill-formed sentences. A
significant shortcoming that the produced sentences
tends to have the same repeated phrase. Moreover,
one of the generated sentences were more complex
than the original sentence.

Otherwise, mT5 in some cases can produce a
perfectly valid paraphrase, which is better than the
target simple sentence.

G ) Gl g sl G L
talab minna al-juliis fr salwnahu almaly’ bi-al-
kutub

[He asked us to sit in his salon full of
books.]

AT it G Ll K Al pnal Sfle
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FT salunahu al-saghir almali’ bil-kutubi, talaba
minnd al-juliisi ’amama maktabi saghiri

[In his small salon full of books, he asked us
to sit in front of a small desk.] In this case, the
generated sentence was syntactically simpler than
the target while focusing on the main information.

W Mumber of Sermences

1| complex

o Il

21

26 I

77 I

51 I

64 I

opposite meaning
sumMmarise
repetitive

differ ent meaning
simplified
meaningless

120 I ——

ncomplete

Figure 6: Manual error analysis distribution across test-
ing data

6 Related Works

Blum and Levenston (1978) completed one of the
first studies that introduce Lexical simplification for
Teaching English as a Second Language (TESOL).
Some of the following TS systems applied a rule-
based approach (Petersen and Ostendorf, 2007;
Evans et al., 2014). Most later carried out studies
based on a monolingual parallel-aligned corpus of
original and simplified texts by applying different
machine-learning algorithms such as Aluisio et al.
(2008) and Caseli et al. (2009) for Portuguese lan-
guage, Collados (2013) for Spanish language and
Glavas and Stajner (2015) for English. Other re-
searchers considered the TS problem as a monolin-
gual translation problem that is best solved through
applying the Statistical Machine Translation (SMT)
framework (Specia, 2010; Zhu et al., 2010; Wood-
send and Lapata, 2011; Wubben et al., 2012). Lat-
est English TS studies start applying word embed-
ding(Paetzold and Specia, 2016, 2017a) and BERT
transformers for lexical simplification as presented
in Qiang et al. (2020) proving its effectiveness in
solving LS task.

Unlike English and Other Latin languages, only
a few researchers have been tackling the problems
of Arabic ATS. Al-Subaihin and Al-Khalifa (2011)
a prototype unreleased system at King Saud Uni-
versity, they proposed Arabic Automatic Text sim-
plification system (AATS) called Al-basset. The
system architecture for AATS structured in the
light of the state of the art of systems for other



languages. Such as SYSTAR, a syntactic simplifi-
cation system for the English aphasic or inarticulate
population(Carroll et al., 1998). Another system,
SIMPLIFICA, is a simplification tool for Brazilian
Portuguese (BP) targeting those with low literacy
levels (Scarton et al., 2010). The design of "Al-
Basset" was constructed of four main stages: 1)
measuring complexity, in this stage they would
adopt a statistical language model based on a ma-
chine learning technique called ARABILITY (Al-
Khalifa and Al-Ajlan, 2010); ii) vocabulary (lexi-
cal) simplification by following the LS-pipeline and
produce the synonyms either by building a new dic-
tionary or using Arabic-WordNet(Rodriguez et al.,
2008) while select the most common and possible
synonym, by using the Google API; iii) syntac-
tic simplification, they suggested identifying the
complex structures by applying a look-up approach
to a manually predefined list of Arabic complex
structures; iv) diacratization using MADA (Habash
et al., 2009) diacritizer task. The main limitation
of implementing this system at this point is the
unavailability of Arabic basic resources and tools.
Such as dictionaries, corpora and parallel complex-
simple structures which are the main components
of any ATS system.

Al Khalil et al. (2017) provided the second at-
tempt to build an AATS system at New York Uni-
versity in Abu-Dhabi. Their simplification system
was designed to be semi-automatic to simplify Ara-
bic modern fiction; it involved a linguist using a
web-based application to apply ACTFL (American
Council on the Teaching of Foreign Languages) lan-
guage proficiency guidelines for simplification of
five Arabic novels. They aimed to provide essential
Arabic resources for building ATS and formulating
manual simplification rules for Arabic fiction nov-
els using TS stat-of-the-art. The first resource they
expected to produce is a corpus consisting of 1M to-
kens of the 12-grade curriculum, SM tokens of the
adult novels (original and simplified counterparts),
and 500K tokens of children’s stories. Also, they
provided a proposal to the SAMER (Simplifica-
tion of Arabic Masterpieces for extensive reading)
project based on the corpus analysis. Their guide-
lines invoke both the MADAMIRA (Pasha et al.,
2014) and CAMAL dependency parser (Shahrour
et al., 2016) for data analysis and classification of
their corpus. They were aiming to build a read-
ability measurement identifier to formulate a 4-
levelled graded reader scale (GRS) by applying
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various machine-learning classifiers.

7 Conclusion

In this paper, we have presented the first Mod-
ern Standard Arabic sentence simplification sys-
tem by applying both classification and generative
approaches. On the one hand, the classification ap-
proach focuses on lexical simplification. We looked
at the different classification methods and showed
that a combined method generates well-formed sim-
ple sentences. In addition, using word embeddings
and transformers prove to produce a reasonable set
of substitutions for the complex word more accu-
rately than traditional methods such as WordNet.
Our interpretation of the limitation of the classifi-
cation system arises from the fact that some of the
generated sentence structures are not well-formed
and that the system can misidentify what makes
some complex words in the CWI step. Even though
this limitation reveals the limitations of the Arabic
CEFR vocabulary list in identifying the complex
word, the list is shown to be more useful in the
substitution replacement step.

On the other hand, while the generative Seq2Seq
approach provides a less accurate simplified ver-
sion in most cases, in some cases it outperforms
the classification approaches by generating a sim-
plified sentence, which can be even better than the
target human simple sentence. Nevertheless, one of
the limitations of the generative approach concerns
the trend to repeat identical patterns, which can be
partly controlled by post-processing.

8 Limitations

We have discussed the relative limitations of the
two approaches in the paper. Overall, our paper
relies on a single parallel resource. When other
datasets become available, it will be important to
experiment with them. With the use of pre-trained
models, the requirements for training models from
scratch are relatively low.
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This paper is the authors’ own original work, which
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Abstract

Poetry generation tends to be a complicated
task given meter and rhyme constraints. Pre-
vious work resorted to exhaustive methods in-
order to employ poetic elements. In this pa-
per we leave pre-trained models, GPT-J and
BERTShared to recognize patterns of meters
and rhyme to generate classical Arabic poetry
and present our findings and results on how
well both models could pick up on these classi-
cal Arabic poetic elements.

1 Introduction

Arabic poetry dates back to the sixth century, mak-
ing it the earliest form of Arabic literature. It’s
often divided into two categories; classical and
modern poetry. The classical Arabic poetry refers
to the poetry written before the 20th century, more
specifically poetry that adheres to the rules of classi-
cal prosody ( 29 J.-J‘ al-‘arud ); following meters

or patterns of syllabic pulses, and a rhyme ( £\l

al-qafiya ). Modern poetry, on the other hand, has
liberated itself gradually from these rules.
Classical poetry is also called vertical poetry in
reference to the vertical parallel structure of its two
parts known as hemistichs. A classic poem is versi-
fied where each verse consists of two halves, each
is called e shatr ‘hemistich’. Each verse in a

poem follows a meter. Meters fall into fifteen dif-
ferent categories collected by the grammarian and
prosodist Al-Farahidi. Later, one of his students,
Al-Akhfash, discovered one more meter making
them sixteen.

2 Related Work

Generating poetry is not a straightforward task as
there are rules that need to be maintained to ensure
the presence of poetic elements such as rhythm and
rhyme, whereby these constraints tend to be added

* Contributed to the work equally.
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as a part of the architecture of the model.

To model constraints during training, Hopkins and
Kiela (2017) converted their training corpus into
its corresponding phonetic encoding and trained
a Long-Short Term Memory (LSTM) trained on
these encodings. They also introduced another
approach that had a character-level LSTM model
trained on a generic corpus of poetry an upon out-
putting a word, it gets approved or rejected by a
Finite State Acceptor (FSA) classifier which en-
sures that only meter abiding words can be a part
of the final poem.

Ghazvininejad et al. (2016) created Hafez, a pro-
gram trained to generate topical poetry. Their sys-
tem relied on Recurrent Neural Networks (RNNs)
for coherence and finite state machinery to con-
straint thyme and rhythm. From prosaic text,
Van de Cruys (2020) generated English and French
poetry by having gated recurrent units (GRUs; Cho
et al. (2014)) in an encoder-decoder setting and
an added layer of general attention (Luong et al.,
2015). To ingrain their output with poetic elements,
they applied a prior probability distribution to their
network’s probability output, where probabilities
relating to words abiding by rhyme and topic con-
straints were boosted.

RNNSs have also been used without constrain, for
example, to build on encoder-decoder architecture
Yan (2016) created a network that constructs a
poem during each iteration, which gets fed to the
network during the following iteration, hence, each
poem takes part in constructing the next. On the
other hand, Zhang and Lapata (2014) reserved one
RNN for building hidden representations for a cur-
rent line of poetry which was then fed to another
RNN that sequentially predicted words of the next
line of poetry. Pre-trained models have been put to
use to the same task as well. For instance, Beheitt
and Hmida (2022) trained GPT-2 (Radford et al.,
2019) on Arabic news then fine-tuned the model
on Arabic poetry. Himéldinen et al. (2022) made
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use of an encoder-decoder architecture to generate
modern French poetry, where the encoder is ini-
tialized from a pre-trained RoBERTa (Liu et al.,
2019) checkpoint while the decoder is based on
a pre-trained GPT-2 checkpoint. They scraped a
corpus of French poems, and used it to train their
model for sequence-to-sequence generation, where
it predicts a verse given a previous verse in a poem.
They also conditioned beam search on rhymes dur-
ing the generation phase.

In our work we dedicate another two pre-trained
models of different architectures to explore how ef-
fective they are at recognising patterns of classical
Arabic poetry through the poems they are trained
to generate.

3 Data

Initially, we compiled datasets of ashaar' and the
Arabic Poetry Dataset”. Combined, each data sam-
ple was comprised of a poem’s era/country of ori-
gin, verses, author, meter and a poem’s topic(s).
Additional scraping was done from al-diwan® to
fill in missing values and to add a new column to
the dataset that is rhyme.

Furthermore, the dataset was tweaked to only con-
tain poems from eight eras, the Abbasid, Ayubi,
Ottoman, Umayyad, Andalusian, Mamluk eras and
the Pre-Islamic Period. We target these eras as they
have more structure compared to the Free Verse
poetry which has no musical pattern or rhyme. We
also chose to centralise our poems around 15 out
of the main 16 meters of Arabic poetry and thus
we removed meters variants from our corpus.

3.1 Meters

We depict meter frequency in Figure 1 and we can
observe that the meters  J; skl al-Tawil, JAK.H al-
Kamil, lawd\ al-Basit, and 3\ al-Wafir are the
most dominant, while the least frequent meters are
tJL'a,H al-Mudari‘ and _v2al\ al-Mugtadab. Al-
though such imbalance could be problematic but
it is also reflective of the nature of classical Ara-
bic poetry, where the aforementioned four most
occurring meters were predominately utilised for

writing poetry compared to other meters (Golston
and Riad, 1997). Furthermore, C JLA‘al-Muddri‘

1https://huggingface.co/datasets/arbml/ashaar

Zhttps://www.kaggle.com/datasets/ahmedabelal/
arabic-poetry

3https://www.aldiwan.net
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Figure 1: Meter Frequency

and ;,wa:.a.“ al-Mugqtadab were rejected by most

theoreticians, beginning with Al-Akhfash, who re-
garded them as artificial, fictitious, and not used in
real poetry (Frolov, 1996). Each of the mentioned
meters has its own unique sequence of taf 'ilat ‘feet’
where a line of poetry follows this pattern of feet
in each of its” hemistich.

3.2 Topics

o s | 1504 4

Figure 2: Topic Frequency

Poems in our targeted eras cover 17 different
themes as shown in Figure 2. The most frequent
topics are 3awdl! al-gsyra ‘short’ and s\l al-

‘ama ‘generic’. As the the name of the former topic

suggests, poems labelled as 32!l al-gsyra ‘short’

should have a small number of verses and accord-
ingly we found that poems ranged from at least one
verse to ten verses. However, we discovered that
out of the entire 18K poems, 120 of them had more
than 10 verses and four more had a substantially
higher number of verses that reached over 50.
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3.3 Rhymes

In vertical poems, a verse consists of two
hemistichs. The second hemistichs of all verses
within a poem are expected to end with the same
letter. Figure 3 below contains present rhymes and
their counts.

Figure 3: Rhyme Frequency

Rhymes could be consonants, short vowels or
long vowels. Three of the Arabic short vowels
written as diacritics have their long vowel version
in letter form, and each pair is phonetically identi-
cal. In Table 1 we provide short vowels existing in
our poems and their equivalent long vowel. In our
dataset, a poem having a short vowel for a rhyme is
labelled with its long vowel equivalent. Moreover,
a short vowel and its corresponding long vowel
could be used interchangeably within a poem. We
can see an example of this in the following verses*:

RECIT Ry REY
ERERORUAR AN G
2 Lo fb Sl el
NEEERHIE AP NESIERY

The second and fourth lines constitute the second
hemistichs of a verse. And as can be seen, the sec-
ond half of the first verse ends with (s ) while the

second half of the last verse ends With"a consonant
however preceded by the diacritic ( }).

*Poem by Bulbul Gram Ahajery from the Ayubi era https:
//www.aldiwan.net/poem14884.html
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Long Vowel Short Vowel Pronunciation
S | il
\ i Jal
s i fu/

Table 1: Short vowels and their equivalent long vowels

4 Models

We experiment with training two different
transformer-based architectures: encoder-decoder
model and a decoder-only model to generate poetry
based once on a prompted meter, and again on a
prompted topic.

4.1 BERTShared

Transformer-based encoder-decoder models have
shown to significantly boost performance on a
variety of Seq2Seq (sequence-to-sequence) tasks
(Lewis et al., 2020; Raffel et al., 2020). How-
ever, the pre-training of encoder-decoder models
is highly costly (Zhang et al., 2020). Rothe et al.
(2020) proved the efficacy of warm-starting the
encoder-decoder models with the checkpoints of
publicly available pre-trained language models,
such as BERT and GPT-2, for various Seq2Seq
tasks.

Adopting this approach, we used CAMelBERT-
CA (Inoue et al., 2021), a BERT checkpoint pre-
trained on classical Arabic text, to warm-start both
the encoder and decoder. This checkpoint was
chosen since the subset of poems we chose to
work with is known a priori to be written in clas-
sical Arabic. We specifically experimented with
BERTShared architecture, in which the parameters
of the encoder and decoder are shared, reducing
the model’s memory footprint by half (Rothe et al.,
2020).

The input to the encoder is a vector sequence
X1:n, of length n, and at the decoder the model
generates an output sequence Y., of length n,,.
The model defines a conditional distribution of tar-
get vectors Y., given the input sequence X1y,

p68n079dec (Y15ny|X15nz) (1)

where the BERT-based encoder part encodes the
input sequence Xj., to a contextualized encoded
sequence Xy, :

f@enc : Xl:nz — Xl:nz

2


https://www.aldiwan.net/poem14884.html
https://www.aldiwan.net/poem14884.html

and the BERT-based decoder part models the con-
ditional probability distribution of the target se-
quence Y., given the sequence of encoded se-
quence Xj.p, !

POy (leny !sz )

To generate poems using this architecture, we
adopted the beam search multinomial sampling
scheme, with a set maximum generation length of
130.

3)

42 GPT-)

The performance of the transformer-based lan-
guage models goes up according to Power-law with
the number of model parameters, the size of the
dataset, and the amount of compute (Radford et al.,
2019). We use GPT-J, an open-source decoder-only
transformer language model with 6B parameters
(Wang and Komatsuzaki, 2021) which is four times
the size of the largest GPT-2 model and two times
the size of the largest GPT-Neo model (Black et al.,
2021) parameters-wise.

In uni-directional models like GPT-J, when given
an input sequence of tokens w = [w1, wa, ..., Wy,
a probability p(w) is assigned by the model to
the sequence by factorizing it as the product of
conditional probabilities:

p(w) = Hp(wt\wt_l, ey W) 4

t

so the task becomes predicting the next token given
the previously generated/input tokens.
Initial experiments done on the pre-trained GPT-J
model showed the model is capable of generating
coherent and grammatically correct Arabic sen-
tences. This motivated us to use the model in Ara-
bic poetry generation, adopting the Top-p method
of sampling.

5 Experiment Setup
5.1 BERTShared Setup

In both experiments implemented using the
BERTShared architecture, we tokenized our text
using CAMEeIBERT-CA’s pre-trained WordPiece
tokenizer. We also added two new tokens to the
tokenizer to outline the structure of the vertical po-
ems; a token to separate the two shatrs ‘hemistichs’
of a verse and another token to mark the start of a
verse and separate the verses from each other.

In the first experiment we used meters as inputs
and in the second we used topics. The poems are
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passed as the targeted outputs in both experiments,
and 512 is used as a maximum output length since
BERT trains positional embeddings for up to 512
positions. Furthermore, we split each poem in our
dataset into chunks of 23 verses each.

Both of the BERTShared models were developed
using the HuggingFace transformers library> and
trained on a 16GB T4 NVIDIA Tesla GPU on a
Google Colab notebook®, using a batch size of
16. Both models were fine-tuned using Adam with
the default learning rate of Se-5, and a linear-rate
warm-up of 3k.

5.1.1 Maeters as Prompts

In the first experiment where we trained a
BERTShared model with meters as inputs, we
worked with a sample of 15,000 poems from our
dataset due to memory limitations. The meter fre-
quencies after sampling are shown in Figure 4.
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Figure 4: Meter frequency after sampling

Afterwards, we partitioned the dataset into 85%
training and 15% validation using a seed of 42. Re-
garding the input length, we used 5 as a maximum
length as we found that this length accounts for all
meter labels.

5.1.2 Topics as Prompts

This experiment involved generating poems based
on a prompted topic, thus topics were passed as in-
puts, with a maximum length of four. We excluded
all samples tagged as &\l al-‘ama ‘generic’ and

8 nadll al-gsyra ‘short’ to focus on the specific

topics rather than the general, miscellaneous ones.
Second, the poems in our dataset were originally

Shttps://huggingface.co/docs/transformers/
6ht’cps: //colab.research.google.com/


https://huggingface.co/docs/transformers/
https://colab.research.google.com/

Grouped Topics Label Topic Labels

Grouped Topics Label Topic Labels

(Sad) LW (Sad) &
(Lament) s,

(Separation) (3! 3

(Romantic) acuwdey (Romantic) acwdsy

(Sad) 44 > (Sad) < >
(Lament) 50,
(Separation) (3! 3

(Reproach) L ls

(Religious) &>
(Reproach) s
(Love) J &

(Religious) &>
(Reproach) s
(Love) J %
(Longing) (g4

(Romantic) acudey (Romantic) acuday
(Love) J &
(Longing) (3¢5

(Praise) CM

(Praise) C.u

(Praise) CM
(Invective) sl=a

(Praise) C.,u

(Blame) rS
(Invective) sl=a
(Patriotic) 4.log

(Patriotic) 4.l

Table 2: Adopted grouping of poetry topics in
BERTShared experiments.

labelled with 17 different topics, but some data
samples were scarce. In attempt to balance out
the number of samples per class, we ignored JLVJ

ibthal ‘supplication’, &K= hikma ‘wisdom’, and
d{>w2i nasiha ‘advice’ topics for being the rarest.
Then we grouped some of topics together, in a
manner slightly inspired by a grouping suggested
by Alyafeai et al. (2022). The grouping for this
experiment is shown in Table 2.

52 GPT-J Setup

Influenced by how character tokenizers perform
better compared to the BPE morphological tok-
enizer in Arabic poem-meter classification task
(Alyafeai et al., 2021), two models were devel-
oped using a character tokenizer, one of which uses
meters while the other uses topics as prompts. Ad-
ditional two models were implemented where the
rhyme is passed once along with the meter and an-
other with the topic to exert more control over the
generation process.

Google’s V3-8 TPU 7 was used to run the GPT-
J models. Pre-training the model on Arabic text
was not possible, as it requires at least a v3-256
TPU. Therefore, the GPT-J model pre-trained on
the English-dominated Pile dataset (Gao et al.,
2020) was fine-tuned on our dataset. The mod-
els with the highest validation score on the parti-

"https://cloud.google.com/tpu/docs/
regions-zones
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(Blame) rS (Blame) rs

(Invective) sl=a

Table 3: Adopted grouping of poetry topics in GPT-J
experiments.

tioned 90% training and 10% validation dataset
were picked. Partitioning was done using a seed of
2022.

5.2.1 Data Preparation

Models fine-tuned on meters used 42,461 poems.
However, models fine-tuned on topics used only
12,252 poems after going through a process of ex-
clusion and grouping similar to what’s done in
BERTShared model.
All poems tagged as iJ! al-‘ama ‘generic’,
s aadll al-gsyra ‘short’, JLs\ibthal “supplication’,
4S> hikma ‘wisdom’, and &>wai nasiha ‘advice’,
were excluded. Then the rest of the poems were
grouped as suggested by Alyafeai et al. (2022).
Table 3 shows the final grouping used for GPT-J
experiments.
The prompt format used to feed the poems to the

model is:

[Tag]

Poem Text

<|endoftext|>

where Tag refers to the meter only, the topic
only, the meter and rhyme or the topic and rhyme
depending on which model is fine-tuned.

Each line of the poem (bayt) contains two verses
separated by a forward slash (/) just like the
following example:

el ¥) W5 ] £/ ol i o8

In the meter only and topic only models, rhyme
was emphasized by inserting a hyphen (-) before


https://cloud.google.com/tpu/docs/regions-zones
https://cloud.google.com/tpu/docs/regions-zones

Hyperparameter Value
Ir 5e-5
end Ir le-5
weight decay 0.1
batch size 16

Table 4: Hyperparameters set for all GPT-J models

Model Name Total Steps Warm up
Steps
Meter only 1380 100
Topic only 300 30
Meter and Rhyme 1450 150
Topic and Rhyme 630 60

Table 5: Number of fine-tuning steps for each GPT-J
model

the first letter of the rhyme.

5.2.2 Fine-tuning Hyperparameters

Table 4 shows the hyperparameters used for all
the mentioned models. Higher and lower learning
rates were used, but no sign of improvement was
observed in the validation score. Table 5 shows the
warm-up steps and the total steps for each model.

5.2.3 Inference Hyperparameters

To generate diverse poems, the inference hyperpa-
rameters used were:
Top-p = 0.9, and Temperature = 0.9

5.2.4 Omitted Models

Some initial model were implemented using
AraGPT2 8 BPE subword tokenizer. The poems
showed a great tendency for repetition, as well as
outputting invalid tokens and English letters.

An attempt was made to turn the AraGPT2 tok-
enizer into a character-level tokenizer by segment-
ing words into characters. This was done by insert-
ing a hyphen (-) between every two letters. Another
model was implemented using the new tokenizer
and despite it achieving the best validation score of
all models, the generated poems were incoherent
and incomprehensible.

6 Evaluation

Some of the generated poems of our models are
shown in Table 6. Because poems are essentially a
form of art, no automated tool, or AI model could

8https://huggingface.co/aubmindlab/
aragpt2-base
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fully substitute the assessment of poetry by a hu-
man. Hence, we turned to four experts in classical
Arabic poetry for an evaluation based on a number
of dimensions as mentioned in 6.2. Additionally,
we employed existing tools to test how much our
model adheres to meters as will be explained in the
following subsection.

6.1 Machine Evaluation

We first utilized the Arabic poetry classification
model which Inoue et al. (2021) trained and made
available on HuggingFace’, to classify meters of
the generated poems and assess the models’ accu-
racy in capturing them.

We used each model to generate 10 poems per each
of the 15 meters, consisting of a maximum of seven
verses each. Then we passed the 300 poems to the
poetry classification model, verse by verse. For
each model and meter, we counted how many po-
ems out of the 10 had all their verses adhering to
their prompted meter. The results are presented in
Figure 5. It shows that for J; ¢kl al-Tawil - the

class with the most data samples - both models per-
form very well; the BERTShared model correctly
captured the meter in the 10 poems it generated
for this prompt, and the GPT-J model performed
as equally for the 10 poems it generated for the
same prompt. Both models could not capture the
meters for any of thbl Val-Mudari* or val.a.l Val-
Mugtadab, the classes which had the least amount
of samples in our dataset as shown in Figure 1. Fur-
thermore, GPT-J model outputs display an overall
linear correlation between the class size and the per-
class accuracy. BERTShared, on the other hand,
shows a good performance for some classes like
Jo )‘ al-Ramal that has 293 samples, but is under-

performing, for instance, in &= JﬁJ‘ al-Sarr‘ meter
of 1119 samples.

6.2 Human Evaluation

We sent out two surveys for our evaluators to assess
the quality of poems with respect to meters and
topics separately.

The survey analysing quality of topics of 16 po-
ems, two poems from each topic group shown in
Table 3 from each model. The evaluators were
asked to answer the following questions from a
scale of one to five, with one being the worst and
five being the best:

https://huggingface.co/CAMeL-Lab/
bert-base-arabic-camelbert-ca-poetry
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Meter

BERTSharad

Figure 5: Per-meter accuracy of BERTShared and GPT-
J. The y-axis is sorted by meter frequencies as in Figure
1.

. How fluent is the generated poem?

How coherent is the poem with respect to as
specified topic?

How consistent is the rhyme throughout the
poem?

. What meter does this poem follow?

. How consistent is the meter throughout the
poem?

Meanwhile, our second survey had a total of 18
poems, covering the following nine meters:

* skl al-Tawil

e Lolal-Basit

. J.b‘jJ\al—Wdﬁr

o —2ad | al-Khafif

‘C f.;l‘al-Munsarih

. J&)\al-Ramal,

« o &l al-Mutagarib

. GfJ‘al-Sarl"‘

« W&V al-Kamil

Our evaluators were required to answer the fol-

lowing questions and much like the first survey
their answer should range from one to five:
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. How fluent is the generated poem?

. How coherent is the poem with respect to as
specified topic?

How consistent is the rhyme throughout the
poem?

. How much do verses follow the same rhythm?

How close are the verses to the specified me-
ter?

Figure 6 shows each model’s per-meter accu-

racy, how well the generated poems adhered to the
prompted meter, as reported by the human evalu-
ation. The results also vary between our models;
GPT-J outperforms BERTShared in some meters
but BERTShared does in some others. Overall,
both models perform better the more data samples
there are. Similarly, the per-topic accuracy for each
model after averaging the evaluators’ ratings is de-
cipted in Figure 7.
Figure 8 reports the evaluators’ ratings of the gen-
erated poems in terms of their fluency, thematic
coherence, and rhyme consistency. On average,
we see that BERTShared outperforms GPT-J in the
fluency and grammatical correctness of the poems;
and the coherency. However, GPT-J model shows
a better ability of keeping the rhymes consistent
throughout the verses of the poem.
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Figure 6: Per-meter accuracy of GPT-J (Red) and
BERTShared (Grey) models as per human evaluation.

7 Conclusion & Future Work

We have presented two approaches to classical Ara-
bic poetry generation. We have experimented with
two transformer-based architectures: the encoder-
decoder model initialized with BERT-based check-
points, and the decoder-only architecture: GPT-J.
We fine-tuned both models on a classical Arabic
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Figure 7: Per-topic accuracy of GPT-J (Red) and
BERTShared (Grey) models as per human evaluation.

poems corpus for two prompt-based generation
tasks, and made use of two evaluation methods:
one machine-based that focused on the models’
ability to adhere to the prompted meters, and one
human-based that focused on assessing the quality
of the generated poems. The evaluators regarded
the poems as interesting human evaluation revealed
that BERTShared model performed slightly better
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Figure 8: Rhyme consistency, fluency, and coherence
ratings of the poems generated by GPT-J (Red) and
BERTShared (Grey) models as per human evaluation.



in generating more fluent and coherent poems, but
GPT-J model could capture the rhymes much bet-
ter. In the future, we aim to incorporate human
evaluation in the loop in a reinforcement learning
environment, where the model should learn to gen-
erate the poetry based on corrected faulty poems.

Limitations

A limitation hindering both models are poems of
topics labelled &s\J! al-‘ama ‘generic’ and § a2l

al-gsyra ‘short’ as they are the most occurring top-
ics as show in Figure 2 yet they cover no distinct
domain. Furthermore, we found no records online
that could confirm that poets intended to write their
poems following a certain theme, therefore we had
to rely completely on aldiwan’s topic labelling not
knowing what is based on or how accurate it is. An-
other is human evaluation, despite the presence of
experts, there were too many poems to assess, and
evaluators were not keen on the surveys especially
meters evaluation as to them the number of meters
to evaluate poems for is large.

In addition, GPT-J could not be pre-trained due
to unavailability of the required hardware, so fine-
tuning was used instead, which is suboptimal.
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Abstract

Contrastive learning (CL) brought significant
progress to various NLP tasks. Despite this
progress, CL has not been applied to Arabic
NLP to date. Nor is it clear how much bene-
fits it could bring to particular classes of tasks
such as those involved in Arabic social meaning
(e.g., sentiment analysis, dialect identification,
hate speech detection). In this work, we present
a comprehensive benchmark study of state-of-
the-art supervised CL methods on a wide array
of Arabic social meaning tasks. Through exten-
sive empirical analyses, we show that CL meth-
ods outperform vanilla finetuning on most tasks
we consider. We also show that CL can be data
efficient and quantify this efficiency. Overall,
our work allows us to demonstrate the promise
of CL methods, including in low-resource set-
tings.

1 Introduction

Proliferation of social media resulted in unprece-
dented online user engagement. People around
the world share their emotions, fears, hopes, opin-
ions, etc. online on a daily basis (Farzindar and
Inkpen 2015; Zhang and Abdul-Mageed 2022) on
platforms such as Facebook and Twitter. Hence,
these platforms offer excellent resources for social
meaning tasks such as emotion recognition (Abdul-
Mageed and Ungar 2017; Mohammad et al. 2018),
irony detection (Van Hee et al. 2018), sarcasm de-
tection (Bamman and Smith 2015), hate speech
identification (Waseem and Hovy 2016), stance
identification (Mohammad et al. 2016), among oth-
ers. While the majority of previous social meaning
studies were carried out on English, a fast-growing
number of investigations focus on other languages.
In this paper, we focus on Arabic.

Several works have been conducted on differ-
ent Arabic social meaning tasks. Some of these
focus on Modern Standard Arabic (MSA) (Abdul-
Mageed et al. 2011, 2012), while others take Ara-
bic dialects as their target (ElSahar and El-Beltagy
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Figure 1: Visual illustration of how supervised con-
trastive learning works. Representations from the same
class are pulled close to each other while representations
from the different classes are further apart.

2015; Al Sallab et al. 2015). While many works
have focused on sentiment analysis, e.g., (Abdul-
Mageed et al., 2012; Nabil et al., 2015; ElSahar and
El-Beltagy, 2015; Al Sallab et al., 2015; Al-Moslmi
et al., 2018; Al-Smadi et al., 2019; Al-Ayyoub
et al., 2019; Farha and Magdy, 2019) and dialect
identification (Elfardy and Diab, 2013; Zaidan
and Callison-Burch, 2011, 2014; Cotterell and
Callison-Burch, 2014; Zhang and Abdul-Mageed,
2019; Bouamor et al., 2018; Abdul-Mageed et al.,
2020b,a, 2021b), others focused on detection of
user demographics such as age and gender (Za-
ghouani and Charfi 2018; Rangel et al. 2019), irony
detection (Karoui et al. 2017; Ghanem et al. 2019),
and emotion analysis (Abdul-Mageed et al. 2016;
Alhuzali et al. 2018). Our interest in the current
work is improving Arabic social meaning through
representation learning.

In spite of recent progress in representation learn-
ing, most work in Arabic social meaning mostly
focuses on finetuning language models such as
AraT5 (Nagoudi et al., 2022), CamelBERT (Inoue
et al., 2021), MARBERT (Abdul-Mageed et al.,
2021a), QARIB (Abdelali et al., 2021), among oth-
ers. In particular, Arabic social media processing
has to date ignored the emerging sub-area of con-
trastive learning (CL) (Hadsell et al. 2006). Given
a labeled dataset, CL (Khosla et al., 2020) attempts
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to pull representations of the same class close to
each other while pushing representations of differ-
ent classes further apart (Figure 1). In this work,
we investigate five different supervised contrastive
learning methods in the context of Arabic social
meaning. To the best of our knowledge, this is the
first work that provides a comprehensive study of
supervised contrastive learning on a wide range
of Arabic social meanings. We show that perfor-
mance of CL methods can be task-dependent. We
attempt to explain this performance from the per-
spective of task specificity (i.e., how fine-grained
the labels of a given task are). We also show that
contrastive learning methods generally perform bet-
ter than vanilla finetuning based on cross entropy
(CE). Through an extensive experimental study, we
also demonstrate that CL. methods outperform CE
finetuning under resource-limited constraints. Our
work allows us to demonstrate the promise of CL
methods in general, and in low-resource settings in
particular.

To summarize, we offer the following contribu-
tions:

1. We study a comprehensive set of supervised
CL methods for a wide range of Arabic social
meaning tasks, including abusive language
and hate speech detection, emotion and sen-
timent analysis, and identification of demo-
graphic attributes (e.g. age, gender).

2. We show that CL-based methods outperform
generic CE-based vanilla finetuning for most
of the tasks. To the best of our knowledge,
this is the first work that provides an exten-
sive study of supervised CL on Arabic social
meaning.

3. We empirically find that improvements CL
methods result in are task-specific and attempt
to understand this finding in the context of the
different tasks we consider with regard to their
label granularity.

4. We demonstrate that CL methods can achieve
better performance under limited data con-
straints, emphasizing and quantifying how
well these can work for low-resource settings.

2 Related Works
2.1 Arabic Social Meaning

We use the term social meaning (SM) to refer to
meaning arising in real-world communication in
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social media (Thomas, 2014; Zhang et al., 2022b).
SM covers tasks such as sentiment analysis (Abdul-
Mageed et al., 2012; Abu Farha et al., 2021; Saleh
et al., 2022; Alali et al., 2022), emotion recogni-
tion (Alhuzali et al., 2018; Mubarak et al., 2022c;
Abu Shagra et al., 2022; Mansy et al., 2022), age
and gender identification (Abdul-Mageed et al.,
2020c; Abbes et al., 2020; Mubarak et al., 2022b;
Mansour Khoudja et al., 2022), hate-speech and
offensive language detection (Elmadany et al.,
2020a; Mubarak et al., 2020, 2022a; Husain and
Uzuner, 2022), and sarcasm detection (Farha and
Magdy, 2020; Wafa’Q et al., 2022; Abdullah et al.,
2022).

Most of the recent studies are transformers-
based. They directly finetune pre-trained mod-
els such as mBERT (Devlin et al.,, 2018),
MARBERT (Abdul-Mageed et al., 2021a), and
AraT5 (Nagoudi et al., 2022) on SM datasets
like (Abdul-Mageed et al., 2020c; Alshehri et al.,
2020; Abuzayed and Al-Khalifa, 2021; Nessir et al.,
2022), using data augmentation (Elmadany et al.,
2020b), ensampling (Mansy et al., 2022; Alzu’bi
et al., 2022), and multi-tasks (Abdul-Mageed et al.,
2020b; Shapiro et al., 2022; AlKhamissi and Diab,
2022). However, to the best of our knowledge,
there is no published research studying CL on Ara-
bic language understanding in general nor social
meaning processing in paticular.

2.2 Contrastive Learning

CL aims to learn effective embedding by pulling se-
mantically close neighbors together while pushing
apart non-neighbors (Hadsell et al. 2006). CL em-
ploys a CL-based similarity objective to learn the
embedding representation in the hyperspace (Chen
et al., 2017; Henderson et al., 2017). In com-
puter vision, Chen et al. (2020a) propose a frame-
work for contrastive learning of visual representa-
tions without specialized architectures or a memory
bank. Khosla et al. (2020) shows that supervised
contrastive loss can outperform CL loss on Ima-
geNet (Russakovsky et al., 2015). In NLP, simi-
lar methods have been explored in the context of
sentence representation learning (Karpukhin et al.,
2020; Gillick et al., 2019; Logeswaran and Lee,
2018; Zhang et al., 2022a). Among the most no-
table works is Gao et al. (2021) who propose un-
supervised CL framework, SimCSE, that predicts
input sentence itself by augmenting it with dropout



as noise.

Recent works have been studying CL exten-
sively for improving both semantic text similar-
ity (STS) and text classification tasks (Meng et al.
2021; Qu et al. 2020; Qiu et al. 2021; Janson et al.
2021). Fang et al. (2020) propose back-translation
as a source of positive pair for NLU tasks. Klein
and Nabi (2022) argue that feature decorrelation
between high and low dropout projected representa-
tions improves STS tasks. Zhou et al. (2022) design
an instance weighting method to penalize false neg-
atives and generate noise-based negatives to guar-
antee the uniformity of the representation space. Su
et al. (2022) propose a token-aware CL method by
contrasting the token from the same sequence to
improve the uniformity in the embedding space.
We now formally introduce these CL methods and
how we employ them in our work.

3 Methods

Given a set of training examples {z;, ¥; }i=1,.. N
and an encoder based on a pre-trained language
model (PLM), f outputs contextualized token rep-
resentation of x;,

H = { h[CLS]7 h17 h2a (XL} h[SEP] } (1)

Where H is the hidden representation of the final
layer of the encoder.

The standard practice of finetuning PLMs passes
the pooled representation hjcrg) of [CLS] to a
softmax classifier to obtain the probability distribu-
tion for the set of classes C (Figure 2a).

p(Yelhicrs)) = softmax (Whicpg)); c€ C
2)
Where W € R%c X dr are trainable parameters
and dj, is hidden dimension. The model is trained
with the objective of minimizing cross-entropy
(CE) loss,

L NC
NZZ i, log yz,c‘hi[cLs]»l
e 3)
3.1 Supervised Contrastive Loss (SCL)

The objective of supervised contrastive loss
(Khosla et al. 2020) is to pull the representations

'h
paper.

ilors] and h; are used interchangeably in the rest of the
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of the same class close to each other while pushing
the representations of different classes further apart.
Following Gao et al. (2021), we adopt dropout-
based data augmentation where for each represen-
tation h;, we produce an equivalent dropout-based
representation h; and consider h; as having the
same label as h; (Figure 2b). The model attempts
to minimize NTXent loss (Chen et al., 2020a). The
purpose of NTXent loss is to take each in-batch
representation as an anchor and minimize the dis-
tance between the anchor(h;) and the representa-
tions from the same class (F;) while maximizing
the distance between the anchor and the represen-
tation from different classes,

sim(hi,hj)/r

LNTX — Z

DI

JEP;

iNl 1, 7ékesi’m(hi,hk)/'r'
C))
Where 7 is used to regulate the temperature. The

final loss for SCL is

’L

Lscr =1 —=X)Lce + ACnrx

3.2 Contrastive Adversarial Training (CAT)

Instead of dropout-based augmentation, Pan et al.
(2022) propose to generate adversarial examples
applying fast gradient sign method (FGSM) (Good-
fellow et al., 2015). Formally, FGSM attempts to
maximize Log by adding a small perturbation r
bounded by e,

maxLop = argmax L(f(z; + 7, i)
T

st.r]| <e €>0 (5)
Goodfellow et al. (2015) approximate the perturba-
tion r with a linear approximation around z; and
an L2 norm constraint. However, Pan et al. (2022)
propose to approximate r around the word embed-
ding matrix V' € R4 * @ (Figure 2c), where dy/
is the vocabulary size. Hence, the adversarial per-
turbation is computed as,

. VVvEL(f(zi, yi)
VLS (i, 90)ll

After receiving x;, the perturbed encoder £V out-
puts [CLS] representation h;, which is treated as
the positive pair of h;. Both h; and h; are passed
through a non-linear projection layer and the result-
ing representations are used to train the model with
InfoNCE loss (Oord et al., 2018).

(6)
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Z; = WzReLU(Wth) (7)
Zj = WzReLU(Wlhj) (8)
r . 6sim(zi,z]-)/7'
InfoNCE = — 108 —
Z]ll 1i¢keszm(zl,zk)/7
(©))

The final loss is calculated as,

11—
Loar = T(£CE + LEE) + AMrnponcE
3.3 Token-level Adversarial Contrastive
Training (TACT)

We also study a variant of CAT where instead of
perturbing the word embedding matrix V', we di-
rectly perturb the token representations h; (Figure
2d),

o VnL(f (i yi)
Vr, LOf (2,90,
hj =h;+r

(10)

r =

(a1
Similar to CAT, we pass h; and h; through a non-
linear projection layer and use the obtained repre-
sentations to train the model to minimize InfoNCE
loss (Eq. 9). We compute the final loss as,

1—-A

Loar = ——

5 (Lop + LET) + M foncE

(12)

3.4 Label-aware Contrastive Loss (LCL)

Suresh and Ong (2021) propose to adapt contrastive
loss for fine-grained classification tasks by incor-
porating inter-label relationships. The authors pro-
pose an additional weighting network (Figure 2e) to
encode the inter-label relationships. First, both the
encoder and the weighting network are optimised
using cross-entropy loss (Log), Lg, and L, re-
spectively. The prediction probabilities obtained
from the softmax layer of the weighting network
are used to compute the confidence of the current
sample for a given class c,

ehi,c
Wi,c = =c o

Zk‘:l etk
These weights are then used to train the model with
NTXent loss.

(13)

. gsimlhihy)/T

wlzyz
L; = lo ‘
l J;' ’ 2251 LWy, - €50 hishi)/
(14)
2N
Li=> 5 (15)
=1 !

Similar to Section 3.1, we use dropout-based data
augmentation. Given a confusable sample, the
weighting network will assign higher scores for

66



Dataset Train Dev Test No. of Classes
Abusive 4,677 584 585 3
Adult 33,690 5,000 5000 2
Age 5,000 5,000 5,000 3
AraNeTemo 50,000 910 941 8
Dangerous 3,474 615 663 2
Dialect at BinaryLevel 50,000 5,000 5,000 2
Dialect at CountryLevel 50,000 5,000 5,000 21
Dialect at RegionLevel 38,271 4,450 5000 4
Gender 50,000 5,000 5,000 2
Hate Speech 6,839 1,000 2,000 2
Irony 3,621 403 805 2
Offensive 6,839 1,000 2,000 2
Sarcasm 7,593 844 2,110 2
SemEvalemo 3,376 661 1,563 4
Sentiment Analysis 49,301 4,443 4,933 3

Table 1: Statistics of datasets used in our experiments.

the classes that are more closely associated with
the sample. Incorporating these high values back
into the denominator of NTXent will steer the en-
coder toward finding more distinguishing patterns
to differentiate between confusable samples. The
final LCL loss is computed as follows:

Lror=1-N(Lg+ Ly) + )\Ef
3.5 Token Adversarial LCL (TLCL)

Instead of dropout-oriented representation as an
augmentation, we experiment with token adversar-
ial representation for LCL (Figure 2f) described in
Section 3.3. First, we compute the adversarial rep-
resentation h; using Eq. 10 and Eq. 11. Then, we
compute NTXent loss (Eq. 14) for LCL to obtain
the final token adversarial LCL loss, Lrr,cr,. We
now describe our datasets.

(16)

4 Datasets

In this section, we present the Arabic social mean-
ing tasks and datasets used in our study. A sum-
mary of the datasets is presented in Table 1.
Abusive and Adult Content. For the abusive
and adult content detection tasks, we use datasets
from Mubarak et al. (2017) and Mubarak et al.
(2021). These datasets consist of 1.1k and 43k
tweets, respectively. For these datasets, the goal
is to classify an Arabic tweet into one of the two
classes in the set, i.e., {obscene, clean} for the
abusive task, and {adult, not-adult} for the adult
content detection task.
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Age and Gender. For both tasks, we use the
Arap-Tweet dataset (Zaghouani and Charfi, 2018)
which consists of 1.3M, 160k, 160k for the Train,
Dev, and Test respecctively. The dataset covers 11
Arab regions. Zaghouani and Charfi (2018) assign
age group labels from the set {under-25, 25-to-34,
above-35} and gender from the set {male, female}.

Dangerous. We use the dangerous speech dataset
from Alshehri et al. (2020). This dataset consists
of 4,445 manually annotated tweets labelled as
either safe or dangerous.

Dialect Identification: Six datasets are used for
this task: ArSarcasmp;, (Farha and Magdy, 2020),
the Arabic Online Commentary (AOC) (Zaidan
and Callison-Burch, 2014), NADI-2020 (Abdul-
Mageed et al., 2020a), MADAR (Bouamor
et al., 2019), QADI (Abdelali et al., 2020), and
Habibi (El-Haj, 2020). The dialect identification
task involves three dialect classification levels: (1)
Binary-level (MSA vs. DIA), (2) Region-level (4
regions), and (3) Country-level (21 countries).
Emotion. For this task, we use two datasets:
AraNeT,,,, and SemEval,,,,. The first one is pro-
posed by Abdul-Mageed et al. (2020c). The dataset
consists of 192K tweets labeled with the eight
emotion classes from the set {anger, anticipa-
tion, disgust, fear, joy, sadness, surprise, trust}.
SemkEval,,,, (Mohammad et al., 2018) consists of
5, 603 tweets labeled with four emotions from the
set {anger, fear, joy, sadness}.

Offensive Language and Hate Speech. We use
the dataset released by Mubarak et al. (2020) during



an offensive and hate speech shared task.”> This
dataset consists of 10k manually annotated tweets
with four tags {offensive, not-offensive, hate, not-
hate

Irony. We use the irony identification dataset for
Arabic tweets (IDAT) developed by Ghanem et al.
(2019). This dataset contains 5,030 MSA and di-
alectal tweets. It is labeled with ironic and non-
ironic tags.

Sarcasm. We use the ArSarcasm dataset released
by (Farha and Magdy, 2020). ArSarcasm contains
10, 547 tweets. The tweets are labeled with sar-
casm and not-sarcasm tags.

Sentiment Analysis This task includes 19 senti-
ment datasets. We merge the 17 datasets bench-
marked by Abdul-Mageed et al. (2021a) with two
new datasets: Arabizi sentiment analysis dataset
(Fourati et al., 2020) and AraCust (Almuqren and
Cristea, 2021), a Saudi Telecom Tweets corpus for
sentiment analysis. The data contains 190k, 6.5k,
44.2k samples for Train, Dev and Test. The dataset
is labeled with three tags from the set {positive,
negative, neutral}.

S Experimental Setup

We implement all the methods using
MARBERT (Abdul-Mageed et al.,, 2021a)
(UBC-NLP/MARBERT) from HuggingFace’s
Transformers library (Wolf et al., 2020), as the
backbone architecture. = We use MARBERT
as it is reported to achieve SOTA on a wide
range of Arabic language understanding tasks
in Abdul-Mageed et al. (2021a). Our methods,
however, can be applied to any other model. We
use the same hyperparameters for all the methods
to ensure fair comparisons. We set the maximum
sequence length to 128 and use a batch size of 16
to train the models using Adam optimizer with a
learning rate 5e — 5. The initial number of training
epochs is set to 25 with an early stopping threshold
of 5. For CL-based models, we set A to 0.5 and
7 to 0.3. For all the experiments, we consider the
checkpoint with the best macro F; score on the
development sets to evaluate performance on the
respective test sets. To limit GPU usage during our
experiments, we normalize all datasets considered
by limiting the size of Train, Dev, and Test splits
to 50k, 5k, 5k samples respectively.’

2http://edinburghnlp.inf.ed.ac.uk/workshops/OSACT4/
3For example, for the Age and Gender datasets, Train, Dev,
and Test splits have 1.3m, 160k, and 160k, respectively. So,
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6 Results

As explained, we compare different methods on
15 different Arabic social media datasets involving
binary and multiclass classification. We present
performance of the methods in Table 2. Evidently,
CL-based methods achieve better performance on
majority of the tasks. On average, three out of five
CL-based methods (LCL, SCL, and TACT) achieve
better performance than CE-MARBERT. Overall,
LCL achieves the best Fj-score averaging across
all the tasks.

It is important to note that there is no unique
superior method across the tasks. This shows that
CL-based methods can be task-specific, depending
on the nature of how they are formulated. For exam-
ple, LCL performs well on multiclass datasets such
as Abusive and AraNeT,,,,, while TLCL performs
well on SemEval,,,,. LCL and TLCL adopt more
fine-grained representations with the incorporation
of the weighting network which consequently helps
them distinguish confused classes. However, for
Dialect at RegionLevel, we speculate that since the
labels are already fine-grained, it is more important
to improve the robustness rather than inter-label
relationship. Therefore, CAT achieves best perfor-
mance on this task, followed by TLCL. Similarly,
on binary classification tasks such as hate speech
and Offensive language detection, where a subtle
semantic change in meaning can alter the labels,
robust methods are expected to outperform others.
Therefore, adversarial methods like CAT and TACT
achieve better F|-score.

For most of the tasks, F;-scores obtained from
different CL-methods are close to each other and
the vanilla SCL achieves similar average score to
the other models. This proves that although task-
specific formulation may help the models to im-
prove on a certain task, the most important factor
evolves around the fundamental minmax nature of
contrastive learning which is minimizing the dis-
tance among the representations of the same class
while maximizing the distance among the represen-
tations of the different classes.

7 Analysis
7.1 Data Efficiency

To investigate how the methods perform with lim-
ited data, we train the models under different size
constraints using three datasets (one binary and

we randomly pick 50k, 5k, and 5k samples respectively.


http://edinburghnlp.inf.ed.ac.uk/workshops/OSACT4/

CE SCL CAT TACT LCL TLCL
Abusive 77.15 78.09 76.48 75.69 78.32 75.26
Adult 88.16 89.50 86.54 89.13 88.85 89.48
Age 44.22 45.12 42.28 46.45 45.90 43.20
AraNeTemo 62.47 61.49 59.31 57.99 62.56 64.13
Dangerous 61.44 63.76 67.83 66.00 65.76 69.28
Dialect at BinaryLevel 85.71 85.63 86.67 84.98 85.79 81.84
Dialect at CountryLevel 32.84 33.63 33.24 32.69 33.62 31.34
Dialect at RegionLevel 65.29 64.78 65.54 64.56 62.92 64.92
Gender 62.23 63.56 65.58 65.77 65.90 65.14
Hate Speech 80.91 80.00 71.06 82.62 81.00 75.26
Irony 84.75 84.30 84.72 84.18 84.29 83.43
Offensive 90.43 89.92 91.37 91.23 90.41 88.84
Sarcasm 70.67 71.09 72.09 74.14 75.32 69.40
SemEval g, 79.25 77.22 77.08 77.85 80.61 78.59
Sentiment Analysis 77.69 77.32 76.89 76.68 75.61 74.82
Avg. 70.88 71.03 70.45 71.33 71.79 70.33

Table 2: Macro Fl-score of the models on Arabic social media datasets. Here, CE = Cross-Entropy; SCL =
Supervised Contrastive Learning; CAT = Contrastive Adversarial Training; TACT = Token-level Adversarial
Contrastive Training; LCL = Label-aware Contrastive Loss; TLCL = Token Adversarial LCL.

Dialect-Country Dialect-Region AraNeTemo

10% 25% 50% 100% 10% 25% 50% 100% 10% 25% 50% 100%
CE 27.78 30.5 3091 32.84 63.09 63.16 6359 65.29 53.85 56.73 59.18 62.47
SCL 2849 31.87 32.89 33.63 63.08 6323 6337 64.78 54.47 5835 5835 6149
CAT 26.57 3033 3271 33.24 6432 653 6542 65.54 5475 54.03 5551 59.31
TACT 27.63 29.88 32.04 32.69 638 641 6432 64.56 5327 593 59.18 57.99
LCL 2897 305 31.78 33.62 63.72 6472 65.06 62.92 55.47 59.25 6221 62.56
TLCL 27.69 3044 32.18 31.34 6271 6453 646 6492 54.62 5931 6298 64.13

Table 3: Model performance on varying dataset sizes. Bold values represent the best performance for a particular

dataset and dataset size.

two multiclass). We present results of this set of
experiments in Table 3. One interesting observa-
tion is that improvement in performance is not al-
ways monotonic with respect to data size. We be-
lieve that larger-sized training sets only aid mod-
els with test samples with idiosyncrasies and that
small training sets sufficiently cover a wide range
of data distributions. However, we observe that CE-
MARBERT fails to outperform CL-based methods
in any constraint. Specifically, for Dialect at Coun-
tryLevel dataset, 50% of the data is sufficient for
SCL to outperform CE-MARBERT trained on the
full dataset. Additionally, CAT achieves compa-
rable performance to CE-MARBERT with 50%
training data. For Dialect at RegionLevel dataset,
only 10% training data is sufficient for CAT, TACT,
and LCL to outperform CE-MARBERT with 50%
training data. Moreover, CAT requires only 50%
training data to outperform CE-MARBERT with
full training data. Finally, for AraNeT,,,, dataset,
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LCL, TACT, and TLCL with 25% training data out-
perform CE-MARBERT with 50% training data.
TLCL with 50% data outperforms CE-MARBERT
with full (i.e., 100%) training data while LCL with
50% data achieves similar performance. This anal-
ysis shows that enhancing the representations of
different classes via CL helps the model to produce
more distinguishable clusters. As a result, the mod-
els require only smaller training data to project a
sample to a particular class.

7.2 Impact of Batch Size

We study how batch size affects model perfor-
mance. We consider batch sizes of 4, 8, 16 on three
datasets, showing performance in Figure 3. We ob-
serve that, with only a few exceptions, performance
of the models increases along with the increase of
batch size. Larger batch sizes contain more sam-
ples from different classes, which helps the model
to learn better via comparing these samples. Our
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Figure 3: Ablation study on the impact of batch size on
performance of the models.

analysis corroborates findings of prior works such
as Chen et al. (2020b), Cao et al. (2022), and Qiu
et al. (2021) that propose the incorporation of a sep-
arate memory bank to hold the negative samples
for comparison.

7.3 Visualization of Representations

We plot t-SNE representations of the test samples
from the Abusive dataset in Figure 4. The represen-
tations are colored with true labels. We notice that
CL-based methods cluster and abusive sam-
ples far from each other, unlike CE-MARBERT.
Since CL attempts to maximize the distance be-
tween different classes, it helps the models pro-
duce more distinct clusters. Additionally, LCL and
TLCL methods cluster abusive and hate classes
better than other methods. Since, they capture
inter-label relations, the methods identify confus-
able examples of abusive and hate better than other
methods.

8 Limitations

An inherent limitation of CL methods is their re-
liance on hyperparameters. In particular, they are
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Figure 4: t-SNE representations of the validation set of
abusive dataset ( = normal, red = abusive, blue =
hate).

sensitive to batch size. Larger batch sizes usually
yield better performance. Other hyperparameters
like 7 and A can also impact performance given a
specific task. Lastly, the accommodation of larger
batch size comes at the cost of higher computa-
tional resources.

9 Conclusion

In this work, we study various supervised con-
trastive learning methods for a wide range of Ara-
bic social meaning tasks. We show that CL-based
methods outperform generic cross entropy finetun-
ing for majority of the tasks. Through empirical
investigations, we find that improvements result-
ing from applying CL methods are task-specific.
We interpret these results vis-a-vis different down-
stream tasks, with a special attention to the num-
ber of classes involved in each task. Finally, we
demonstrate that CL methods can achieve better
performance with limited training data and hence
can be employed for low-resource settings.

In the future, we plan to extend our work be-
yond sentence classification by experimenting on



tasks such as token-classification and question-
answering. Our work stands as a comprehensive
investigation of applying contrastive learning to
Arabic social meaning. We hope this work will
trigger further investigations of CL in Arabic NLP
in general.
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Abstract

In this paper we propose a new method for
training adversarial text-to-speech (TTS) mod-
els for low-resource languages using auxiliary
data. Specifically, we modify the MelGAN (Ku-
mar et al., 2019) architecture to achieve better
performance in Arabic speech generation, ex-
ploring multiple additional datasets and archi-
tectural choices, which involved extra discrimi-
nators designed to exploit high-frequency simi-
larities between languages. In our evaluation,
we used subjective human evaluation, MOS -
Mean Opinion Score, and a novel quantitative
metric, the Fréchet Wav2Vec Distance, which
we found to be well correlated with MOS. Both
subjectively and quantitatively, our method out-
performed the standard MelGAN model.

1 Introduction

Text-to-speech (TTS) is the task of generating nat-
ural speech that corresponds to a given text. TTS
systems play essential roles in a wide range of ap-
plications, ranging from human-computer interac-
tion to assistance for people with vision or speech
impairments.

In recent years the field of TTS has been dom-
inated by the neural auto-regressive models for
raw audio waveform such as WaveNet (Oord et al.,
2016a), SampleRNN (Mehri et al., 2016) and Wa-
veRNN (Kalchbrenner et al., 2018). However, in-
ference with these models is inherently slow and
inefficient given the high frequency of audio data;
because of the auto-regressive behaviour and the
sequential generation of the audio samples. Thus,
auto-regressive models are usually impractical for
real-time applications. Researchers put much ef-
fort into enabling parallelism of the TTS models,
which resulted in a number of non-auto-regressive
ones, such as Parallel WaveNet (Oord et al., 2018)
which distils a trained auto-regressive decoder into
a flow-based convolutional student model, Wave-
Glow (Prenger et al., 2019) which is a flow-based
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generative model based on Glow (Kingma and
Dhariwal, 2018) as well as the Generative Adversar-
ial Network (GAN (Yi et al., 2019))-based models
such as MelGAN (Kumar et al., 2019) and GAN-
TTS (Binkowski et al., 2019). They are highly
parallelizable and more suitable to run efficiently
on modern hardware. However, those recent de-
velopments often came at the price of scale, and
hence may be impractical for certain applications
with limited compute or data budgets.

Deep neural networks have revolutionized the
field of TTS achieving human-level performance
on particular languages by leveraging massive col-
lections of good-quality datasets, e.g. The LIJ
Speech Dataset'. However, these successes came
at cost since creating these large datasets typically
requires a great deal of human effort to manually
record and label individual data samples. This cost
can be particularly extreme when recording and
labelling requires expert supervision (for example,
recording high quality audio requires a professional
studio and staff). For many languages we lack re-
sources to create sufficiently large labelled datasets,
which limits the widespread adoption of TTS tech-
niques.

The lack of available resources makes it ex-
tremely valuable to study the relationship between
the different languages. The high-frequency simi-
larities between languages can be exploited to learn
better speech synthesis models for low-resource
languages. However, not much work has focused so
far on exploring this direction. The notable excep-
tions include some multi-lingual TTS models (Do
et al., 2021). In Lee et al. (2018) they pre-trained
a speech synthesis network using datasets from
both high-resource and low-resource languages,
and fine-tuned the network using only low-resource
data. The results showed that the learned phoneme
embedding vectors are located closer if their pro-
nunciations are similar across the languages.

1https ://keithito.com/LJ-Speech-Dataset/

Proceedings of the The Seventh Arabic Natural Language Processing Workshop (WANLP), pages 76 - 84
December 8, 2022 ©2022 Association for Computational Linguistics


https://keithito.com/LJ-Speech-Dataset/

In this work, we explore raw waveform gener-
ation for low-resource languages using auxiliary
data, taking Arabic as our case study and MelGAN
(Kumar et al., 2019) as our baseline model. This
study examines the Arabic language since it has a
large global population, it is a complex language
to model,” and there is a scarcity of Arabic TTS
datasets, making it a low-resource language. Our
main contributions are as follows:

* We train a fast and efficient TTS system for
the Arabic language using a publicly available
speech dataset®.

We propose an extension to MelGAN (Ku-
mar et al.,, 2019) model which makes it
more amenable to knowledge transfer be-
tween languages and evaluate its efficiency
for low-resource speech datasets, focusing
on co-training between vastly different lan-
guages/dialects and learning from low-quality
samples.

We propose a quantitative metric for Ara-
bic speech generation based on Fréchet dis-
tance (Eiter and Mannila, 1994), the metric
inspired by the DeepSpeechDistance for En-
glish language (Binkowski et al., 2019), where
we replace the DeepSpeech network with the
Wav2Vec2ForCTC Arabic audio recognition
network*.

2 Background

The generative Adversarial Networks (GANs)
Goodfellow et al. (2014) are a class of implicit
generative models trained by adversarial means
between two networks: the generator and the dis-
criminator. Generators attempt to produce data that
resemble reference distributions, while the discrim-
inator tries to distinguish real data from generated
data, providing a useful training signal.

Due to the high temporal resolution of raw
waveform, the presence of structure at different
time scales, and the short- and long-term inter-
dependencies among these structures, audio synthe-
sis is a challenging task. Most approaches simplify

“Worldwide there are more than 420 million native Arabic
speakers who speak over 25 dialects of the language, each of
which has its own unique characteristics and dialectal words.

3ht’cp ://en.arabicspeechcorpus.com/

*https://huggingface.co/docs/transformers/
model_doc/wav2vec2#transformers.
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the problem by modelling a lower-resolution inter-
mediate representation that can be efficiently com-
puted from the raw temporal signal and preserves
enough amount of information to allow a faithful
inversion back to audio. It is therefore common to
decompose text-to-speech (TTS) systems into two
stages: the first stage maps text into the interme-
diate representation, while the second stage trans-
forms it into audio waveform. Among the most
commonly used intermediate representations are
aligned linguistic features (Oord et al., 2016b) and
Mel-spectrograms (Shen et al., 2018; Gibiansky
et al., 2017). In this work, we use Mel-spectrogram
as an intermediate representation and focus on the
second stage. Considering the Mel-spectrogram in-
version stage, the TTS systems can be categorized
into three distinct families: the pure signal process-
ing techniques, the auto-regressive models and the
non-auto-regressive models. The auto-regressive
models like the WaveNet (Oord et al., 2016a) pro-
duced the state-of-the-art results in text-to-speech
synthesis (Sotelo et al., 2017; Shen et al., 2018) but
inference with these models is inherently slow and
inefficient due to the sequential generation of audio.
The non-auto-regressive models hence are highly
parallelizable and can exploit modern deep learn-
ing hardware like GPUs and TPUs. Well known
examples are the WaveGlow (Prenger et al., 2019)
which is a flow-based generative model based on
Glow (Kingma and Dhariwal, 2018), and GAN-
based TTS models like MelGAN (Kumar et al.,
2019) and GAN-TTS (Bikkowski et al., 2019).

MelGAN generator is a fully convolutional feed-
forward network which takes Mel-spectrogram as
input and outputs a raw waveform. The generator
is trained adversarially against a multi-scale archi-
tecture comprised of three discriminators that have
identical network structures but operate on differ-
ent audio scales. On the other, End-to-end architec-
tures like the Tacotron (Wang et al., 2017), EATS
(Donahue et al., 2020) and WaveGrad 2 (Chen
et al., 2021) are introduced in the field of TTS
to reduce the compound error of two-stage TTS
systems. Tacotron is a generative text-to-speech
model based on a seq-to-seq model with an atten-
tion mechanism (Sutskever et al., 2014), whereas
Tacotron 2 (Shen et al., 2018) is a follow-up work
that eliminates the non-neural network elements
used in the original Tacotron.

Many works covered Arabic TTS synthesis to
generate human-like speech, such as Abdel-Hamid
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et al. (2006), Rebai and BenAyed (2016) and
Fahmy et al. (2020), but none of them adopted
the GAN-based TTS models for the Arabic lan-
guage. Fahmy et al. (2020) describes how to use a
modified deep architecture from Tacotron 2 (Shen
et al., 2018) to generate Mel-spectrograms from
Arabic diacritic text as an intermediate feature rep-
resentation followed by a WaveGlow (Prenger et al.,
2019) architecture acting as a vocoder to produce a
high-quality Arabic speech. The proposed model
is trained using a published pre-trained Tacotron
2 English model using a dataset with a total of
2.41 hours of recorded speech 3. To the best of our
knowledge, this is the best Arabic TTS available.

3 Methodology

In this section, we present the details of the ar-
chitectures of our models, the datasets, and the
evaluation metrics we used. In MelGAN’s official
repository>, generator weights are publicly avail-
able, but discriminator weights are not. We use
various methods of knowledge transfer between
languages, including fine-tuning and co-training.

3.1 Model Architecture

In our analysis, we used the MelGAN architecture
(Kumar et al., 2019) with an amended downsam-
pling schedule that we found to perform better in
our early experiments. With the proposed schedule,
we ensure that there is no common divisor between
downsampling factors to encourage focus on dif-
ferent frequencies across discriminators. We used
factors 3 and 5 to downsample audio before pass-
ing it to the second and third discriminators. The
downsampling is done by a strided average pooling
layer.

MelGAN’s multi-discriminator architecture in-
corporates an inductive bias that aims to exploit
different structures at various temporal resolutions.
In addition, we are interested in investigating an-
other inductive bias that aims to exploit the consid-
erable overlap between the phonemes of different
languages and dialects, which may be helpful to im-
prove the performance of low-resource languages.
In the proposed approach we introduce auxiliary
data to the model through an additional discrim-
inator, designed to operate on short segments of
speech to capture high-frequency similarities. We
found optimal segment length for this extra dis-

Shttps://github.com/descriptinc/
melgan-neurips
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criminator to be 512-time steps. We consider two
ways of feeding the extra data to the model:

* As part of first setting, the additional discrimi-
nator is fed a batch of 512-time step segments
of two types, one generated directly by pass-
ing a small window of the auxiliary dataset
mel-spectrogram to the generator, and another
produced by sub-sampling the audio gener-
ated with the main dataset conditioning to pass
to the main discriminators.

* While in the second setting, the additional
discriminator accepted a batch of 512-time
step segments both are sub-sampled from the
audio generated with the main dataset condi-
tioning to pass to the main discriminators, but
to introduce the auxiliary dataset, part of the
ground truth segments are replaced by random
segments of the auxiliary dataset.

The mixing ratio between the two types of seg-
ments in both settings is a hyper-parameter that we
optimise experimentally.

Passing the auxiliary data to the generator in the
first setting provides a more complicated task for
the generator to learn, while in the second setting
the generator’s task remains unchanged; however
the additional discriminator is provided with more
ground truth samples and hence enriches the adver-
sarial signal passed back to the generator. Finally,
the additional discriminator uses half of the stan-
dard MelGAN discriminators’ capacity®, which we
found to perform roughly on par with the full ca-
pacity variant.

3.2 Datasets

We used the Arabic Speech Corpus dataset® as our
main dataset. The training set contains 1813 spo-
ken utterances of a standard Arabic dialect recorded
by a single speaker, covering a duration of 2 hours;
additional 100 samples form a test set. The data is
labelled with diacritic Arabic text (Sweet, 1877).
In addition to the main dataset, we used three aux-
iliary datasets as described in the table 1. The aux-
iliary datasets include LJSpeech', Tunisian_MSA’
and AMMI_Speech datasets®. The AMMI_Speech
dataset is gathered by AMMI® student. The

®half the number of convolution filters

"https://www.openslr.org/46/

8https://github.com/besacier/AMMIcourse/tree/
master/STUDENTS-RETURN/Arabic4

°African Master of Machine Intelligence - https://
aimsammi.org
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Name Language Dialect Speakers Quality Hrs
LJSpeech English - 1 high 24
Tunisian. MSA train Arabic Tunisian 118 low 11
Tunisian_ MSA test Arabic  Tunisian/Libyans 4 average 2
AMMI_Speech Arabic Standard 3 low 6
Arabic Speech Corpus  Arabic  Standard 1 high 2

Table 1: The datails of the auxiliary datasets used.

Tunisian_MSA train and test set are separated into
two auxiliary datasets due to their varying quality.

3.3 Evaluation Metrics

For evaluation, two metrics are employed: the
Mean Opinion Score (MOS) and a novel quanti-
tative metric, the Conditional Fréchet Wav2Vec
Distance (cFWD).

Mean Opinion Score In order to compare the
performance of our models, we carried out Mean
Opinion Score (MOS) tests. We gathered 100 sam-
ples generated by the different models using the
same conditioning, along with 100 original sam-
ples. All the generated samples were not seen dur-
ing training. MOS scores were computed on a pop-
ulation of 53 individual raters; each of them had
to evaluate blindly a subset of 150 samples drawn
randomly from the overall pool and assign a score
from 1 to 5. Our tests were crowdsourced over mul-
timedia platforms and testers were asked to wear
headphones and be Arabic speakers. Additionally,
we computed the 95% confidence intervals for the
scores:
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Conditional Fréchet Wav2Vec Distance This
metric is inspired by the DeepSpeech Distances
(Binkowski et al., 2019) and analogous to Fréchet
Inception Distance (FID, Heusel et al., 2017) com-
monly used in generative modelling of images.
In order to extract the high-level features from
raw Arabic audio, the DeepSpeech2 model was
replaced by the pre-trained Wav2Vec2ForCTC Ara-
bic speech recognition model found in the Hug-
gingFace Transformers library*.

To obtain reasonable estimates of this metric it
is preferred to use sufficiently large sets of samples.
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The original implementation used 50 thousand sam-
ples (Soloveitchik et al., 2021). However, as this
would be too resource-intensive, we artificially ex-
pand the generated and real sets by randomly sub-
sampling small windows from each audio.

The distribution for a set of waveforms is formed
by sub-sampling thirty 2-second-long sub-samples
from each audio; this way we construct fixed-length
sub-samples from arbitrary-long ones, covering
their whole length and putting equal weight to short
and long samples. Finally, the features extraction
is done by framing each sub-sample using a 40ms
window of raw audio at 16kHz and stride of 20ms,
passing the frames to the speech recognition model,
and extracting the 512-dimensional output of the
feature_projection layer, and then taking the av-
erage of the features along the temporal dimension.
The Fréchet distance is calculated by comparing
the distributions of such representations of real and
generated samples from our test set, which has
100 samples, resulting in 3000 samples after sub-
sampling. For representations X € R™*? and
Y € R™"*?, where d is the representation dimen-
sion, and m is the number of samples, the (squared)
Fréchet distance is obtained using the following es-
timator:

—

Fréchet ?(X,Y) =

lx — py |2+ Tr (EX N 2(2X2y)1/2)

An initial evaluation of the metric involved cal-
culating the Fréchet distance between a reference
sound and the same sound after adding multiple
levels of Gaussian noise separately. The results are
shown in figure 1.

4 Experiments

In this section we provide details on the experi-
ments, including baselines and ablation study. We
train our models using our main dataset, the Arabic
Speech Corpus dataset’, either with or without ad-
dition of the one of the auxiliary datasets described
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Figure 1: An initial evaluation for the Conditional
Fréchet Wav2Vec Distance using different levels of
Gaussian noise.

in table 1. In all experiments, unless stated other-
wise, the English dataset! is used as an auxiliary
dataset. The MelGAN model (Kumar et al., 2019)
with an amended downsampling schedule was used
in all experiments, and we added one additional dis-
criminator when auxiliary datasets were analyzed.
Currently, no clear strategies have been developed
for GANs with auxiliary data; thus, fine-tuning and
training from scratch using both the main and aux-
iliary datasets seems reasonable and we explored
both here.

4.1 Baselines

We compare MelGAN model with a model de-
scribed by Fahmy et al. (2020) to evaluate its ef-
fectiveness for Arabic language synthesis. Based
on a modified deep architecture from Tacotron
2 (Shen et al., 2018), the model creates a mel-
spectrogram of diacritical Arabic text as an inter-
mediate feature representation, before using Wave-
Glow (Prenger et al., 2019) as a vocoder to synthe-
size high-quality Arabic speech. To develop the
final model, Fahmy et al. (2020) started from En-
glish pre-trained model and fine-tuned using Arabic
Speech Corpus dataset’.

To examine the effectiveness of the additional
discriminator (through which the auxiliary data is
introduced), we compare the baseline MelGAN
with the results obtained with different mixing ra-
tios for the main and auxiliary segments that are
passed to this additional discriminator.

4.2 Fine-tuning

In this experiment, we carry out transfer learning in
its plain form, i.e. we start with a model pre-trained
on an auxiliary dataset and then fine-tune using our
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main dataset. We use the standard MelGAN ar-
chitecture (Kumar et al., 2019), with no additional
discriminators. The initial pre-training is done on
English data', followed by fine-tuning on 2 hours
of Arabic data’.

Transfer learning in our setting involves addi-
tional challenge that is specific to adversarial mod-
els: it seems crucially important to ensure that
the min-max game between the generator and dis-
criminator is balanced both during pre-training and
fine-tuning. The latter becomes difficult e.g. in a
situation when only one of the networks is avialable
with pre-trained weights. This unfortunately hap-
pens to be the case with MelGAN, whose generator
weights are publicly available from official repos-
itory”, but discriminator weights are not shared.
Of course pre-training both generator and discrim-
inator from scratch using the English dataset is
technically an option, however it is also computa-
tionally intensive, and was beyond capacity of our
resources. In order to address this issue, we fine-
tuned the discriminator alone with the main dataset
for 2K steps while fixing the generator weights be-
fore fine-tuning the entire model. The discriminator
was initially initialized either randomly or using
the weights of a pre-trained Arabic discriminator.

4.3 Training GANs with auxiliary data

In this set of experiments we introduce an auxil-
iary dataset by developing a variant of MelGAN
architecture with an additional discriminator. Orig-
inal discriminators in MelGAN use longer seg-
ments than discriminators in GAN-TTS. In training
the proposed architecture, we used both the main
dataset and a range of auxiliary ones; including an
English dataset!, two Arabic dialect datasets’, or
a low-quality standard Arabic dataset®. According
to how the auxiliary dataset is introduced to the
model, the experiments can be divided into two
parts as follows:

Generator with auxiliary segments In this set-
ting, we send to the generator the mel-pectrogram
of 512-time steps windows of the auxiliary dataset.
The resulting segments are added to the discrim-
inator along with 512-time steps segments sub-
sampled from the audio generated given the main
dataset conditioning. Mixing ratio refers to the
ratio between these two types of segments.

Extra ground truths for discriminator In this
setting, as illustrated in figure 2, we present a way



—>

Auxiliary data

Sub-sample

Audio generated with the —|

main dataset conditioning
~ @@

N
Avg Pool [———> Disc Block E—

Avg Pool | ——»|

Sub-sample

Additional
Disc

Disc Block

Feature Maps
+ output

Feature Maps
+ output

Feature Maps
+ output

Feature Maps

Disc Block + output

>

Figure 2: An illustration of the second part of training
GANs with auxiliary data experiments, where we pass
as extra ground truths for the discriminator.

to incorporate auxiliary data into the model with-
out complicating the generator task. The additional
discriminator batches are derived by subsampling
512-time steps segments from audios generated
given the main dataset conditioning. The ground
truths for part of this segment are replaced with
random segments from the auxiliary datasets, but
the rest remain fixed. Mixing ratio refers to the ra-
tio between these two types of segments. Through
this, we can improve the discriminator adversarial
signal being fed back to the generator. A small win-
dow was used to concentrate on the high-frequency
features. Different segments sizes were tested and
512 was found to perform the best.

4.4 Efficiency analysis of various speech
datasets as auxiliary dataset

We present here a discussion of the effects of us-
ing various auxiliary datasets. For the comparison,
each of the auxiliary datasets is introduced sep-
arately as additional ground truths for the extra
discriminator with a mixing ratio of 1:1 between
the main and the auxiliary datasets respectively.

4.5 Ablations

The proposed model combines several hyper-
parameters and we have two approaches to intro-
ducing auxiliary datasets to the model; we hence
conduct an ablation study to understand how dif-
ferent choices impact the model. In light of our
limited resources, the ablation study was carried
out using English as the auxiliary dataset, which
provided the best results compared to other auxil-
iary datasets. Our experiments examined different
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ratios for mixing the Arabic and English segments
passed to the extra discriminator. Further, we com-
pared how well the auxiliary dataset worked either
as additional ground truths or as a generator input.
Finally, we evaluated the effect of smaller segment
lengths and the full capacity of the extra discrimi-
nator.

4.6 Training Details

All the training is performed on the Arabic Speech
Corpus train-set® and one of the three additional
datasets. The training settings is the same as de-
scribed in the MelGAN paper (Kumar et al., 2019).
The experiments ran on Google Cloud Virtual Ma-
chine with a 4-Core CPU and Nvidia T4 GPU. Each
model is trained for 500000 steps.

5 Results

This section summarizes all the results of the ex-
periments described in the Experiments section 4.
We evaluated the performance on the test set of
the Arabic Speech Corpus dataset3 using the MOS
and the average of the last five Conditional Fréchet
Wav2Vec Distance scores. It is worth noting that
the mean of the best and the mean of the last five
scores produced almost the same ordering. Also,
in all tables and figures, the mixing ratio represents
the ratio between main and auxiliary segments re-
spectively we feed to the additional discriminator.

Table 2 presents the quantitative results of the
proposed model incorporating the English dataset'
as additional ground truths for the extra discrimi-
nator, as well as the Mel GAN (Kumar et al., 2019)
model and WaveGlow model (Prenger et al., 2019).
The table shows the models that have 4 or less ad-
ditional signals compared to the MelGAN model.
The addition of one segment of the Arabic dataset
would result in adding two additional signals: one
to the generator’s adversarial loss and one to the
discriminator’s adversarial loss, while the addition
of one segment of the English dataset would result
in one signal added to the discriminator’s adver-
sarial loss. The results show that MelGAN is able
to achieve a performance that is comparable to
WavGlow in the synthesis of Arabic speech. Fur-
thermore, the study shows that MelGAN + Extra
Disc outperforms both MelGAN and WaveGlow
models, and adding auxiliary dataset increases the
performance even further. MelGAN + Extra Disc
and mixing ratio of 1:2 between Arabic and En-
glish data sets respectively provided the best per-



formance across all models. Figure 3 shows the
importance of adding a mixture of Arabic and En-
glish segments compared to the extreme cases.
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Figure 3: Conditional Fréchet Wav2Vec Distance re-
ported every 500 steps during training of MelGAN +
Extra Disc model with three different mixing ratios.

Table 3 represents the quantitative results of
using different auxiliary datasets 1 as additional
ground truths for the extra discriminator in the pro-
posed model. The mixing ratio between the main
and auxiliary datasets was 1:1. The results shows
that different language auxiliary datasets (English')
with high quality produce better results than the
same language or dialects (Standard®, Tunisian’
or Libyan Arabic’) auxiliary datasets with low or
average quality.

FWD  Auxiliary Dataset
27.50 Tunisian_MSA trian
18.64 AMMI_Speech
18.56 Tunisian_MSA test
16.95 LJSpeech

Table 3: Average of the last five Conditional Fréchet
Wav2Vec Distance for MelGAN + Extra Disc models
trained with different auxiliary datasets fixed mixing
ration if 1 : 1. The extra segments is added as an
additional ground truths.

Tables 4, 5, 6 shows the results of the ablation
study. According to the study, MelGAN + Ex-
tra Disc with 1:2 mixing ratio between Arabic?
and English! data sets provided the best perfor-
mance across all models. As well, adding auxiliary
datasets as additional grounds truths in the extra
discriminator is better than including the auxiliary
dataset in the generator itself. Last but not least, by
using full capacity extra discriminator and reducing
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segment lengths, we would achieve better results
than with the current settings.

FWD How Auxiliary Date Introduced
13.57 Generator with auxiliary segments
11.16 Extra ground truths for discriminator

Table 5: Average of the last five Conditional Fréchet
Wav2Vec Distance for MelGAN + Extra Disc models
with different ways of introducing the extra segments to
the models and finxed mixing ratio of 1 : 2.

FWD Capacity Length
22.94 Half 512
18.85  Full 512
13.57 Full 256
10.46 Full 128

Table 6: Average of the last five Conditional Fréchet
Wav2Vec Distance for MelGAN + Extra Disc models
with different extra discriminator’s capacity and seg-
ment length and mixing ratioof 1 : 1.

6 Ethical considerations

This paper aims to advance the field of text-to-
speech and hence all considerations related to po-
tential nefarious applications of such technology
apply to this work. This includes the potential use
of such systems to imitate voice of a certain individ-
ual in order to present a message that such person
has never uttered. We also acknowledge that TTS
systems carry a bias towards the dialect/accent of
the population whose speech was used as a training
data. However, we hypothesise our model might be
suitable to counter such effects: as it has been de-
signed for low-resource languages, it might well be
used to improve TTS systems for underrepresented
dialects or accents of otherwise well-modelled lan-
guages, in turn reducing geographical bias affecting
certain populations.

Nevertheless, we believe that overall benefits of
improved text-to-speech models outweight these
and other ethical risks.

7 Conclusion

In this work, we have proposed an extension for
MelGAN that utilizes information of auxiliary high-
resource languages/dialects to help training of low
resource language audio synthesis models. The pro-
posed approach outperformed standard Mel GAN



Model Mixing Ratio FWD MOS 95%CI
WaveGlow — - 3.13  +£0.061
MelGAN - 18.01 3.10 +0.063
MelGAN + ExtraDisc 1:0 22.94 3.29  £0.057
MelGAN + ExtraDisc 2 :0 12.15 3.40 40.056
MelGAN + ExtraDisc 1:1 16.95 3.55  £0.058
MelGAN + Extra Disc  1:2 11.16 3.63 £0.056
Original — — 3.88  £0.061

Table 2: Mean Opinion Score and average of the last five Conditional Fréchet Wav2Vec Distance scores for the
MelGAN + Extra Disc models that have 4 or less additional signals compared to the MelGAN model. The extra
segments is added as an additional ground truths. Note here, for MOS of WaveGlow model the samples are generated
using the predicted mel-spectrogram not the ground truth mel-spectrogram.

Arabic English 0 segments 1 segments 2 segments 3 segments 4 segments
0 segments 18.01 105.51 — - -
1 segments 22.94 16.95 11.16 27.46 19.80
2 segments 12.15 11.68 17.30 18.27 17.37
3 segments 22.03 13.54 12.24 22.03 16.85
4 segments 13.07 18.59 16.84 18.73 15.41

Table 4: Average of the last five Conditional Fréchet Wav2Vec Distance for MelGAN + Extra Disc models with
different mixing ratios. The extra segments is added as an additional ground truths.

model as well as the baseline WaveGlow in both the
quantitative and subjective human evaluation. We
demonstrated in an ablation study the importance
of different components of the system to achieve
good results. We hope to see how this approach can
help training of the audio synthesis models in the
future. Before that, we have trained the Mel GAN
model for conditional Arabic TTS using a publicly
available dataset.

Furthermore, We have proposed a quantitative
metric for generative models of Arabic speech that
we called Conditional Fréchet Wav2Vec Distance,
and demonstrated experimentally that it ranks mod-
els in line with Mean Opinion Scores obtained
through human evaluation. The metric is based
on the available Wav2Vec2ForCTC Arabic speech
recognition model. Our quantitative results as well
as subjective evaluation of the generated samples
showcase the efficiency of our proposed approach
for speech generation.
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Abstract

We describe the findings of the third Nu-
anced Arabic Dialect Identification Shared
Task (NADI 2022). NADI aims at advanc-
ing state-of-the-art Arabic NLP, including Ara-
bic dialects. It does so by affording diverse
datasets and modeling opportunities in a stan-
dardized context where meaningful compar-
isons between models and approaches are pos-
sible. NADI 2022 targeted both dialect iden-
tification (Subtask 1) and dialectal sentiment
analysis (Subtask 2) at the country level. A
total of 41 unique teams registered for the
shared task, of whom 21 teams have partici-
pated (with 105 valid submissions). Among
these, 19 teams participated in Subtask 1, and
10 participated in Subtask 2. The winning team
achieved F1=27.06 on Subtask 1 and F1=75.16
on Subtask 2, reflecting that both subtasks re-
main challenging and motivating future work in
this area. We describe the methods employed
by the participating teams and offer an outlook
for NADI.

1 Introduction

Arabic is a collection of languages and language
varieties some of which are not mutually intelli-
gible, although it is sometimes conflated as a sin-
gle language. Classical Arabic (CA) is the vari-
ety used in old Arabic poetry and the Qur’an, the
Holy Book of Islam. CA continues to be used
to date, side by side with other varieties, espe-
cially in religious and literary discourses. CA is
also involved in code-switching contexts with Mod-
ern Standard Arabic (MSA) (Abdul-Mageed et al.,
2020b). In contrast, as its name suggests, MSA
is a more modern variety (Badawi, 1973) of Ara-
bic. MSA is usually employed in pan-Arab me-
dia such as AlJazeera network and in government
communication across the Arab world.! Dialectal
Arabic (DA) is the term used to collectively refer to

'https://www.aljazeera.com/
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Figure 1: A map of the Arab World showing the 18
countries in the Subtask I dataset and the 10 countries
in the Subtask 2 dataset. Each country is coded in a
color different from neighboring countries. Subtask 2
countries are coded as circles with dark color.

Arabic dialects. DA is sometimes defined region-
ally into categories such as Gulf, Levantine, Nile
Basin, and North African (Habash, 2010; Abdul-
Mageed, 2015). More recent treatments of DA
focus on more nuanced variation at the country
or even sub-country levels (Bouamor et al., 2018;
Abdul-Mageed et al., 2020b). Many of the works
on Arabic dialects thus far have focused on dialect
identification, the task of automatically detecting
the source variety of a given text or speech seg-
ment.

In this paper, we introduce the findings and re-
sults of the third Nuanced Arabic Dialect Identifica-
tion Shared Task (NADI 2022). NADI aims at en-
couraging research work on Arabic dialect process-
ing by providing datasets and diverse modeling op-
portunities under a common evaluation setup. The
first instance of the shared task, NADI 2020 (Abdul-
Mageed et al., 2020a), focused on province-level
dialects. NADI 2021 (Abdul-Mageed et al., 2021b),
the second iteration of NADI, focused on distin-
guishing both MSA and DA according to their geo-
graphical origin at the country level. NADI 2022
extends on both editions and offers a richer context
as it targets both Arabic dialect identification and
and dialectal sentiment analysis.

NADI 2022 shared tasks proposes two subtasks:
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Subtask 1 on dialect identification, and Subtask 2
on dialect sentiment analysis. While we invited
participation in either of the two subtasks, we en-
couraged teams to submit systems to both subtasks.
By offering two subtasks, our hope was to receive
systems that exploit diverse machine learning and
other methods and architectures such as multi-task
learning systems, ensemble methods, sequence-to-
sequence architectures in single models such as the
text-to-text Transformer, etc. Many of the submit-
ted systems investigated diverse approaches, thus
fulfilling our objective.

A total of 41 unique teams registered for NADI
2022. Of these, 21 unique teams actually made
submissions to our leaderboard (n=105 valid sub-
missions). We received 16 papers from 15 teams, of
which we accepted 15 for publication. Results from
participating teams show that both dialect identifi-
cation at the country level and dialectal sentiment
analysis from short sequences of text remain chal-
lenging even to complex neural methods. These
findings clearly motivate future work on both tasks.

The rest of the paper is organized as follows:
Section 2 provides a brief overview of Arabic di-
alect identification and sentiment analysis. We de-
scribe the two subtasks and NADI 2022 restric-
tions in Section 3. Section 4 introduces shared task
datasets and evaluation setup. We present partici-
pating teams and shared task results and provide
a high-level description of submitted systems in
Section 5. We conclude in Section 6.

2 Literature Review

2.1 Arabic Dialects

Arabic can be categorized into CA, MSA, and
DA. Although CA and MSA have been studied
extensively (Harrell, 1962; Cowell, 1964; Badawi,
1973; Brustad, 2000; Holes, 2004), DA is has re-
ceived more attention only in recent years. One
major challenge for studying DA has been the
lack of resources. For this reason, most pioneer-
ing DA works focused on creating resources, usu-
ally for only a small number of regions or coun-
tries (Gadalla et al., 1997; Diab et al., 2010; Al-
Sabbagh and Girju, 2012; Sadat et al., 2014; Harrat
et al., 2014; Jarrar et al., 2016; Khalifa et al., 2016;
Al-Twairesh et al., 2018; El-Haj, 2020). A number
of works introducing multi-dialectal datasets and
regional level detection models followed (Zaidan
and Callison-Burch, 2011; Elfardy et al., 2014;
Bouamor et al., 2014; Meftouh et al., 2015).
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Some of the earliest Arabic dialect identification
shared tasks were offered as part of the VarDial
workshop. These shared tasks used speech broad-
cast transcriptions (Malmasi et al., 2016), and later
integrated acoustic features (Zampieri et al., 2017)
and phonetic features (Zampieri et al., 2018) ex-
tracted from raw audio.

The Multi-Arabic Dialects Application and Re-
sources (MADAR) project (Bouamor et al., 2018)
was the first that introduced finer-grained dialectal
data and a lexicon. The MADAR data was used
for dialect identification at the country and city lev-
els covering 25 cities in the Arab world (Salameh
et al., 2018; Obeid et al., 2019). The MADAR
data was commissioned rather than being naturally
occurring, which might not be the best for dialect
identification, especially when considering dialect
identification in the social media context. Several
larger datasets covering 10-21 countries were then
introduced (Mubarak and Darwish, 2014; Abdul-
Mageed et al., 2018; Zaghouani and Charfi, 2018;
Abdelali et al., 2021; Issa et al., 2021; Baimukan
et al., 2022). These datasets were mainly com-
piled from naturally-occurring posts on social me-
dia platforms such as Twitter. Some approaches
for collecting dialectal data are unsupervised. A
recent example is Althobaiti (2022) who describe
an approach for automatically tagging Twitter posts
with 15 country-level dialects and extracting rel-
evant word lists. Some works also gather data
at the fine-grained level of cities. For example,
Abdul-Mageed et al. (2020b) introduced a Twitter
dataset and a number of models to identify coun-
try, province, and city level variation in Arabic
dialects. The NADI shared task (Abdul-Mageed
et al., 2020a, 2021b) built on these efforts by pro-
viding datasets and common evaluation settings for
identifying Arabic dialects. Althobaiti (2020) is a
relatively recent survey of computational work on
Arabic dialects.

2.2 Sentiment Analysis

Besides dialect identification, several studies in-
vestigate socio-pragmatic meaning (SM) exploit-
ing Arabic data. SM refers to intended mean-
ing in real-world communication and how utter-
ances should be interpreted within the social con-
text in which they are produced (Thomas, 2014;
Zhang et al., 2022). Typical SM tasks include
sentiment analysis (Abdul-Mageed et al., 2014;
Abdul-Mageed, 2019), emotion recognition (Al-



huzali et al., 2018), age and gender identifica-
tion (Abbes et al., 2020), offensive language detec-
tion (Mubarak et al., 2020; Elmadany et al., 2020),
and sarcasm detection (Abu Farha and Magdy,
2020). In NADI 2022, we focus on sentiment analy-
sis of Arabic dialects in social media. Several stud-
ies of Arabic sentiment analysis are listed in sur-
veys such as Elnagar et al. (2021) and Alhumoud
and Wazrah (2022). Most of these studies target
sentiment in MSA. Recently, there are some stud-
ies that target sentiment in Arabic dialects in social
media sources such Twitter. Some of these studies
create datasets (Guellil et al., 2020a; Al-Laith et al.,
2021; Abo et al., 2021; Alowisheq et al., 2021;
Hassan et al., 2021; Alwakid et al., 2022), focusing
on one or more dialects or regions (Abdul-Mageed
et al., 2020c; Fourati et al., 2020; Guellil et al.,
2020b; Almugren and Cristea, 2021; Guellil et al.,
2021; Abu Farha and Magdy, 2021; Shamsi and
Abdallah, 2022). Many of the previous sentiment
analysis works, however, either do not distinguish
dialects altogether or focus only on a few dialects
such as Egyptian, Levantine, or Tunisian. This
motivates us to introduce the dialectal sentiment
analysis subtask as part of NADI 2022.

To the best of our knowledge, our work is the
first to enable investigating sentiment analysis in 10
Arabic dialects. For our sentiment analysis subtask,
we also annotate and release a novel dataset and fa-
cilitate comparisons in a standardized experimental
setting.

2.3 The NADI Shared Tasks

NADI 2020 The first NADI shared task, (Abdul-
Mageed et al., 2020a) was co-located with the fifth
Arabic Natural Language Processing Workshop
(WANLP 2020) (Zitouni et al., 2020). NADI 2020
targeted both country- and province-level dialects.
It covered a total of 100 provinces from 21 Arab
countries, with data collected from Twitter. It was
the first shared task to target naturally occurring
fine-grained dialectal text at the sub-country level.

NADI 2021 The second edition of the shared task
(Abdul-Mageed et al., 2021b) was co-located with
WANLP 2021 (Habash et al., 2021). It targeted
the same 21 Arab countries and 100 corresponding
provinces as NADI 2020, also exploiting Twitter
data. NADI 2021 improved over NADI 2020 in that
non-Arabic data were removed. In addition, NADI-
2021 teased apart the data into MSA and DA and
focused on classifying MSA and DA tweets into
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the countries and provinces from which they are
collected. As such, NADI 2021 had four subtasks:
MSA-country, DA-country, MSA-province, and
DA-province.

NADI 2022 As introduced earlier, this current
edition of NADI focuses on studying Arabic di-
alects at the country level as well as dialectal senti-
ment (i.e., sentiment analysis of data tagged with
dialect labels). Our objective is that NADI 2022
can support exploring variation in social geograph-
ical regions that have not been studied before. We
discuss NADI 2022 in more detail in the next sec-
tion.

It is worth noting that NADI shared task datasets
are starting to be used for various types of (e.g.,
linguistic) studies of Arabic dialects, For exam-
ple, Alsudais et al. (2022) studies the effect of ge-
ographic proximity on Arabic dialects exploiting
datasets from MADAR (Bouamor et al., 2018) and
NADI (Abdul-Mageed et al., 2020a, 2021b).

3 Task Description

3.1 Shared Task Subtasks

The NADI 2022 shared task consists of two sub-
tasks, both focused on dialectal Arabic at the coun-
try level. Subtask 1 is about dialect identification
and Subtask 2 is about sentiment analysis of Ara-
bic dialects. We now introduce each subtask.

Subtask 1 (Dialect Identification) The goal of
Subtask 1 is to identify the specific country-level di-
alect of a given Arabic tweet. For this subtask, we
reuse the training, development, and test datasets
of 18 countries from NADI 2021 (Abdul-Mageed
et al., 2021b). In addition to the test set of NADI
2021, we introduce a new test set manually anno-
tated with k country-level dialects, where k = 10
but is kept unknown to teams. We ask participants
to submit system runs on these two test sets.

Subtask 2 (Dialectal Sentiment Analysis) The
goal of Subtask 2 is to identify the sentiment of
a given tweet written in Arabic. Tweets are col-
lected from 10 different countries during the year
of 2018 and involve both MSA and DA. The data
are manually labeled with sentiment tags from the
set {positive, negative, neutral}. More information
about our data splits and evaluation settings for
both Subtask 1 and Subtask 2 is given in Section 4.

Figure 1 shows the countries covered in NADI
2022 for both subtasks.



3.2 Shared Task Restrictions

We follow the same general approach to manag-
ing the shared task we adopted in NADI 2020 and
NADI 2021. This includes providing participating
teams with a set of restrictions that apply to all sub-
tasks, and clear evaluation metrics. The purpose
of our restrictions is to ensure fair comparisons
and common experimental conditions. In addition,
similar to NADI 2020 and 2021, our data release
strategy and our evaluation setup through the Co-
dalLab online platform facilitated competition man-
agement, enhanced timeliness of acquiring results
upon system submission, and guaranteed ultimate
transparency. Once a team registered in the shared
task, we directly provided the registering mem-
ber with the data via a private download link. We
provided the data in the form of the actual tweets
posted to the Twitter platform, rather than tweet
IDs. This guaranteed comparison between systems
exploiting identical data.

For both subtasks, we provided clear instructions
requiring participants not to use any external data.
That is, teams were required to only use the data
we provided to develop their systems and no other
datasets regardless how these are acquired. For ex-
ample, we requested that teams do not search nor
depend on any additional user-level information
such as geolocation. To alleviate these strict con-
straints and encourage creative use of diverse (ma-
chine learning) methods in system development,
we provided an unlabeled dataset of 10M tweets
in the form of tweet IDs. This dataset is provided
in addition to our labeled Train and Dev splits for
the two subtasks. To facilitate acquisition of this
unlabeled dataset, we also provided a simple script
that can be used to collect the tweets. We encour-
aged participants to use the 10M unlabeled tweets
in whatever way they wished.

4 Shared Task Datasets and Evaluation

TWT-10 We collected ~ 10K tweets covering
10 Arab countries ( Egypt, Iraq, Jordan, KSA,
Kuwait, Oman, Palestine, Qatar, UAE, and Yemen)
via the Twitter APL? The tweets were collected
during the year of 2018. We asked a total of three
college-educated Arabic native speakers to anno-
tate these tweets with three types of information:
(1) dialectness (MSA vs. DA), (2) 10-way country-
level dialects, and (3) three-way sentiment labels

https://developer.twitter.com/en/
docs/twitter-api
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Dialect Sentiment

Country Total
MSA DA Pos Neg Neut
Egypt 137 363 176 187 137 500
Iraq 314 186 230 219 51 500
Jordan 257 243 169 253 78 500
KSA 300 200 194 152 154 500
Kuwait 170 330 203 227 70 500
Oman 340 160 166 179 155 500
Palestine 248 252 159 169 172 500
Qatar 181 319 288 194 18 500
UAE 270 230 232 112 156 500
Yemen 326 174 118 198 184 500
Total 2,543 2457 1,935 1,890 1,175 5,000

Table 1: The TWT-10 dataset class distributions.

(i.e., {positive, negative, neutral}). For each
of the 10 countries, 500 tweets were labeled by
two different annotators. We calculated the inter-
annotator agreement using Cohen’s Kappa . We
obtained a Kappa (K) of 0.85 for the sentiment la-
beling task and K of 0.41 for the 10-way dialect
identification one. Table 1 also presents the dis-
tribution of dialect and sentiment classes. It also
shows that MSA comprises 50.86% of TWT-10
(while DA is 49.14%). Table 2 shows tweet ex-
amples with sentiment labels randomly selected
from a number of countries representing different
regions in our annotated dataset.

Subtask 1 (Dialect Identification) We use the
dataset of Subtask 1.2 of NADI 2021 (i.e., country-
level DA) (Abdul-Mageed et al., 2021b). This
dataset was collected using tweets covering 21
Arab countries during a period of 10 months (Jan.
to Oct.) during the year of 2019. It was heuristi-
cally labelled exploiting the users’ geo-location
feature and mobility patterns and automatically
cleaned to exclude non-Arabic and MSA tweets.
For the purpose of this shared task, we keep the
same training, development, and test splits as NADI
2021 but we exclude data from Djibouti, Soma-
lia, and Mauritania since these are poorly repre-
sented in the dataset. We call the resulting dataset
TWT-GEO. TWT-GEO includes 18 country-level
dialects, split into Train (~ 20K tweets), Dev
(~ 5K tweets), and Test-A (~ 4.8K tweets). We
refer to the test set of TWT-GEO as Test-A since
we use an additional test split for evaluation, Test-
B. Test-B contains 1.5K dialect tweets randomly
sampled from the TWT-10 dataset described earlier.
Table 3 presents the class distributions in Subtask 1
Train, Dev, and Test splits (Test-A and Test-B).
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Table 2: Randomly picked dialectal tweets from select countries in our annotated data for Subtask 2.

Country TRAIN DEV TEST-A TEST-B
Algeria 1,809 430 379 —_
Bahrain 215 52 50 —_—
Egypt 4,283 1,041 1,025 219
Iraq 2,729 664 648 117
Jordan 429 104 101 144
KSA 2,140 520 501 116
Kuwait 429 105 103 202
Lebanon 644 157 119 —
Libya 1,286 314 309 —_—
Morocco 8,58 207 210 —_—
Oman 1,501 355 360 91
Palestine 428 104 99 160
Qatar 215 52 51 190
Sudan 215 53 53 —_—
Syria 1,287 278 279 —_
Tunisia 859 173 211 —
UAE 642 157 157 136
Yemen 429 105 103 99

Table 3: Distribution of classes for Subtask 1 data.

Subtask 2 (Sentiment Analysis) For this sub-
task, we use the manually annotated 5,000 tweets
(including both MSA and dialects) in TWT-10. We
randomly split the tweets into Train (1,500 tweets),
Dev (500 tweets), and Test (3,000 tweets). We
intentionally provide a small training dataset to
encourage various approaches (e.g., few-shot learn-
ing). Figure 2 shows the distribution of sentiment
classes across the data splits.

Unlabeled Dataset We provide participants with
a total of 10M unlabeled Arabic tweets in the
form of tweet IDs. We refer to this collection as
UNLABELED-10M. We collected these tweets in
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Figure 2: Subtask 2 class distributions across data splits.

2019. In UNLABELED-10M, Arabic was identi-
fied using Twitter language tag (ar). We included
in our data package released to participants a sim-
ple script to collect these tweets. Participants were
free to use UNLABELED-10M for any of the two
subtasks.

Evaluation Metrics The official evaluation met-
ric for Subtask 1 is Macro-Averaged F-score. We
evaluate on Test-A and Test-B separately, and use
the average score between these two test sets as the
final score of Subtask 1. For Subtask 2, F'np-score
is the official metric, where we use the average of
the F scores of the positive and negative classes
only while neglecting the neutral class. These met-
rics are obtained on blind test sets. We also report
performance in terms of macro-averaged precision,
macro-averaged recall and accuracy for systems
submitted to each of the two subtasks.

Each participating team was allowed to submit

3Datasets for all the subtasks and UNLABELED-10M are
available at https://github.com/UBC-NLP/nadi.
More details about the data format can be found in the ac-
companying README file.
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University of Windsor, Canada

iCompass, Tunisia

Arab academy for science and technology, Egypt
Munster Technological University, Ireland

Dalle Molle Institute for AI, Switzerland
Valencian International University, Spain

Aalto University, Finland

Cairo University, Egypt

Reichman University, Israel

Sultan Qaboos University, Oman

University of Helsinki, Finland

The University of Manchester, UK

Kind Saud University, KSA

British University in Dubai, UAE

—_

—

Ju—

—
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Table 4: List of teams that participated in either one or the two of subtasks. Teams with accepted papers are cited.

up to five runs for each test set of a given subtask,
and only the highest scoring run was kept for each
team. Although official results are based only on
a blind test set, we also asked participants to re-
port their results on the Dev sets in their papers.
We set up two CodalLab competitions for scoring
participant systems.* We plan to keep the Codalab
competition for each subtask live post competition
for researchers who would be interested in train-
ing models and evaluating their systems using the
shared task blind test sets. For this reason, we will
not release labels for the test sets of any of the
subtasks.

5 Shared Task Teams & Results

5.1 Participating Teams

We received a total of 41 unique team registra-
tions. After the testing phase, we received a total of
105 valid submissions from 21 unique teams. The
breakdown across the subtasks is as follows: 42
submission for Test-A of Subtask 1 from 19 teams,
41 submissions for Test-B of Subtask 1 from 19
teams, 22 submissions for Subtask 2 from 10 teams.
Table 4 lists the 21 teams. A total of 15 teams sub-
mitted a total of 16 description papers from which
we accepted 15 papers for publication. Accepted
papers are given in Table 4.

*The different CodaLab competitions are available at the
following links: Subtask 1; Subtask 2.
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5.2 Baselines

We provide three baselines for each of the two sub-
tasks. Baseline-I is based on the majority class in
the Train data for each subtask. For Subtask 1,
Baseline-I performs at F}1=1.97 on Test-A and
F1=2.59 on Test-B, hence it obtains an average
F of 2.28. For Subtask 2, Baseline-I performs at
Fnp=27.83. Baseline-mBERT, Baseline-XLMR,
and Baseline-MARBERT are fine-tuned multi-
lingual BERT-Base model (mBERT) (Devlin et al.,
2019), cross-lingual RoBERTa (XLMR) (Con-
neau and Lample, 2019), and MARBERT (Abdul-
Mageed et al., 2021a), respectively. More specifi-
cally, we take checkpoints for these models from
Hugginface Library (Wolf et al., 2020) and fine-
tune each of them for 20 epochs with a learning
rate of 2e-5 and batch size of 32. The maximum
length of input sequence is set to 64 tokens. We
evaluate each model at the end of each epoch and
choose the best model based on performance on the
respective Dev set. We then report performance of
the best model on test sets. Baseline-MARBERT
is our strongest baseline: it obtains F7=31.39 on
Test-A of Subtask 1, F1=16.94 on Test-B of Sub-
task 1, average F'1=24.17 over Test-A and Test-B,
and F'Np=72.36 on Subtask 2.

5.3 Shared Task Results

Table 5 presents the leaderboard of Subtask 1 and is
sorted by the main metric of Subtask 1, i.e., average
macro-F score. As Tables 6 and 7 show, for each


https://codalab.lisn.upsaclay.fr/competitions/6514?secret_key=ce3736d6-03f2-4454-977c-1c88b7ef4d53
https://codalab.lisn.upsaclay.fr/competitions/6522?secret_key=86ae5871-9b85-4b1c-8e3d-129cd06be118

Team Avg. Macro-F,

1 rematchka 27.06

2 UniManc 26.86

3 GOF 26.44

4 mtu_fiz 25.50

5 iCompass 25.32

6 ISL-AAST 24.59

7 Ahmed_and_Khalil 24.35

Baseline-MARBERT 24.17
8 Pythoneers 24.12

9 Giyaseddin 22.42

10 SQU 22.42
11 Elyadata 22.41
12 NLP_DI 21.28
13 RUTeam 17.28
14 259 16.89
15 zTeam 16.12
16 XY 15.80
Baseline-mBERT 15.70
17 BFCAI 15.48
18 SUKI 15.11
Baseline-XLMR 14.68
19 Oscar_Garibo 14.45
Baseline-1 2.28

Table 5: Results for Subtask 1 (Country-Level DA).

Team Macro-F;1 Acc Rec Prec
1 rematchka 36.48 53.05 35.22 41.89
2 GOF 35.68 52.10 34.91 39.18
3 UniManc 3478 52.33 34.74 38.74
4 iCompass 3370 51.91 33.71 35.86
5 mtu_fiz 33.32 51.18 32.42 38.87
6 Pythoneers 32.63 48.91 31.77 36.77
7 ISL_AAST 32.24 50.27 32.07 37.53
8 Ahmed_and_Khalil 31.54 50.34 32.04 34.00
Baseline-MARBERT 31.39 47.77 31.01 35.53
9 Giyaseddin 30.55 47.65 30.04 34.18
10 SQU 30.01 46.85 29.75 34.57
11 Elyadata 29.35 45.84 28.60 31.27
12 NLP_DI 26.12 42.08 25.75 28.29
13 RUTeam 23.20 36.61 22.84 24.00
14 XY 22.36 39.85 21.33 30.52
15 259 21.93 34.11 22.69 22.32
16 zTeam 21.76 39.43 20.77 27.25
17 BFCAI 21.25 38.63 20.47 25.25
Baseline-mBERT 20.88 35.22 20.67 21.82
18 Oscar_Garibo 20.50 36.80 20.06 22.15
Baseline-XLMR 19.74 36.22 19.83 21.00
19 SUKI 19.63 29.23 20.85 21.95
Baseline-I 1.97 21.54 555 1.20

Table 6: Results on Test-A of Subtask 1.

team, we take their best score of Test-A and Test-B
and then calculate the average macro-F} score over
the best scores of these two test sets (i.e., Test-A
and Test-B). Team rematchka (Abdel-Salam,
2022) obtained the best performance on Subtask 1
with 27.06 average macro-F;. We can observe
that seven teams outperform our strongest base-
line, Baseline-MARBERT. Team rematchka
also achieved the best F of 36.48 on Test-A of Sub-
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Team Macro-F; Acc Rec Prec

1 UniManc 18.95 36.84 20.48 25.82

2 mtu_fiz 17.67 33.92 18.79 25.03

3 rematchka 17.64 36.50 19.62 23.59

4 GOF 17.19 34.60 18.56 22.12

5 Ahmed_and_Khalil 17.15 34.67 19.47 23.39

6 ISL-AAST 16.95 35.07 18.40 22.47

7 iCompass 16.94 34.94 19.52 19.01

Baseline-MARBERT 16.94 34.06 18.82 23.19
8 NLP_DI 16.44 27.68 18.49 20.28

9 Pythoneers 15.61 29.51 15.90 19.51

10 Elyadata 15.46 29.85 16.34 20.25
11 SQU 14.84 30.12 16.80 21.32
12 Giyaseddin 14.30 29.92 15.59 21.95
13 259 11.85 22.25 11.43 14.21
14 RUTeam 11.35 22.80 11.86 14.60
15 SUKI 10.58 20.56 10.11 12.98
Baseline-mBERT 10.53 22.05 11.42 14.06
16 zTeam 10.47 25.71 13.23 16.29
17 BFCAI 9.71 23.13 11.99 14.54
Baseline-XLMR 9.62 21.91 11.33 14.05
18 XY 9.25 23.74 11.73 17.57
19 Oscar_Garibo 8.40 19.40 9.80 11.74
Baseline-1 2.59 14.86 10.00 1.49

Table 7: Results on Test-B of Subtask 1.

Team Fi-PN Acc Rec Prec
1 rematchka 75.16 69.70 66.22 67.57
2 UniManc 73.54 67.70 63.92 65.27
3 BhamNLP 73.46 67.33 62.83 65.24
4 Pythoneers 73.40 68.23 65.87 66.08
Baseline-MARBERT 72.36 66.66 63.92 64.50
5 Ahmed_and_Khalil 71.46 66.03 63.73 63.84
6 Giyaseddin 7143 65.80 62.20 63.51
7 ISL_AAST 70.55 64.97 61.41 62.58
8 ANLP-RG 67.31 61.90 59.67 59.69
Baseline-XLMR 63.24 57.30 55.53 55.66
9 RUTeam 61.07 56.17 53.58 53.90
Baseline-mBERT 55.84 50.13 49.00 49.47
10 Oscar_Garibo 46.43 43.00 41.92 42.00
Baseline-I 27.83 38.57 33.33 12.86

Table 8: Results for Subtask 2 (Sentiment Analysis).

task 1. Team UniManc (Khered et al., 2022) ac-
quired the best I} of 18.95 on Test-B of Subtask 1.
Results show that dialect identification based on
text input is challenging. We note that there is a
sizable discrepancy between test results on Test-A
and Test-B: Test-B results are much lower. We
believe the reason is that Test-B is derived from
a different distribution (e.g., different collection
time) as compared to training data of Subtask 1.

Table 8 shows the leaderboard of Subtask 2 and
is sorted by the main metric of Subtask 2, Fiyp
score. Again, Team rematchka achieved the
best F')yp score of 75.16. We observe that four
and then eight teams outperformed our Baseline-
MARBERT and Baseline-XLMR, respectively.
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Subtask 1
rematchka 6 27.06 v v v v
UniManc 6 26.86 v v
GOF 4 2644 v
mtu_fiz 8 25.50 v v v v
iCompass 2 2532 v
ISL_AAST 5 24.59 v v v
Ahmed_and_Khalil 2 24.35 v
Pythoneers 4 24.12 v v v v
Giyaseddin 3 2242 v
SQU 4 2242 . o v v v v v
NLP_DI 9 2128 v v v
RUTeam 2 17.28 v v
259 2 1689 v v
zTeam 2 16.12 v v v v
XY 10 15.80 v v v v
BFCAI 6 1548 v v v v
SUKI 2 1511 « v
Subtask 2
rematchka 4 75.16 v v v v v
UniManc 3 73.54 v v
BhamNLP 3 7346 v v v
Pythoneers 1 73.40 v v v v
Ahmed_and_Khalil 1 71.46 v
Giyaseddin 1 7143 v
ISL_AAST 3 70.55 v v v
ANLP-RG 3 67.31 v
RUTeam 1 61.07 v v

Table 9: Summary of approaches used by participating teams who also submitted system descriptions. Teams are
sorted by their performance on official metric, the average Macro-F; score over Test-A and Test-B for Subtask 1
and F'1yp score over the positive and negative classes for Subtask 2. Classical machine learning (ML) refers to
any non-neural machine learning methods such as naive Bayes and support vector machines. The term “neural
nets" refers to any model based on neural networks (e.g., FFNN, RNN, and CNN) except Transformer models.
Transformer refers to neural networks based on a Transformer architecture such as BERT. Data Aug.: Data

Augmentation.

5.4 General Description of Submitted Systems

In Table 9, we provide a high-level summary of
the submitted systems. For each team, we list their
best score with the the main metric of each subtask
and the number of their submissions. As shown in
this table, most teams used Transformer-based pre-
trained language models, including mBERT (De-
vlin et al., 2019), ArabBERT (Antoun et al., 2020),
MARBERT (Abdul-Mageed et al., 2021a).

The top team of Subtasks 1 and 2, i.e.,
rematchka, exploittd MARBERT, AraBERT,
and AraGPT2 (Antoun et al., 2021) with different
prompting techniques and added linguistic features
to their models.

The team placing first on Test-B of Subtask 1,
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i.e., UniManc, used MARBERT and enhanced the
model on under-represented classes by introducing
a sampling strategy.

Teams mtu_fiz (Shammary et al., 2022) and
ISL_AAST used adapter modules to fine-tune
MARBERT and applied data augmentation tech-
niques.

Team UniManc found that further pre-
training MARBERT on the 10M unlabelled
tweets we released does not benefit Subtask 1 but
improves performance on Subtask 2.

Six teams also utilized classical machine learn-
ing methods (e.g., SVM and Naive Bayes) to de-
velop their systems.



6 Conclusion and Future Work

We presented the findings and results of the third
Nuanced Arabic Dialect Identification shared task,
NADI 2022. The shared task has two subtasks:
Subtask 1 on country-level dialect identification
(including 18 countries) and Subtask 2 on dialectal
sentiment analysis (including 10 countries). NADI
continues to be an attractive shared task, as re-
flected by the wide participation: 41 registered
teams, 21 submitting teams scoring 105 valid mod-
els, and 15 published papers. Results obtained by
the various teams show that both dialect identifica-
tion and dialectal sentiment analysis of short text
sequences remain challenging tasks. This moti-
vates further work on Arabic dialects, and so we
plan to run future iterations of NADI. Our expe-
rience from NADI 2022 shows that inclusion of
additional subtasks, along with dialect identifica-
tion, provides a rich context for modeling. Hence,
we intend to continue adding at least one subtask
(e.g., sentiment analysis covering more countries,
emotion detection) to our main focus of dialect
identification. We will also consider adding a data
contribution track to NADI. In that track, teams
may collect and label new datasets for public re-
lease.
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Abstract

In this paper, we present the results and findings
of the Shared Task on Gender Rewriting, which
was organized as part of the Seventh Arabic
Natural Language Processing Workshop. The
task of gender rewriting refers to generating
alternatives of a given sentence to match dif-
ferent target user gender contexts (e.g., female
speaker with a male listener, a male speaker
with a male listener, etc.). This requires chang-
ing the grammatical gender (masculine or femi-
nine) of certain words referring to the users. In
this task, we focus on Arabic, a gender-marking
morphologically rich language. A total of five
teams from four countries participated in the
shared task.

1 Introduction

The problem of gender bias in Natural Language
Processing (NLP) systems has been receiving a lot
of attention across a variety of tasks such as ma-
chine translation, co-reference resolution, and dia-
logue systems. Research has shown that NLP sys-
tems do not only have the ability to embed societal
biases, but they also amplify and propagate them
in ways that create representational harms and de-
grade users’ experiences (Sun et al., 2019; Blodgett
et al., 2020). The main cause of this problem is usu-
ally attributed to inherently biased data that is used
to build these systems and which mirrors the in-
equalities of the world we live in. Therefore, many
approaches were proposed to mitigate this problem
by either using counterfactual data augmentation
techniques (Lu et al., 2018; Hall Maudslay et al.,
2019; Zmigrod et al., 2019) or by debiasing pre-
trained representation that is trained on biased data
(Bolukbasi et al., 2016; Zhao et al., 2018; Manzini
et al., 2019; Zhao et al., 2020). However, even
the most balanced of models can still exhibit and
"~ *The first four authors are the shared task organizers,

listed in order of contribution. The remaining authors are the
shared task participants in alphabetical order.
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amplify bias if they are designed to produce a sin-
gle text output without taking their users’ gender
preferences into consideration (Habash et al., 2019;
Alhafni et al., 2020, 2022b). Therefore, to provide
the correct user-aware output, NLP systems should
be designed to produce outputs that are as gender
specific as the users preferences they have access
to. Recently, Alhafni et al. (2022b) introduced the
task of gender rewriting, which refers to generating
alternatives of a given sentence to match different
target user gender contexts. To encourage more
researchers to work on this problem, we organized
the Shared Task on Gender Rewriting. We focus on
Modern Standard Arabic (MSA), a gender-marking
morphologically rich language, in contexts involv-
ing two users.!

This shared task was organized as part of the Sev-
enth Arabic Natural Language Processing Work-
shop (WANLP), collocated with EMNLP 2022.
This is the first shared task at WANLP in seven
years to target a language generation problem in
Arabic. A total of five teams from four countries
participated in the shared task. One team con-
tributed to a system description paper which is in-
cluded in the WANLP proceedings and cited in this
paper. We provide a description of all submitted
systems and the approaches they use. All of the
datasets created for this shared task will be made
publicly available to support further research on
gender rewriting.

This paper is organized as follows. We first pro-
vide a description of the shared task (§2). We then
describe the data used in the shared task, including
a newly created set which we used for evaluation in
§3. Next, we provide a description of all submitted
systems in §4 and discuss the results in §5. Finally,
we discuss the lessons we learned from running
this shared task and provide recommendations to
the (Arabic) NLP community in §6.

"http://gender-rewriting-shared-task.
camel-lab.com/
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Input Sentence Target Speaker | Target Listener Output Sentence
5ol b 55 s Lo
Masculine Masculine Sl ieras s
(Really glad to know you gentlemen)
S b ST e s
Feminine Masculine e \ijﬁc‘ oo
Sl b S 20 L ams (Really glad to know you gentlemen)
i Dl b oS ag i
(Really glad to know you ladies) Masculine Feminine Sl b S5 ac das .
(Really glad to know you ladies)
Sl b K ac e 5
Feminine Feminine S "S'Jf'c' i
(Really glad to know you ladies)

Table 1: Example of the gender rewriting task. The input sentence has four rewritten alternatives that match the
different target user gender contexts. First person gendered words are in purple and second person gendered words

are in red.

2 Task Description

The task of gender rewriting was introduced by
Alhafni et al. (2022b) and it refers to generating
alternatives of a given Arabic sentence to match
different target user gender contexts. We focus
on contexts involving two users (I and/or You) —
first and second grammatical persons with indepen-
dent grammatical gender preferences. This requires
changing the grammatical gender (masculine or
feminine) of certain words referring to the users
(speaker/first person and listener/second person)
in the input sentence. Therefore, given an Arabic
sentence as an input, the goal is to generate four
different gender rewritten alternatives to match the
different target user gender contexts (i.e., female
speaker with a male listener, a male speaker with
a male listener, a male speaker with a female lis-
tener, and a female speaker with a female listener).
Table 1 shows an example of the gender rewriting
problem where the input sentence is rewritten to its
four gender alternatives that match the four target
user gender contexts.

Notation We use the notation that is defined by
Alhafni et al. (2022b). Namely, we use four ele-
mentary symbols to facilitate the discussion of this
task: 1M, 1F, 2M and 2F. The digit part of the sym-
bol refers to the grammatical person (1 or 2"%)
and the letter part refers to the grammatical gender
(Masculine or Feminine). Additionally, we use B
to refer to invariant/ambiguous gender.

2.1 Shared Task Restrictions

We provided the participants with a set of restric-
tions for building their systems to ensure a common
experimental setup and fair comparison. Partici-
pants were asked not to use any external manually
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labeled datasets. However, the use of publicly avail-
able unlabeled data was allowed. Participants were
also not allowed to use the publicly available de-
velopment and test sets of the shared task corpus
for training their systems. Moreover, we provided
the participants with a new blind test set that was
manually annotated for this shared task. The partic-
ipants were provided with the input sentences and
they did not have access to the gold references. We
discuss the properties and statistics of this new test
set in more detail in §3.2.

2.2 Evaluation Metrics

We follow Alhafni et al. (2022b) by treating the gen-
der rewriting problem as a user-aware grammatical
error correction task and use the MaxMatch (M?)
scorer (Dahlmeier and Ng, 2012) as our evaluation
metric. The M? scorer computes the Precision (P),
Recall (R), and Fj 5 by maximally matching phrase-
level edits made by a system to gold-standard edits.
The gold edits are computed by the M? scorer based
on provided gold references. We also report BLEU
(Papineni et al., 2002) scores which are obtained
using SacreBLEU (Post, 2018). We report the gen-
der rewriting results in a normalized space for Alif,
Ya, and Ta-Marbuta (Habash, 2010).

3 Shared Task Data

In this section, we describe the data we use in the
shared task.

3.1 The Arabic Parallel Gender Corpus

We use the publicly available Arabic Parallel Gen-
der Corpus (APGC) — a parallel corpus of Ara-
bic sentences with gender annotations and gender
rewritten alternatives of sentences selected from



OpenSubtitles 2018 (Lison and Tiedemann, 2016).
The corpus comes in three versions: APGC v1.0
(Habash et al., 2019), APGC v2.0 (Alhafni et al.,
2022a), and APGC v2.1 (Alhafni et al., 2022b). In
this shared task, we use APGC v2.1 which con-
tains 80,326 gender-annotated parallel sentences
(596,799 words) of contexts involving first and sec-
ond grammatical persons covering singular, dual,
and plural constructions.

Annotations Each sentence in APGC v2.1 has
one of nine labels: 1M/2M, 1M/2F, 1F/2M, 1F/2F,
1M/B, B/2M, 1F/B, B/2F, and B. Each of these la-
bels indicates the existence (or lack thereof) of first
and/or second persons gendered references in the
sentence. APGC v2.1 also contains two types of
word-level gender labels: basic and extended. The
basic schema labels each word as B, 1F, 2F, 1M, or
2M. The basic labels refer to the primary person-
gender marking signal in the word, which could
come from the base form if gendered or the pronom-
inal enclitic if the base form is not gendered.> The
extended schema marks the person-genders of both
the base words and their pronominal enclitics. This
results in 25 word-level gender labels (e.g., B+1F,
1F+2M, etc.). All sentences containing gender-
specific words have gender-rewritten parallels. The
parallels of B-labeled sentences are trivial copies.
Out of the 80,326 sentences in APGC v2.1, 54%
(43,346) contain gendered words. In terms of word-
level statistics, only 9.7% (58,066) are gender spe-
cific.

APGC v2.1 is organized into five parallel cor-
pora that are fully aligned (1-to-1) at the word level:
Input, Target 1M/2M, Target 1F/2M, Target 1M/2F,
and Target 1F/2F. All five corpora are balanced in
terms of gender, i.e., the number of 1F and 1M
words is the same; and the number of 2F and 2M
words is the same. The Input corpus contains sen-
tences with all possible word types (B, 1F, 2F, 1M,
2M). The Target 1M/2M corpus contains sentences
that consist of B, 1M, 2M words; the Target 1F/2M
corpus contains sentences that consist of B, 1F, 2M
words; the Target 1M/2F corpus contains sentences
that consist of B, 1M, 2F words; and the Target
1F/2F corpus contains sentences that consist of B,
1F, 2F words.

2Chamging the grammatical gender of Arabic words in-
volves either changing the form of the base word, changing
the pronominal enclitics that are attached to the base word, or
a combination of both (Alhafni et al., 2022b)

Splits We use Alhafni et al. (2022a)’s splits:
57,603 sentences (427,523 words) for training
(TRAIN), 6,647 sentences (49,257 words) for de-
velopment (DEV), and 16,076 sentences (120,019
words) for testing (TEST).

3.2 Blind Test Set

To ensure fair comparison between all participants,
we manually annotated a new blind test set to eval-
uate their systems. We plan on making this new
test set publicly available. We will refer to this set
as Blind Test throughout the paper.

Data Selection We followed the same procedure
that was used in (Habash et al., 2019) and (Alhafni
et al., 2022a) to create the APGC. We selected
sentences from the English-Arabic OpenSubtitles
2018 dataset (Lison and Tiedemann, 2016) by ex-
tracting sentence pairs that include first or second
pronouns on the English side. We annotated 5,000
sentences such that 1,061 (21.2%) include first and
second person pronouns, 2,116 (42.3%) include
only first person pronouns, and 1,823 (36.5%) in-
clude only second person pronouns. The sentences
were selected such: (a) they do not overlap with
any of the sentences that are in APGC; and (b)
their proportions approximate the distribution of
the Arabic-English pairs in the OpenSubtitles 2018
dataset that have first or second persons pronouns
on the English side (Alhafni et al., 2022a).

Data Annotation We conducted the annotation
through a linguistic annotation firm that hired pro-
fessional linguists to complete the task.® We pro-
vided them with the same annotation guidelines
that were defined in Alhafni et al. (2022a) and used
to annotate the APGC. That is, the annotators were
asked to identify the genders of the first and sec-
ond person references in each sentence. In the
case a gendered reference exists, the annotators
were asked to copy the sentence and modify it to
obtain the opposite gender forms. As was done
when creating the APGC, the modifications are
strictly limited to morphological reinflections and
word substitutions. Therefore, the total number of
words is maintained along with a perfect alignment
between each sentence and its parallel opposite
gender forms. This allowed us to obtain basic and
extended word-level gender annotations automati-
cally as was done by Alhafni et al. (2022a,b).

3https ://www.ramitechs.com/
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(a) (b)
Original Test Set Balanced Test Set

Sentences | Label Rewriting Label Input (Target 1M/2M |Target 1F/2M | Target 1M/2F [Target 1F/2F| Sentences
2,818 56.4%| B B B B B B 2,818 38.5%
91 1.8%| 1F/B IM/B 1F/B 1IM/B 1F/B 1IM/B 1F/B 263 3.6%
172 3.4%| IM/B 1F/B 1IM/B 1IM/B 1F/B IM/B 1F/B 263  3.6%
559 11.2%| B/2F B/2M B/2F B/2M B/2M B/2F B/2F 1,851 25.3%
1,292 25.8%| B/2M B/2F B/2M B/2M B/2M B/2F B/2F 1,851 25.3%
8 0.2%| 1F/2F |IM/2F 1F/2M 1M/2M 1F/2F IM/2M 1F/2M 1M/2F 1F/2F 68 0.9%
21 0.4%|1F/2M [IM/2M 1F/2F 1M/2F 1F/2M IM/2M 1F/2M IM/2F 1F/2F 68 0.9%
13 0.5%| IM/2F | 1F/2F IM/2M 1F/2M IM/2F IM/2M 1F/2M IM/2F 1F/2F 68 0.9%
26 1.4%|[IM/2M|1F/2M 1M/2F 1F/2F IM/2M IM/2M 1F/2M 1M/2F 1F/2F 68 0.9%

5,000 7,318

Table 2: Sentence-level statistics of the original (a) and the balanced Blind Test set (b) with its five versions.

(@ (b)
Original Test Set Balanced Test Set
Words Label Rewriting Label Input |Target 1M/2M | Target 1F/2M | Target 1M/2F |Target 1F/2F| Words
32,548 91.8%| B B B B B B 46,550 88.3%
138 0.4%| IF IM 1F IM IF IM IF 452 0.9%
241 0.7%| 1M IF IM IM IF IM IF 452 0.9%
738 2.1%| 2F 2M 2F 2M 2M 2F 2F 2,624 5%
1,805 5.1%| 2M 2F 2M 2M 2M 2F 2F 2,624 5%
35,470 52,702

Table 3: Word-level statistics of the original (a) and the balanced Blind Test set (b) with its five versions.

Data Statistics Table 2(a) includes the statistics
of the newly annotated sentences. This constitutes
the Original Blind Test set. Out of all sentences in
this set, 2,818 (56.4%) are labeled as B. There are
1,851 sentences (37%) that include only second-
person gendered references (B/2F and B/2M). This
is about five times more than sentences with only
first-person gendered references (1F/B and 1M/B),
which accounts for 5.3% (263 sentences) of all sen-
tences. Moreover, the number of sentences includ-
ing first or second person masculine references is
more than the ones including feminine references
(1,292 B/2M vs 559 B/2F, and 172 1M/B vs 91
1F/B). There are 68 (1.4%) sentences that have
both first and second gendered references. These
results are consistent with APGC v2.0 (Alhafni
et al., 2022a). The basic word-level statistics of the
Original Blind Test set are presented in Table 3(a).
We evaluated inter-annotator agreement (IAA) on
500 sentences between two annotators. The IAA
in terms of nine sentence-level labels (B, M, F,
for 1°* and for 2" persons, e.g., 1IM/2F or 1B/2M)
was 98.0%. Agreement in exact match on gender
rewriting alternatives was 96.2%.

Similarly to Habash et al. (2019) and Alhafni
et al. (2022a), to ensure equal gender representa-
tion in our dataset, we force balance the corpus by
adding the manually rewritten sentences to the test

Word Gender Label

Basic | Extended Words

B B 46,550 88.3%

IM IM+B 445 0.8%
B+1IM 7 0.01%

IF 1F+B 445 0.8%
B+I1F 7 0.01%
2M+B 2,464 4.7%

M B+2M 144 0.3%
2M+2M 16 0.03%
2F+B 2,464 4.7%

2F B+2F 144 0.3%
2F+2F 16 0.03%

52,702

Table 4: Statistics of the extended word-level gender of
the Blind Test set.

set and using their original forms as their rewrit-
ten forms. This constitutes the Balanced Blind
Test set. The sentence-level statistics of the bal-
anced set are presented in Table 2(b). This corpus
has 7,318 sentences in total. Out of all sentences,
38.5% (2,818) are marked as B, whereas sentences
with gendered references constituted 61.5% (4,500
sentences). Moreover, we organize the data into
five balanced corpora as was done in APGC v2.0
(83.1). The basic word-level statistics of the Bal-
anced Blind Test set are presented in Table 3(b).
The extended word-level statistics of the Balanced
Blind Test set are in Table 4.
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Team Affiliation

Cairo Team Microsoft ATL Cairo, Egypt

CasaNLP Archipel Cognitive, and Leyton, Morocco
Distinguishers | Taif University, and Umm Alqura University, KSA
Qaddoumi New York University, USA

UDEL-NLP University of Delaware, USA

Table 5: List of the five teams who participated in the gender rewriting shared task.

| Team | Gender ID | Special Preprocessing | Pretrained Models
Cairo Team Word CAMeLBERT MSA + AraT5-MSA
CasaNLP Word Word Side Constraints CAMeLBERT MSA + AraT5-MSA
Distinguishers | Word Morphological Features | CAMeLBERT MSA + AraBERT
Qaddoumi Romanization T5
UDEL-NLP Sentence Side Constraints | ArabicT5

Table 6: Approaches and techniques used by the participants. Gender ID refers to gender identification. Special Pre-
processing refers to any form of preprocessing done to modify the data (e.g., adding side-constraints, morphological
processing, transliteration, etc.). Pretrained Models indicates the usage of pretrained models as part of the system.

4 Participants and Systems

Five teams from four countries participated in the
shared task. Table 5 presents the names of the
participating teams and their affiliations. Next, we
describe the approaches the participants took to
develop their gender rewriting systems.

4.1 Systems Descriptions

All participants leveraged pretrained language
models such as AraBERT (Antoun et al., 2020),
CAMEeLBERT (Inoue et al., 2021), TS5 (Raffel et al.,
2020), and AraT5 (Nagoudi et al., 2022), when de-
veloping their systems. Some systems consisted
of multiple components to do gender identifica-
tion and then rewriting as was done in Alhafni
et al. (2022b), while others treated the problem
as a traditional sequence-to-sequence (Seq2Seq)
task. Table 6 presents a summary of the different
approaches used to develop the different systems.

Cairo Team The system developed by
Cairo Team was a multi-step system consisting of
the following components: (a) a word-level gender
identification classifier; (b) a word-level person
identification classifier; and (c) sentence-level
gender rewriting Seq2Seq models. The word-level
classifiers were built by fine-tuning CAMeLBERT
MSA (Inoue et al., 2021), on the training data
of APGC v2.1. Cairo Team used the basic
word-level annotations in the corpus to build
these two classifiers. Concretely, the gender

identification component was trained to identify
the gender of each word as M, F, or B, whereas
the person identification component was trained
to classify the person which the word refers to as
15t, 2" or none. For the sentence-level Seq2Seq
models, Cairo Team built four different models,
one for each target user gender context (i.e.,
IM/2M, 1F/2M, 1M/2F, 1F/2F), by fine-tuning
AraT5-MSAgase (Nagoudi et al., 2022).

During inference, the input sentence is passed
to the word-level classifiers to get the gender and
person labels for each word. These predicted labels
indicate which words need to be rewritten based
on the compatibility between the labels and the
target user gender contexts. Then, the same input
sentence is passed to each Seq2Seq model to get
its rewritten forms. After that, Cairo Team uses
a simple heuristic to reduce the noise that could
be generated in the outputs of the Seq2Seq mod-
els and to ensure that only the necessary gendered
words are changed. To do so, Cairo Team gener-
ates all subsets of possible trigrams for each gen-
dered word that needs to be changed in the input.
Then, they search for partial matches of these tri-
grams in the Seq2Seq model generated sentences
and pick the generated words that have the highest
match. The intuition behind this approach is that:
(a) the Seq2Seq model would benefit from seeing
the entire sentence to apply in-context word gender
rewriting; and (b) most of the gendered words in
the APGC v2.1 (96.9%) are due to morphological
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inflections, which allows the matching heuristic to
have a high coverage.

The fine-tuning of the models was done using
Hugging Face’s Transformers (Wolf et al., 2020).
Both the word-level gender and person identifica-
tion classifiers were fine-tuned on a single GPU
for 10 epochs with a maximum sequence length
of 128, a batch size of 32, and a learning rate of
le-4. The sentence-level gender rewriting compo-
nent was fine-tuned on a single GPU for 30 epochs
with a maximum sequence length of 128, a batch
size of 16, and a learning rate of le-3. Checkpoints
were saved every 1000 steps and at the end of fine-
tuning, the best checkpoint was picked based on
the development set.

CasaNLP The system introduced by CasaNLP
was also a multi-step system that consists of word-
level gender identification and sentence-level gen-
der rewriting. For gender identification, the team
used the gender identification model that was de-
veloped and released by Alhafni et al. (2022b).*
The gender identification component takes the in-
put sentence and assigns an extended gender label
to every word in the input. After that and based
on the compatibility between the labels and the
target user gender contexts, CasaNLP adds word-
level target gender labels as side-constraints (Sen-
nrich et al., 2016) to the words that need to be

rewritten in the input sentence (e.g., deaw [2F] GY).

They do this preprocessing step across all sen-
tences in APGC v2.1. Then, they fine-tune
AraT5-MSAgasEg on the preprocessed sentences in
TRAIN. The intuition here is that the model should
learn to only rewrite the words that are marked in
the input. The team follows the same procedure
during inference to generate the gender rewritten
alternatives.

The fine-tuning of the models was done using
Hugging Face’s Transformers. The sentence-level
gender rewriting system was fine-tuned for 10
epochs with a maximum sequence length of 64,
a batch size of 32, and a learning rate of le-3 with
4 gradient accumulation steps.

Distinguishers This team introduced a multi-
step system that does word-level gender identifica-
tion and out-of-context word-level gender rewrit-
ing. For gender identification, they used the model
that was developed and released by Alhafni et al.

*https://github.com/CAMeL-Lab/
gender-rewriting/

(2022b).* For gender rewriting, the team devel-
oped an out-of-context word-level Seq2Seq model.
The model followed the approach introduced in
BERT-fused (Zhu et al., 2020), where they first
use AraBERT (Antoun et al., 2020) to extract rep-
resentations for the input word, and then the rep-
resentations are fused with each layer of the en-
coder and decoder of a standard Transformer model
(Vaswani et al., 2017). The model was trained on
gendered words present in APGC v2.1. They also
explored adding morphological features to their
Seq2Seq model. They used CAMeLTools (Obeid
et al., 2020) to do morphological tokenization
on the words and get their part-of-speech tags.
They added the tags as side-constraints to each
word. During inference, they first run the gender-
identification component over the input sentence to
get predicted gender labels for each word. Then for
each word that needs to be rewritten, they pass it
to the Seq2Seq model to get its gender alternative.

The out-of-context word-level gender rewriting
model was built using Simple Transformers.> The
model was fine-tuned on a single GPU for 5 epochs
with a maximum sequence length of 25, a learning
rate of le-5, and a batch size of 32.

Qaddoumi The approach this team took to build
their gender rewriting system relied on roman-
izing the Arabic text and using an English pre-
trained model. The team preprocessed the data in
APGC v2.1 by using the Safe Buckwalter translit-
eration scheme (Buckwalter, 2002; Habash, 2010).
They continue fine-tuning a grammatical error cor-
rection model that was originally built by fine-
tuning TS (Raffel et al., 2020) on the JFLEG corpus
(Napoles et al., 2017). When producing the final
outputs, they convert the text back to Arabic script.

The sentence-level gender rewriting system was
fine-tuned using the Happy Transformer library
on a single GPU for 5 epochs with a maximum
sequence length of 1024, a batch size of 32, and a
learning rate of 5e-5.”

UDEL-NLP The system developed by UDEL-
NLP was at the sentence-level and based on T5.
The team introduced a new Arabic TS5 model called
ArabicT5 (Alrowili and Vijay-Shanker, 2022),

Shttps://github.com/ThilinaRajapakse/
simpletransformers

Shttps://huggingface.co/vennify/
t5-base-grammar-correction

"https://github.com/EricFillion/
happy-transformer
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| Team | Precision| Recall [ Fos | BLEU |
Cairo Team 76.26 (1) | 72.27 (3) | 75.42 (1) | 94.89 (1)
CasaNLP 51.05 (4) | 84.60 (1) | 55.45 (4) | 86.06 (4)
Distinguishers 20.93 (5) | 19.03 (5) | 20.52 (5) | 84.89 (5)
Qaddoumi 56.49 (3) | 77.06 (2) | 59.68 (2) | 88.53 (3)
UDEL-NLP 57.10 (2) | 68.61 (4) [ 59.08 (3) | 91.02 (2)

| Alhafni et al. (2022b)| 88.50 | 84.98 | 87.78 | 97.62 |

Table 7: Results on the Blind Test set. Numbers in parentheses are the ranks.

which was pretrained on MSA by using an effi-
cient T5 implementation (Tay et al., 2021). They
fine-tuned the ArabicT5 model by adding side-
constraints to the beginning of each sentence to
indicate the target users’ gender, and appending an
<eos> to each sentence. The team follows the same
preprocessing steps during inference.

The sentence-level gender rewriting system was
built by fine-tuning ArabicT5 using Hugging Face’s
Transformers on a single GPU for 70 epochs, a
maximum sequence length of 512, a batch size of
32, and a learning of le-4.

5 Results

Table 7 presents the results on the newly annotated
Blind Test set. The last row is for the state-of-
the-art system by Alhafni et al. (2022b). The best
result in terms of Fys is achieved by the Cairo
Team (75.42), the official winner of the shared
task. This is mainly due to their high score in pre-
cision (76.26). Qaddoumi comes in second place
achieving an Fp5 of 59.68, followed by UDEL-
NLP in third place with 59.08 in Fy5. In fourth
place, CasaNLP achieves an Fy s score of 55.45
with the highest recall of 84.60. Distinguishers
comes in fifth place, achieving 20.52 in Fy 5. It is
worth noting that none of the systems is able to
beat the previously published system by Alhafni
et al. (2022b) applied to the new Blind Test.

Error Analysis We conducted a simple error
analysis over the outputs of all system on the Blind
Test set. Given that most teams employed sentence-
level Seq2Seq models when developing their gen-
der rewriting systems, we suspected that the out-
puts will be noisy since sentence-level models will
not guarantee that changes are only applied to gen-
dered words, or maintain the word-level parallelism
between the input and output. Table 8(a) presents
the relative difference in the number of generated
words for each team in comparison with the Blind

(a) (b)
Team |Word A ||[Metric | Correl |
Cairo Team 0.80% ||| Precision | -42.95%
CasaNLP -0.02% ||| Recall -77.56%
Distinguishers| 1.28% |||Fys -50.86%
Qaddoumi -0.63%|||BLEU |-11.86%
UDEL-NLP 0.05%

Table 8: (a) The relative difference in the number of
generated words for each team in comparison with the
Blind Test reference. (b) The Pearson correlation of the
shared task metrics in Table 7 with the absolute values
of Word A.

Test reference; and Table 8(b) presents their cor-
relation with the shared task metrics. None of the
teams maintained the total number of words. We
observe a strong negative correlation between the
absolute value of relative word count differences
and the evaluation metrics — almost -51% correla-
tion with Fy 5, and -78% correlation with recall.

After inspecting the outputs of the submitted
systems, we noticed that much of the noise was
due to not handling punctuation correctly. We re-
moved the punctuation from all the outputs and
evaluated the systems in this space. Table 9 shows
the results on the Blind Test set after removing
the punctuation. The scores of all teams went up
significantly, with the exception of Distinguishers.
The highest increase of 31.6 points in Fy 5 is in the
case of CasaNLP. In terms of the ranks of the sys-
tems in this unofficial evaluation space, CasaNLP
is the best performer and they achieve §7.04 in Fy 5.
They also have the highest precision, recall, and
BLEU scores. The Cairo Team comes in second
place with an Fy 5 of 83.76, followed by UDEL-
NLP who achieves an Fyp5 of 70.22. Qaddoumi
and Distinguishers are in fourth and fifth places,
achieving 63.35 and 20.41 in Fy 5, respectively.
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| Team | Precision| Recall [ Fos | BLEU |
Cairo Team 8734 (2) | 71.98 (3) | 83.76 (2) | 95.74 (2)
CasaNLP 87.72 (1) | 84.45(1) | 87.04 (1) | 97.18 (1)
Distinguishers 20.81 (5) | 18.96 (5) [ 20.41 (5) | 84.11 (5)
Qaddoumi 60.68 (4) | 76.90 (2) | 63.35 (4) | 89.06 (4)
UDEL-NLP 70.67 (3) | 68.50 (4) | 70.22 (3) | 91.99 (3)

| Alhafni et al. (2022b)| 88.38 | 84.87 | 87.65 | 97.30 |

Table 9: Results on the Blind Test set of after removing the punctuation. Numbers in parentheses are the ranks.

6 Outlook and Lessons Learned

We organized this shared task on gender rewriting
for Arabic to raise awareness in the Arabic NLP
community of the problem of gender bias in Ara-
bic NLP systems, and to encourage the community
to come up with new approaches to alleviate this
problem. Although the shared task received some
interest from the community, the participation was
limited® when compared to other shared tasks orga-
nized at recent editions of WANLP® or OSACT.!?
We believe that this is due to a couple of factors.

First is the skewed interest towards sentence-
level classification tasks within the Arabic NLP
community and the lack of novel open-vocabulary
sequence transduction tasks. For instance, most
of the shared tasks organized at WANLP over the
past few years focused on sentence-level classifica-
tion to tackle dialect identification: MADAR and
NADI (Bouamor et al., 2019; Abdul-Mageed et al.,
2020, 2021); or Arabic sarcasm detection: ArSar-
casm (Abu Farha et al., 2021). The last shared
task that featured a generation problem in Arabic
was the QALB shared task on grammatical error
correction (Rozovskaya et al., 2015).

We acknowledge the importance of working on
sentence-level classification problems, but there
are many natural language generation tasks where
Arabic is still lagging behind compared to other lan-
guages. Examples of such tasks include dialectal
machine translation, grammatical error correction,
text simplification, and style transfer, to name a few.
We envision that the development of resources and
models for such tasks would re-spark the interest
of the Arabic NLP community in a wide range of
exciting, yet unsolved problems in Arabic NLP.

Second is the novelty and difficulty of the gen-
der rewriting problem compared to other conven-

8While 15 teams registered for the shared task initially,
only five of them ended up participating.

thtp ://www.arabic-nlp.net/
10ht’cps ://osact-1lrec.github.io/

tional sequence transduction tasks. Approaching
the problem correctly requires developing con-
trolled generation models that are able to make
subtle, yet complex and grammatically correct, ed-
its at the word level. In retrospect, we recognize
that we could have organized this shared task as
two subtasks: one on gender identification at the
word or sentence levels, and the other on sentence-
level gender rewriting. This could have served as a
bridge between classification and generation tasks,
too, and allowed more people to participate for part
if not the whole of the task. As such, we recom-
mend that organizers of novel and nontraditional
tasks to break the problem into subtasks to encour-
age more participation.

Lastly, the main goal of participating in a shared
task is to learn about a new problem by introducing
an interesting solution, which could benefit the
community as a whole, as a positive or negative
result. Being on top of the leaderboard should
not be the only motive; we encourage organizers
within the community to echo this sentiment when
running their shared tasks.

Limitations and Ethical Considerations

Our intention of organizing this shared task is to
increase the inclusiveness of NLP applications that
deal with gender-marking morphologically rich lan-
guages. However, we acknowledge that, like all
NLP technologies, developing systems for gender
identification and rewriting could be used in mali-
cious ways to discriminate against, or erase, certain
identities in certain contexts. We also acknowledge
that by limiting the choice of gender expressions to
grammatical gender, we exclude alternatives such
as non-binary gender or no-gender expressions. We
are not aware of any sociolinguistics published re-
search that discusses such alternatives for Arabic.
We stress on the importance of adapting Arabic
NLP models to new gender alternative forms as
they emerge as part of the language usage.
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Abstract

Propaganda is the expression of an opinion
or an action by an individual or a group de-
liberately designed to influence the opinions
or the actions of other individuals or groups
with reference to predetermined ends, which is
achieved by means of well-defined rhetorical
and psychological devices. Propaganda tech-
niques are commonly used in social media to
manipulate or to mislead users. Thus, there
has been a lot of recent research on automatic
detection of propaganda techniques in text as
well as in memes. However, so far the focus
has been primarily on English. With the aim to
bridge this language gap, we ran a shared task
on detecting propaganda techniques in Arabic
tweets as part of the WANLP 2022 workshop,
which included two subtasks. Subtask 1 asks
to identify the set of propaganda techniques
used in a tweet, which is a multilabel classifi-
cation problem, while Subtask 2 asks to detect
the propaganda techniques used in a tweet to-
gether with the exact span(s) of text in which
each propaganda technique appears. The task
attracted 63 team registrations, and eventually
14 and 3 teams made submissions for subtask 1
and 2, respectively. Finally, 11 teams submitted
system description papers.

1 Introduction

Social media platforms have become an important
communication channel, where we can share and
access information from a variety of sources. Un-
fortunately, the rise of this democratic information
ecosystem was accompanied by and dangerously
polluted with misinformation, disinformation, and
malinformation in the form of propaganda, conspir-
acies, rumors, hoaxes, fake news, hyper-partisan
content, falsehoods, hate speech, cyberbullying,
etc. (Oshikawa et al., 2020; Alam et al., 2021; Pra-
manick et al., 2021; Rosenthal et al., 2021; Alam
et al., 2022; Barnabo et al., 2022; Guo et al., 2022;
Hardalov et al., 2022; Nguyen et al., 2022; Sharma
et al., 2022)

Propaganda is conveyed through the use of di-
verse propaganda techniques (Miller, 1939), which
range from leveraging on the emotions of the au-
dience (e.g., using loaded language, appealing
to fear, etc.) to using logical fallacies such as
straw men (misrepresenting someone’s opinion),
whataboutism, red herring (presenting irrelevant
data), etc. In the last decades, propaganda was
widely used on social media to influence and/or
mislead the audience, which became a major con-
cern for different stakeholders, social media plat-
forms, and policymakers. To address this problem,
the research area of computational propaganda has
emerged, and here we are particularly interested
in automatically identifying the use of propaganda
techniques in text, images, and multimodal content.
Prior work in this direction includes identifying
propagandistic content in an article based on writ-
ing style and readability level (Rashkin et al., 2017;
Barrén-Cedeno et al., 2019), at the sentence and
the fragment levels from news articles with fine-
grained techniques (Da San Martino et al., 2019b),
and in memes (Dimitrov et al., 2021a). These ef-
forts focused on English, and there was no prior
work on Arabic. Our shared task aims to bridge
this gap by focusing on detecting propaganda in
Arabic social media text, i.e., tweets.

2 Related Work

In the current information ecosystem, propaganda
has evolved to computational propaganda (Wool-
ley and Howard, 2018; Da San Martino et al.,
2020b), where information is distributed on social
media platforms, which makes it possible for mali-
cious users to reach well-targeted communities at
high velocity. Thus, research on propaganda detec-
tion has focused on analyzing not only news articles
but also social media content (Rashkin et al., 2017,
Barron-Cedeno et al., 2019; Da San Martino et al.,
2019b, 2020b; Nakov et al., 2021a,b; Hristakieva
et al., 2022).
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Rashkin et al. (2017) focused on article-level pro-
paganda analysis. They developed the TSHP-17 cor-
pus, which used distant supervision for annotation
with four classes: trusted, satire, hoax, and propa-
ganda. The assumption of their distant supervision
approach was that all articles from a given news
source should share the same label. They collected
their articles from the English Gigaword corpus and
from seven other unreliable news sources, includ-
ing two propagandistic ones. Later, Barrén-Cedeno
et al. (2019) developed a new corpus, QProp , with
two labels: propaganda vs. non-propaganda, and
also experimented on TSHP-17 and QProp corpora.
For the TSHP-17 corpus, they binarized the labels:
propaganda vs. any of the other three categories
as non-propaganda. They investigated the writing
style and the readability level of the target docu-
ment, and trained models using logistic regression
and SVMs. Their findings confirmed that using
distant supervision, in conjunction with rich repre-
sentations, might encourage the model to predict
the source of the article, rather than to discrimi-
nate propaganda from non-propaganda. Similarly,
Habernal et al. (2017, 2018) developed a corpus
with 1.3k arguments annotated with five fallacies,
including ad hominem, red herring, and irrelevant
authority, which directly relate to propaganda tech-
niques.

Recently, Da San Martino et al. (2019b), cu-
rated a set of persuasive techniques, ranging from
leveraging on the emotions of the audience such as
using loaded language and appeal to fear, to log-
ical fallacies such as straw man (misrepresenting
someone’s opinion) and red herring (presenting ir-
relevant data). They focused on textual content, i.e.,
newspaper articles. In particular, they developed
a corpus of news articles annotated with eighteen
propaganda techniques. The annotation was at the
fragment level, and could be used for two tasks:
(i) binary classification —given a sentence in an
article, predict whether any of the 18 techniques
has been used in it, and (if) multi-label classifica-
tion and span detection task —given a raw text,
identify both the specific text fragments where a
propaganda technique is used as well as the spe-
cific technique. They further proposed a multi-
granular deep neural network that captures signals
from the sentence-level task and helps to improve
the fragment-level classifier. Da San Martino et al.
(2020a) also organized a shared task on Detection
of Propaganda Techniques in News Articles.

Subsequently, Dimitrov et al. (2021b) organized
the SemEval-2021 task 6 on Detection of Propa-
ganda Techniques in Memes. It had a multimodal
setup, combining text and images, and asked partic-
ipants to build systems to identify the propaganda
techniques used in a given meme. Yu et al. (2021)
looked into interpretable propaganda detection.

Other related shared tasks include the FEVER
task (Thorne et al., 2018) on fact extraction and ver-
ification, the Fake News Challenge (Hanselowski
et al.,, 2018), the FakeNews task at MediaE-
val (Pogorelov et al., 2020), as well as the NLP4IF
tasks on propaganda detection (Da San Martino
et al., 2019a) and on fighting the COVID-19 in-
fodemic in social media (Shaar et al., 2021a). Fi-
nally, we should mention the CheckThat! lab at
CLEF (Elsayed et al., 2019a,b; Barrén-Cedefio
et al., 2020; Shaar et al., 2020; Hasanain et al.,
2020; Nakov et al., 2021c,d; Shaar et al., 2021b;
Nakov et al., 2022a,b,c,d), which addresses many
aspects of disinformation for different languages
over the years such as fact-checking, verifi-
able factual claims, check-worthiness, attention-
worthiness, and fake news detection.

The present shared task is inspired from prior
work on propaganda detection. In particular, we
adapted the annotation instructions and the propa-
ganda techniques discussed in (Da San Martino
et al., 2019b; Dimitrov et al., 2021b).

3 Tasks and Dataset

Below, we first formulate the two subtasks of our
shared task, and then we discuss our datasets, in-
cluding how we collected the data and what anno-
tation guidelines we used.

3.1 Tasks

In the shared tasks, we offered the following two
subtasks:

* Subtask 1: Given the text of a tweet, identify
the propaganda techniques used in it.

*» Subtask 2: Given the text of a tweet, identify
the propaganda techniques used in it together
with the span(s) of text in which each propa-
ganda technique appears.

Note that Subtask 1 is formulated as a multil-
abel classification problem, while Subtask 2 is a
sequence labeling task.
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Figure 1: An example of tweet annotation with propaganda techniques loaded language and name calling.

Text to perform selection on:

Techniques in the text

Currently selected:

-- . {"start": 0, "end": 11, "technique": "Loaded v
T |2 . L " ekt "33 LEe. alin
ISR ST anguage’, " " bonld
5 —
(j'uﬂj) {"start": 15, "end": 22, "technique": "Name “
iR J calling/Labeling", "text": "2} { "dasuill}
Translation:
Bullets and bambs ... Shabiha terrify @ slogans| {"start": 23, "end": 36, "technique": "Loaded
residents during their celebrations of the Language", "text": "ol ;e 0" }
- :
election play (video)
{ "start": 42, "end": 52, "technique": "Loaded .
Agency J_Lu:.U: Language", "text": "agi¥ Lital" }
Tweet url: {"start": 53, "end": 71, "technique": "Name «
calling/Labeling’, "text": "= Ll | dumeuny’ }
@ smears|

Figure 2: An example of tweet annotation with propaganda techniques loaded language and slogan.

Text to perform selection on:

Techniques in the text

Currently selected:

PRI ENPENEN I P R Iv st { "start": 57, "end": 63, "technique": "Loaded
- I - - . "o ", "‘L. "
552 ) T o e i e
GazaUnderAttack# m {"start": 90, "end": 103, "technique": "Slogans",
4 @ Dout "text™: " ieaill_cal 532"}
_
https://t.co/A81JMnzgZo
Translation:
Shtayyeh: The internal and partisan crisis
in "Israel" is being bloodily exported to
Gaza #GazaUnderAttack
HGaza_Under_Bombed
https://t.co/A81IMnzgZo Presenting Irrelevant Data (Red Herring))|
Agency juall:
Obfuscation, Intentional vagueness, Confusion|
Iq udsn I
Tweet url:
https://twitter.com/user/status/13925145

40278095877

3.2 Dataset

We used Social Bakers! to obtain the top-2 news
sources from each Arab country, e.g., Al Arabiya
and Sky News Arabia from UAE, Al Jazeera and
Al Sharq from Qatar, etc. We further added five
international sources that broadcast Arabic news:
Al-Hurra News, BBC Arabic, CNN Arabic, France
24, and Russia Today. We then extracted from
Twitter their latest 3,200 tweets. To have a balanced
dataset that covers a wide range of topics, we chose
100 random tweets from each source, and then we
sampled 930 tweets for annotation.

lhttps ://www.socialbakers.com/

We target emotional appeals (e.g., loaded lan-
guage, appeal to fear, flag waving, exaggeration,
etc.) and logical fallacies (e.g., whataboutism,
causal oversimplification, red herring, band wagon,
etc.). We adopted the same techniques studied
in (Da San Martino et al., 2019b; Dimitrov et al.,
2021b). Below we briefly summarize them:

1. Appeal to authority: Stating that a claim is
true simply because a valid authority or expert
on the issue said it was true. We also include
here the special case where the reference is
not an authority or an expert, which is referred
to as Testimonial in the literature.


https://www.socialbakers.com/

10.

Appeal to fear / prejudices: Seeking to build
support for an idea by instilling anxiety and/or
panic in the population towards an alternative.
In some cases, the support is built based on
preconceived judgements.

. Bandwagon Attempting to persuade the tar-

get audience to join in and take the course of
action because “everyone else is taking the
same action.”

Black-and-white fallacy or dictatorship:
Presenting two alternative options as the only
possibilities, when in fact more possibilities
exist. As an the extreme case, tell the audi-
ence exactly what actions to take, eliminating
any other possible choices (ictatorship).

Causal oversimplification: Assuming a sin-
gle cause or reason when there are actually
multiple causes for an issue. This includes
transferring blame to one person or group of
people without investigating the complexities
of the issue.

Doubt: Questioning the credibility of some-
one or something.

. Exaggeration / minimisation: Either repre-

senting something in an excessive manner:
making things larger, better, worse (e.g., the
best of the best, quality guaranteed) or mak-
ing something seem less important or smaller
than it really is (e.g., saying that an insult was
actually just a joke).

Flag-waving: Playing on strong national feel-
ing (or to any group, e.g., race, gender, po-
litical preference) to justify or to promote an
action or an idea.

Glittering generalities (virtue) These are
words or symbols in the value system of the
target audience that produce a positive image
when attached to a person or issue. Peace,
hope, happiness, security, wise leadership,
freedom, “The Truth”, etc. are virtue words.
Virtue can be also expressed in images, where
a person or an object is depicted positively.

Loaded language: Using specific words and
phrases with strong emotional implications
(either positive or negative) to influence an
audience.

111

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

Misrepresentation of someone’s position
(straw man): Substituting an opponent’s
proposition with a similar one, which is then
refuted in place of the original proposition.

Name calling or labeling: Labeling the ob-
ject of the propaganda campaign as something
that the target audience fears, hates, finds un-
desirable or loves, praises.

Obfuscation, intentional vagueness, confu-
sion: Using words that are deliberately not
clear, so that the audience may have their
own interpretations. For example, when an
unclear phrase with multiple possible mean-
ings is used within an argument and, therefore,
it does not support the conclusion.

Presenting irrelevant data (red herring):
Introducing irrelevant material to the issue
being discussed, so that everyone’s attention
is diverted away from the points made.

Reductio ad hitlerum: Persuading an audi-
ence to disapprove an action or an idea by sug-
gesting that the idea is popular with groups
hated in contempt by the target audience. It
can refer to any person or concept with a neg-
ative connotation.

Repetition: Repeating the same message over
and over again, so that the audience will even-
tually accept it.

Slogans: A brief and striking phrase that may
include labeling and stereotyping. Slogans
tend to act as emotional appeals.

Smears A smear is an effort to damage or
call into question someone’s reputation, by
propounding negative propaganda. It can be
applied to individuals or groups.

Thought-terminating cliché: Words or
phrases that discourage critical thought and
meaningful discussion about a given topic.
They are typically short, generic sentences
that offer seemingly simple answers to com-
plex questions or that distract the attention
away from other lines of thought.

Whataboutism: A technique that attempts to
discredit an opponent’s position by charging
them with hypocrisy without directly disprov-
ing their argument.



Table 1: Statistics about the corpus. In parentheses, we
show the number of tweets. Total represents the number
of techniques in each set.

Train Dev Dev-Test Test

Prop Technique (504) (52) (51) (323)
Appeal to authority 21 7 1 1
Appeal to fear/prejudice 48 7 4 25
Black-and-white Fallacy/Dictatorship 2 1 2 7
Causal Oversimplification 4 1 1 4
Doubt 29 1 2 19
Exaggeration/Minimisation 44 10 16 26
Flag-waving 5 2 2 9
Gl}ttermg generalities %5 7 2 1
(Virtue)
Loaded Language 446 46 42 326
Name calling/Labeling 244 44 33 163
Obfuscation, Intentional

. 9 3 1 6

vagueness, Confusion
Presenting Irrelevant Data (Red Herring) 1 0 0 0
Repetition 9 2 1 3
Slogans 44 1 1 6
Smears 8 12 15 50
Thought-terminating cliché 6 1 1 0
Whataboutism 31 1 0
Total 1025 146 125 646

The annotation is done in different stages:
(i) three annotators independently annotate the
same tweet, and (ii) they meet together with one
consolidator to discuss each instance and to come
up with gold annotations. Since the annotations are
at the fragment level, it might happen that an an-
notation is spotted by only one annotator. The two
phases ensure that each annotation is eventually
discussed by all annotators. In order to train the an-
notators, we provide clear annotation instructions
with examples and ask them to annotate a sample
of tweets. Then, we revise their annotations and
provide feedback. Figures 1 and 2 show example
tweets with annotated propaganda techniques.

Table 1 shows the distribution of the propa-
ganda techniques in our dataset for different data
splits. Our annotation guidelines inclide twenty
techniques, but in the annotated dataset, there were
no instances of bandwagon, straw man, and re-
ductio ad hitlerum. Overall, the distribution of
the propaganda techniques in our dataset is very
skewed, which made the task challenging.

4 Evaluation Framework

4.1 Evaluation Measures

To measure the performance of the systems, for
both subtasks, we use micro-F1 and macro-F1, as
these are multi-class multi-label problems, where
the labels are imbalanced. The official evaluation
measure for subtask 1 is micro-F1, but the scorer
also reports macro-F1.

Subtask 2 is a multi-label sequence tagging prob-
lem. We modified the standard micro-averaged F1
to account for partial matching between the spans.
More details about the modified macro-averaged
F1 can be found in (Da San Martino et al., 2019b;
Dimitrov et al., 2021b).

4.2 Task Organization

We ran the shared task in two phases:

Development Phase In the first phase, we pro-
vided the participants three subsets of the dataset:
train, dev, and dev_test. The purpose of the dev set
was to fine-tune the trained model, and the dev_test
set was to evaluate the model performance on un-
seen dev_test set.

Test Phase In the second phase, we released the
actual test set and the participants were given just
a few days to submit their final predictions via the
submission system on Codalab.? In this phase, the
participants could again submit multiple runs, but
they would not get any feedback on their perfor-
mance. Only the latest submission of each team
was considered as official and was used for the fi-
nal team ranking. The final leaderboard on the test
set was made publicly available after the system
submission deadline.

S Participants and Results

In this section, we provide a general description of
the systems that participated in each subtask and
their results. Table 2 shows the results for all teams
for both subtasks, as well as a random baseline. We
can see that subtask 1 was more popular, attracting
submissions by 14 teams, while there were only
three submissions for subtask 2.

5.1 Subtask 1

Table 3 gives an overview of the systems that took
part in subtask 1. We can see that transformers were
quite popular, most notably AraBERT, followed
by BERT, and MARBERT. Some participants also
used ensembles methods, data augmentation, and
standard preprocessing.

The best-performing team NGU_CNLP (Samir
et al., 2022) first explored various baselines mod-
els such as bag of words with SVM, Naive Bayes,
Stochastic Gradient Descent, Logistic Regression,

2https://codalab.lisn.upsaclay.fr/
competitions/7274
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Table 2: Results for subtask 1 on multilabel propaganda
detection and subtask 2 on identifying propaganda tech-
niques and their span(s) in the text. The results are
ordered by the official score: Micro-F1. *Indicated that
no system description paper was submitted.

Rank/Team Macro F1 Micro F1
Subtask 1
1. NGU_CNLP (Samir et al., 2022) 0.185 0.649
2. IITD (Mittal and Nakov, 2022) 0.183 0.609
3. CNLP-NITS-PP (Laskar et al., 2022) 0.068 0.602
3. AraBEM (Eshrag Ali et al., 2022) 0.068 0.602
3. Pythoneers (Attieh and Hassan, 2022) 0.177 0.602
4. AraProp (Singh, 2022) 0.105 0.600
5. iCompass (Taboubi et al., 2022) 0.191 0.597
6. SI2m & AIOX Labs (Gaanoun and Benelallam, 2022) 0.137 0.585
7. mostafa-samir* 0.186 0.580
8. Team SIREN Al (Sharara et al., 2022) 0.153 0.578
9. ChavanKane (Chavan and Kane, 2022) 0.111 0.565
10. mhmud.fwzi* 0.087 0.552
11. TUB (Mohtaj and Moller, 2022) 0.076 0.494
12. tesla* 0.120 0.355
13. Baseline (Random) 0.043 0.079
Subtask 2

1. Pythoneers (Attieh and Hassan, 2022) 0.396
2. IITD (Mittal and Nakov, 2022) 0.355
3. NGU_CNLP (Samir et al., 2022) 0.232
4. Baseline (Random) 0.013

Random Forests and K-nearest Neighbor. Eventu-
ally, for their final submission, they used AraBERT
with stacking-based ensemble (5-fold split). They
further explored translation-based data augmenta-
tion using the English PTC corpus (Da San Martino
et al., 2019b).

The second best system was IITD (Mittal and
Nakov, 2022), and they used XLM-R and fine-
tuned the model. They also explored data aug-
mentation by translating ad adding the PTC corpus
as training, but in their experiments this did not
help improve the performance.

The third system was CNLP-NITS-PP (Laskar
et al., 2022), and they used the AraBERT Twitter-
base model along with data augmentation. Note
that all systems outperformed the random baseline.

5.2 Subtask 2

In Table 3, we also present an overview of the sys-
tems that took part in Subtask 2. Once again, this
subtask was dominated by transformer models. We
can see in the table that transformers were quite
popular, and among them, the most commonly used
one was AraBERT, followed by BERT and MAR-
BERT. The participants in this task also used data
augmentation and standard pre-processing.

Table 2 shows the evaluation results: we report
our random baseline, which is based on the ran-
dom selection of spans with random lengths and a
random assignment of labels.

Table 3: Overview of the approaches used for subtasks
1 and 2, for the teams that submitted a description paper.
The systems are ordered by the official score: F1-micro.

Rank/Team ‘ Models ‘ Other
=
S
gy
S &
—|5 £
= %E &
wEEE DS
= rE R8s g
EECEEE:
Rx<<584&7
Subtask 1
1. NGU_CNLP (Samir et al., 2022)
2. IITD (Mittal and Nakov, 2022)
3. CNLP-NITS-PP (Laskar et al., 2022)
3. AraBEM (Eshrag Ali et al., 2022)
3. Pythoneers (Attieh and Hassan, 2022)
4. AraProp (Singh, 2022)
5. iCompass (Taboubi et al., 2022)
6. SI2m & AIOX Labs (Gaanoun and Benelallam, 2022)
8. Team SIREN AI (Sharara et al., 2022)
9. ChavanKane (Chavan and Kane, 2022)
11. TUB (Mohtaj and Méller, 2022)
Subtask 2
1. Pythoneers (Attieh and Hassan, 2022)
2. IITD (Mittal and Nakov, 2022)
3. NGU_CNLP (Samir et al., 2022)
The best system for this subtask was

Pythoneers (Attieh and Hassan, 2022). They used
AraBERT with a Conditional Random Field (CRF)
layer, which was trained on encoded data using the
BIO schema.

The second-best system was IITD (Mittal and
Nakov, 2022), which used a Multi-Granularity
Network (Da San Martino et al., 2019b) with the
mBERT encoder.

The third system was NGU_CNLP (Samir et al.,
2022). They converted the data to BIO format and
fine-tuned a token classifier based on Marefa-NER?
(pretrained using XLM-RoBERTa).

5.3 Participants’ Systems

NGU_CNLP (Samir et al., 2022)[subtask 1:1, subtask
2:3] team participated in both subtasks. For sub-
task 1, they used a combination of a data augmenta-
tion strategy with a transformer-based model. This
model ranked first among the 14 systems that par-
ticipated in this subtask. Their preliminary experi-
ments for subtask 1 consist of using a bag-of-words
model with different classical algorithms such as
Support Vector Machines, Naive Bayes, Stochas-
tic Gradient Descent, Logistic regression, Random
Forests, and simple K-nearest Neighbor. For sub-
task 2, they fine-tuned the Marefa-NER model,
which is based on XLM-RoBERTa. The system
ranked third among the three systems that partici-
pated in this subtask.

3https: //huggingface.co/marefa-nlp/marefa-ner
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Pythoneers (Attiech and Hassan, 2022)[subtask 1:3,
subtask 2:1]  also participated in both subtasks. For
subtask 1, they trained a multi-task learning model
that performs binary classification per propaganda
technique. For subtask 2, they first converted
the data into BIO format and then fine-tuned an
AraBERT model with a Conditional Random Field
(CRF) layer. Their subtask 1 system ranked third
with a micro-averaged F1-Score of 0.602, and their
subtask 2 system ranked first with a micro-averaged
F1-Score of 0.396.

IITD (Mittal and Nakov, 2022)[subtask 1:2, subtask
2:2] . This team also participated in both sub-
tasks. They used multilingual pretrained language
models for both subtask s. For subtask 1, they
used a pretrained XLM-R to estimate a Multinoulli
distribution after projecting the CLS embedding
to a 20-dimensional embedding (one per propa-
ganda technique). For subtask 2, they used a multi-
granularity network (Da San Martino et al., 2019b)
with mBERT encoder. Even though both systems
were trained on only the dataset released in this
shared task, they also discussed several methods
(zero-shot transfer, continued training, and trans-
lation of PTC (Da San Martino et al., 2019b) to
Arabic) to study cross-lingual propaganda detec-
tion. This suggested interesting research challenges
for future exploration, such as how to effectively
use data from different domains and how to learn
language-agnostic embeddings in propaganda de-
tection systems.

CNLP-NITS-PP (Laskar et al., 2022)[subtask 1:3].
This team participated in subtask 1 and they used
AraBERT Twitter-base model for multilabel propa-
ganda classification. They further used data aug-
mentation; in particular, they generated synthetic
training data using root and stem substitution from
the original train samples and prepared additional
synthetic examples. They changed the input labels
to the model to be one-hot encoded to indicate mul-
tiple labels and modified the macro-F1 scorer to
give a score for multiple labels. To make predic-
tions with the model, they used a sentiment analysis
pipeline from HuggingFace Transformers and se-
lected all the labels that yielded a score greater than
or equal to 0.32. They observed the scores for the
predictions on the validation test set and found that
most correct labels had a score greater than 0.30.
They also found that there was a large gap in the
score for the label when the score was below 0.30.

AraBEM (Eshrag Ali et al., 2022)[subtask 1:3].
This team participated in subtask 1 and they fine-
tuned BERT to perform multi-class binary classifi-
cation. They used standard pre-processing includ-
ing normalization (mapping letters with various
forms, i.e., alef, hamza, and yaa to their representa-
tive characters), and removing special characters,
diacritics, and repeated characters.

AraProp (Singh, 2022)[sutask 1:4]. This team
participated in subtask 1. First, they tokenized
the input and produced contextualized word em-
beddings for all input tokens. To get a fixed-size
output representation, they simply averaged all con-
textualized word embeddings by taking attention
mask into account for correct averaging. Then,
they added a dropout layer with a dropout rate
of 0.3, followed by a linear layer with a sigmoid
activation function for the output. They experi-
mented with multiple transformer-based language
models: two multilingual models and six monolin-
gual (Arabic) models. Their findings suggest that
the MARBERTV2-based fine-tuned model outper-
forms other models in terms of F1-micro score.

iCompass (Taboubi et al., 2022)[subtask 1:5] team
participated in subtask 1. Their system used stan-
dard pre-processing such as normalization and re-
moving stopwords, emojis, special characters, and
links. Then, they used pre-trained language mod-
els such as MARBERT and ARBERT. They further
added global average and max pooling layers on top
of the models. Finally, they used cross-validation
to improve the model performance.

SI2M & AIOX Labs (Gaanoun and Benelallam,
2022)[subtask 1:6] team participated in subtask 1.
They used data augmentation, named entity recog-
nition (NER), and manual rules. For data augmen-
tation, they combined the training and the dev sets,
and randomly mixed the sequences to create new
synthetic sequences, which they concatenated with
the train and the dev sets. Their final system uses a
mixed dataset of 2,000 examples. Next, they fine-
tuned ARBERT on the augmented dataset, and they
made predictions based on a defined threshold of
the classifier’s confidence. If no technique got a pre-
diction probability greater than the threshold, the to-
ken was assigned the label No technique. Moreover,
to detect the Name Calling/Labelling technique,
they used a NER model based on AraBERT. Fi-
nally, to detect Repetition, they used manual rules,
after removing the stopwords.
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Team SIREN AI (Sharara et al., 2022)[subtask 1:8]
participated in subtask 1 and used AraBERT for
fine-tuning. Like other teams, they used standard
pre-processing, e.g., removing HTML markup, dia-
critics, non-digit repetitions, etc.

ChavanKane (Chavan and Kane, 2022)[subtask
1:9] team participated in subtask 1 and experi-
mented with AraBERT v1, v02 and v2, MAR-
BERT, ARBERT, XLMRoBERTa, and AraELEC-
TRA. They used a specific variant of DeHateBERT,
which is initialized from multilingual BERT and
fine-tuned only on Arabic datasets. They also tried
creating an ensemble of all models, which consists
of five models such as DeHateBERT, AraBERTv2,
AraBERTV02, AraBERTvO01, and MARBERT. For
the final prediction from the ensembles, they used
hard voting.

TUB (Mohtaj and Moller, 2022)[subtask 1:11].
This team participated in subtask 1 and used a
semantic similarly detection approach based on
conceptual word embedding. They converted all
sentences in the train, dev, and test sets into vec-
tors using the BERT model. For each sentence
in the test set, they detected the five most similar
instances from the train and the dev sets, with a co-
sine similarity above 0.4. Then, they assigned the
three most frequent labels among the five instances
as the label of the target sentence.

6 Conclusion and Future Work

We presented the WANLP’2022 shared task on
Propaganda Detection in Arabic, as part of which
we developed the first dataset for Arabic propa-
ganda detection with focus on social media con-
tent. This was a successful task: a total of 63
teams registered to participate, and 14 and 3 teams
eventually made an official submission on the test
set for subtasks 1 and 2, respectively. Finally, 11
teams submitted a task description paper. Subtask 1
asked to identify the propaganda techniques used
in a tweet, and subtask 2 further asked to identify
the the span(s) of text in which each propaganda
technique appears. For both subtasks, the majority
of the systems fine-tuned pre-trained Arabic lan-
guage models, and used standard pre-processing.
Some systems used data augmentation and ensem-
ble methods.

In future work, we plan to increase the data size
and to add hierarchically structured propaganda
techniques.
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Abstract

We present our work on collecting ArzEn-
ST, a code-switched Egyptian Arabic - En-
glish Speech Translation Corpus. This corpus
is an extension of the ArzEn speech corpus,
which was collected through informal inter-
views with bilingual speakers. In this work, we
collect translations in both directions, monolin-
gual Egyptian Arabic and monolingual English,
forming a three-way speech translation corpus.
We make the translation guidelines and cor-
pus publicly available. We also report results
for baseline systems for machine translation
and speech translation tasks. We believe this
is a valuable resource that can motivate and
facilitate further research studying the code-
switching phenomenon from a linguistic per-
spective and can be used to train and evaluate
NLP systems.

1 Introduction

Code-switching (CSW), defined as the alternation
of language in text or speech, is a common linguis-
tic phenomenon in multilingual societies. CSW
can occur on the boundaries of sentences, words
(within the same sentence), or morphemes (within
the same word). While the worldwide prevalence of
CSW has been met with increasing efforts in NLP
systems trying to handle such mixed input, data
sparsity remains one of the main bottlenecks hin-
dering the development of such systems (Cetinoglu
et al., 2016).

In this paper, we present ArzEn-ST,' a speech
translation (ST) corpus for code-switched Egyptian
Arabic (Egy) - English. We extend the ArzEn Egyp-
tian Arabic-English CSW conversational speech
corpus (Hamed et al., 2020) with translations going
to both directions; the primary (Egyptian Arabic)
as well as secondary (English) languages. See Fig-
ure 1. This corpus is a valuable resource filling
an important gap, given the naturalness and high

'Arz is the ISO 639-3 code for Egyptian Arabic.

Audio:

Transcription: = that's counter-productive o) s

Egy Translation: (o2 AguSe Aais Jany 03 () Gan

English Translation: I feel that's counter-productive actually

Figure 1: An example from the corpus, showing the four
representations for each utterance: audio, transcription,
Egyptian Arabic translation, and English translation.

frequency of CSW in it. It can be used for the
purpose of linguistic investigations as well as for
building and evaluating NLP systems. We provide
benchmark baseline results for the tasks of auto-
matic speech recognition (ASR), machine transla-
tion (MT), and ST. We make the translation guide-
lines and full corpus available, as well as the exper-
iments’ scripts and data splits.”

The paper is organized as follows. In Section 2,
we provide an overview of previous work done for
code-switched ASR, MT, and ST tasks as well as
corpora collection. In Section 3, we provide an
overview of the ArzEn speech corpus. In Section 4,
we elaborate on the translation guidelines used to
create the three-way parallel ST corpus. Finally, in
Section 5, we report the performance of the ASR,
MT, and ST baseline systems.

2 Related Work

2.1 CSW Automatic Speech Recognition

CSW ASR has gained a considerable amount of re-
search (Vu et al., 2012; Li and Vu, 2019; Ali et al.,
2021; Hamed et al., 2022a; Hussein et al., 2022),
where several CSW speech corpora have been col-
lected, covering multiple language pairs, including
Chinese-English (Lyu et al., 2015), Hindi-English
(Ramanarayanan and Suendermann-Oeft, 2017),
Spanish-English (Solorio and Liu, 2008), Arabic-

2ht’cp: //arzen.camel-1lab.com/
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] Language \

Citations ‘

] Translating CSW — monolingual ‘

Hindi-English — English

Sinhala-English — Sinhala
English-Spanish — English
MSA-Egyptian Arabic — English
English-Bengali — both
Egyptian Arabic -English — both

(Dhar et al., 2018; Srivastava and Singh, 2020;
Tarunesh et al., 2021; Chen et al., 2022)
(Kugathasan and Sumathipala, 2021)

(Chen et al., 2022)

(Chen et al., 2022)

(Mahata et al., 2019)

ArzEn-ST (the corpus presented in this paper)

Translating monolingual — CSW \

Hindi — Hindi-English

English — Bengali-English
English — Gujarati-English
English — Tamil-English
English, Hindi — Hindi-English

(Banerjee et al., 2018)
(Banerjee et al., 2018)
(Banerjee et al., 2018)
(Srivastava and Singh, 2021)

(Tarunesh et al., 2021; Banerjee et al., 2018)

Table 1: Overview on available human-annotated CSW-focused parallel corpora.

English (Ismail, 2015; Hamed et al., 2018, 2020;
Chowdhury et al., 2021), Arabic-French (Djegdjiga
et al., 2018), Frisian-Dutch (Yilmaz et al., 2016),
Mandarin-Taiwanese (Lyu et al., 2006), Turkish-
German (Cetinoglu, 2017), English-Malay (Ahmed
and Tan, 2012), English-isiZulu (van der West-
huizen and Niesler, 2016) and Sepedi-English
(Modipa et al., 2013). In this work, we build on
our ArzEn speech corpus (Hamed et al., 2020), and
enrich it with multiple translations.

2.2 CSW Machine Translation

While research in CSW MT has been gaining atten-
tion over the past years (Sinha and Thakur, 2005;
Dhar et al., 2018; Mahata et al., 2019; Menacer
etal., 2019; Song et al., 2019; Tarunesh et al., 2021;
Xu and Yvon, 2021; Chen et al., 2022; Hamed et al.,
2022b; Gaser et al., 2022), the collected CSW par-
allel corpora are limited. By looking into the re-
ported corpora, we identify a number of dimensions
in which they vary. First is synthetic or human-
annotated data. Second, for human-annotated data,
it can be either collected, or especially commis-
sioned for MT/NLP. Third, for collected data, it
can be obtained from textual or speech sources.
And finally, the data set may include translations to
one or more languages.

To circumvent the data scarcity issue, re-
searchers investigated the use of synthetically gen-
erated CSW parallel data for training and testing
(Gupta et al., 2020; Yang et al., 2020; Xu and Yvon,
2021). While this is acceptable for training pur-
poses, synthetic data should not be used for testing,

as it does not reflect real-world CSW distributions.

For collecting human-annotated parallel corpora,
researchers have tried either asking bilingual speak-
ers to translate naturally occurring CSW sentences
into monolingual sentences, or as another solu-
tion to data scarcity, have commissioned annotators
to translate monolingual sentences into CSW sen-
tences. In Table 1, we present a summary of avail-
able human-annotated parallel corpora that are fo-
cused on CSW. For the latter approach, we note that
generating CSW data in a human-commissioned
fashion could differ from naturally-occurring CSW
sentences. Such data could be biased to the gram-
matical structure of the monolingual sentences, and
could be dominated by single noun switches, being
the easiest CSW type to generate.

The former approach of translating naturally-
occurring CSW sentences into monolingual sen-
tences is the most optimal way to collect a CSW
parallel corpus; however, most of the collected cor-
pora rely on CSW sentences obtained from textual
sources (mostly from social media platforms). The
main concern here is that CSW phenomena occur-
ring in text are more restricted than those occurring
in natural speech. In text, people are usually dis-
suaded from changing scripts, and therefore either
avoid switching languages, or switch languages
without switching scripts. The latter issue was
tackled by Shazal et al. (2020), where the authors
used a sequence-to-sequence deep learning model
to transliterate SMS/chat text collected by Chen
et al. (2017) from Arabizi (where Arabic words
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are written in Roman script) to Arabic orthogra-
phy. While this corpus is not focused on CSW, it
contains CSW sentences.

Finally, we categorize the collected corpora in
terms of the translation direction. As shown in Ta-
ble 1, most of the corpora include translations for
CSW sentences to the secondary language, which
is most commonly English. A smaller number of
researchers investigated translating CSW sentences
into the primary language. And even fewer re-
searchers included translations to both directions.

The work of Menacer et al. (2019) is also rele-
vant to our work. The authors extracted Modern
Standard Arabic (MSA)-English CSW sentences
from the UN documents, to which English transla-
tions are available (Eisele et al., 2010). The Arabic
translations were generated by translating the En-
glish segments using the Google Translate API.
While this can be used for training purposes, these
translations should not be used as gold reference.
Moreover, given the nature of the corpus, it con-
tained limited types of CSW, as opposed to the
types that occur in conversational speech.

2.3 CSW Speech Translation

Work on CSW ST is still in its early stages, with
little prior work (Nakayama et al., 2019; Weller
et al., 2022; Huber et al., 2022). For CSW ST cor-
pora, two corpora are available for Spanglish: Ban-
gor Miami (Cieri et al., 2004) and Fisher (Deuchar
et al., 2014). While the Fisher dataset is not a CSW-
focused corpus, it contains a considerable amount
of CSW (Weller et al., 2022). Similarly, for CSW
Egyptian Arabic-English, the Callhome dataset
also contains some amount of CSW (Gadalla et al.,
1997; Kumar et al., 2014). A Japanese-English
ST corpus (Nakayama et al., 2019) was also col-
lected, however it includes read-speech and not
spontaneous speech. Huber et al. (2022) collected
a one-hour German-English code-switching speech
translation corpus containing read-speech.

Our new corpus, ArzEn-ST, fills an important
resource gap, providing an ST corpus for code-
switched Egyptian Arabic-English. The corpus
is human-annotated where the source sentences
are collected through interviews with bilingual
speakers, and contain naturally-generated CSW
sentences; they are then translated in both direc-
tions: monolingual Egyptian Arabic and monolin-
gual English.

3 Overview of the ArzEn Corpus

ArzEn is a conversational speech corpus that is col-
lected through informal interviews. The interviews
were held at the German University in Cairo, which
is a private university where English is the instruc-
tion language. The topics discussed were general
topics such as education, work and life experiences,
career, technology, personal life, hobbies, and trav-
elling experiences. No instructions were given to
participants regarding code-switching; they were
not asked to produce nor avoid code-switching.
Interviews were held with 38 Egyptian Arabic-
English bilingual speakers (61.5% males, 38.5%
females), in the age range of 18-35, who are stu-
dents (55%) and employees (45%) at the university.
The speech corpus comprises of 12 hours of speech,
containing 6,216 sentences.

3.1 Code-switching Types in ArzEn

The four main CSW types mentioned in the litera-
ture are present in ArzEn (Poplack, 1980; Stefanich
et al., 2019). We present a corpus example for each
of the types in Table 2.

Inter-sentential CSW  This type of CSW is de-
fined as switching languages from one sentence to
another.

Extra-sentential CSW This type of CSW, also
called tag-switching, is where tag elements from
one language are inserted into a monolingual sen-
tence in another language, without the need for
grammatical considerations. It mostly involves the
use of fillers, interjections, tags, and idiomatic ex-
pressions. This type of CSW requires only minimal
knowledge of the grammar of the secondary lan-
guage.

Intra-sentential CSW This type, also referred
to as code-mixing, is defined as using multiple lan-
guages within the same sentence, where the CSW
segments must conform to the underlying syntactic
rules of both languages. This type of CSW requires
a better understanding of the grammar of both lan-
guages, compared to extra-sentential CSW.

Intra-word CSW This type, also called mor-
phological CSW, is where switching occurs at
the level of morphemes. Given that Egyptian Ara-
bic is a morphologically rich language (Habash
et al., 2012b), morphological code-switching oc-
curs where Egyptians attach Arabic clitics and af-
fixes to English words.

121



CSW Type \

Example ‘

Inter-sentential CSW

It’s very difficult making friends at work. . J....J\ 3 U ol olE

I made friends, but not at work. 1t’s very difficult making friends at work.

Extra-sentential CSW

Okay I was born in Egypt, in Cairo.

5,800 3 nae 3 59)se UlOkay

Intra-sentential CSW

There was actually a part related to research

related to research 3> actually ¢ ¥

Intra-word CSW

What is your expectation for the project?

¥ project+ ) elel expecration+ )| <)

Explicatory CSW Selomey LS 3 L3 Uyie ol quote Sie 3 b Okay
Okay okay is there a quote or a quote that you read in a book and liked?
Elaboratory CSW | j cauthor o .. e of Wl 2 452 » sloriental &  qay (s3n0vel JI o)

If this novel is like oriental or it is [originally written] in Arabic then I will

read it ah from .. from an Arab author [in its Arabic version].

Table 2: Examples of different CSW types in ArzEn followed by their English translation. The originally Arabic
phrases are italicized in the English translation. For Explicatory and Elaboratory CSW, the underlining marks the

repeated phrases.

In addition to the above, and motivated by our
interest in translation from CSW texts, we identify
two types of repetitive CSW phenomena in terms
of their communicative purposes.

Explicatory CSW  This type of CSW is where
the speaker simply repeats the same word in an-
other language.

Elaboratory CSW This type of CSW is where
the speaker code-switches to further elaborate on
the meaning.

Both types are challenging in terms of handling
the CSW repetitions when translating into a single
language. We address these issues in Section 4.

3.2 Code-switching Statistics in ArzEn

ArzEn contains a considerable amount of CSW.
On the sentence level, 33.2% of the sentences are
monolingual Arabic, 3.1% are monolingual En-
glish, and 63.7% code-mixed. Among the code-
mixed sentences, 46.0% have morphological CSW.
On the word level, in the code-mixed sentences,
81.3% of the words are Arabic, 15.2% are English,
and 3.4% are morphologically CSW words. Mor-
phological CSW in ArzEn involves the use of both
Arabic clitics and affixes. A list of the clitics and
affixes occurring in morphological code-switched
words present in the ArzEn corpus and their fre-
quencies are provided in Hamed et al. (2022a).

3.3 Input Transcription

The ArzEn collected interviews were manually
transcribed by Egyptian Arabic-English bilingual
speakers. The transcribers were requested to use
Arabic script for Arabic words and Roman script
for English words. For morphological CSW words,
Arabic clitics and affixes are written in Arabic
script and English words are written in Roman
script, as follows: Arabic prefixes/proclitics +
English words # Arabic suffixes/enclitics, for ex-
ample & WTASK+ ) Al+TASK#AF ‘the+task#s’.

While the transcribers generally followed the rules
in a strict manner, we observe script confusion
in the case of borrowed words that have become
strongly embedded in Egyptian Arabic. In such
cases, transcriptions can contain occurrences of the
same words in both scripts, such as mobile and
U 5o mwbAyL, film and (}:9 fylm, and camera and

‘Ju{kAmyrA.

Given the spontaneous nature of the corpus, dis-
fluencies were found due to repetitions, corrections,
and changing course/structure mid-sentence. Such
disfluencies were marked with ‘..”, which occurs in
more than 26% of the corpus sentences. The follow-
ing tags were also used for non-speech parts: [HES]
for hesitation, [HUM] for humming, [COUGH],
[LAUGHTER], and [NOISE].

3Transliteration in the HSB scheme (Habash et al., 2007).
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4 ArzEnST Translation Guidelines

The transcriptions are translated to monolingual En-
glish and monolingual Egyptian Arabic sentences
by human translators.* In this section, we discuss
the translation guidelines. In general, our decisions
are mainly guided by giving a higher priority to
fluency over accuracy. We opt for producing as nat-
ural as possible outputs that reflect the style of the
original sentence. Even though we acknowledge
that some of our decisions can make the translation
task harder for MT systems, our goal is to produce
natural translations. The guidelines cover three cat-
egories, general translation rules (denoted by GR),
conversational speech translation rules (denoted
by SR), and code-switching translation rules (de-
noted by CSWR). In Table 3, we present translation
examples covering some of the rules.

4.1 General Translation Rules (GR)

[GR;,1endeq]l Translators are requested to pro-
vide natural translations with the intended meaning
rather than literal translations. This also covers the
case of idiomatic expressions. See Table 3 (a).

[GR4;fficwir] Similar to the LDC Arabic-to-
English Translation Guidelines (LDC, 2013), seg-
ments that are difficult to translate should be in-
dicated using ((text)). Such cases usually contain
highly dialectal Arabic words or Arabic idioms.
See Table 3 (b).

[GR  pprey] For all abbreviations, we made the
decision to provide transliteration as pronounced
instead of translation, for example NLP is translit-
eratedas 3 J! O1An Al by, and AIESEC is translit-

erated as <l jjA_yzyk.

[GR,,opn] Non-abbreviated proper nouns should
be transliterated, unless they have meaning. In that
case, they should be translated as long as the mean-
ing of the sentence remains coherent, otherwise,
should be transliterated.® See Table 3 (c).

*English translations are performed by one translator, and
the dev and test sets are revised by one of the authors. Egyptian
Arabic translations are performed by one translator and revised
by another.

SWe plan to annotate these cases with full translations
in the future, to assist in tasks interested in removing En-
glish/Arabic text.

SThe translators were advised to refer to Wikipedia Arabic
for the translations of titles of books and films.
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4.2 Conversational Speech Translation Rules
(SR)

[SR,:y.] Translations should capture the same
fluency and style of the original text. This means
that disfluencies such as repetitions should also be
included in translations. See Table 3 (d).

[SR,unc+] Punctuation, non-speech tags, and dis-
fluency marks ‘..” present in the source text should
be kept the same and in the same relative position
in the sentence in the target translation.

[SR,.,tia1] Due to disfluencies, it is common to
have partial Arabic words. We transliterate such
partial words, and similar to LDC (2013), we mark
them with a preceding ‘%’ sign. See Table 3 (e).

4.3 Code-switching Translation Rules (CSWR)

[CSWRy,r0wea]l For English words that are com-
monly used in Arabic, an attempt should first be
made to identify a commonly used reasonable trans-
lation, otherwise, translators are allowed to translit-
erate. Examples of the latter case, included loan-
words such as mobile and laptop that have become
strongly integrated in Arabic, as opposed to on-
line and presentation which can be translated to

TN asand £AE b s, Tespectively.

[CSWR,.c.prites] We allow modifications to CSW
segments when translating into English for the pur-
pose of achieving better fluency. Similarly, when
translating into Arabic, we also allow slight modifi-
cations to the original Arabic words. We elaborate
on such cases for both directions below.

CSW—En: We allow modification to the origi-
nal English words. This is mainly needed to han-
dle difference in grammatical structures across lan-
guages as well as morphological CSW. For exam-
ple, ASK+ 3 by+ASK is translated as ‘he asks’.

See Table 3 "(.f—g).

CSW—Ar: Itis allowed to slightly modify the
original Arabic words for better fluency. The fol-
lowing are common cases where this is needed.

* Since Arabic makes heavy use of the definite
article +d‘ Al+ to mark different constructions

such as adjectival modification and idafa (pos-
sessive construct), translators are given per-
mission to drop/reassign the placement of defi-
nite articles for the purpose of maximizing flu-
ency. For example, the adjectival construction



@ |

[GRintended] Provide intended meaning rather than literal translation

CSW: LS AL Ul Josle laisiple s pa (il (San teametd) 43Y
Egy: LS AL Ul Jadld aliinle as aa (8 (Sae Gl Y
i': Eng: Because in the team, I can be with someone that doesn't work and ((I will be responsible for everything)).
E (b) | [GRuifficulr] Indicate segments that are hard to translate
g |Csw: aales camptdl a5 s internship+d) e cusid
é Egy: palae Sumall Cin g 5 il e cusid
E Eng:  ((So, I declined)) the internship and I went to the camp with them.
g (c) | [GRpropn] Translate or transliterate proper nouns
O |csw: Gpeple (e Ay jiie IS 20aS 48 03 oLl a0} ey L The Dark Knight, Batman's Dark Knight 4 s yiSi
Egy: Lmls (e A e IS £paS 4 00 alil Jimy ) ey Olie BN (il ey | SN (il din ol S
Eng: The rpovje I like the most is The Dark Knight, Batman's Dark Knight because I feel that this movie has a lot of
creative ideas.
(d) | [SRstyle] Capture the same meaning, fluency, and naturalness
§ » | CSW: bachelor project+d! .. J) e 83X Jd joaa | s il
éa E Eegy: Sz AN g 5 sda ) g 035 U e | il
% E Eng: Have you ever travelled abroad apart from the .. the bachelor project?
'g é (e) [SRpartial] Transliterate and annotate partial words
§ g CSW: o3 stress+d! .. J) gty 5} So2 g o sall Overcometn,, sV} 5 b
5 = Egy: fos Laruall | Ul ganla (513) Son g gudnsall chadiy | (51 3) 5 ke
Eng:  Well, how do you %bt .. #overcome this issue?how do you overpass this .. this #stress?
® | [CSWRrewrites] Modify English words in translation
CSW: city 1S 3 a3 5 [HUM]
Egy: Aaa 1S 8l 5 [HUM]
Eng: [HUM] and I have stayed in multiple cities
(g) | [CSWRrewrites] Modify English words in translation
CSW: o g ittask+d 555 o ol robots+J! code+d! iy Wla 1 slasty (a5 jiall task 135S 5 robot 135S elxie ) Ll
Egy: O es plgall 75 55 (o 0 g5 0 2 g0 i Ule ) sley i g il aga 1S 5 gy, 1S i I UG
So, if you have multiple robots and multiple tasks you should be working on, so I just write the code for the robots so
that they should handle these tasks, that's it.
(h) [CSWRrewrites] Modify Arabic words in translation
Ei CSW: big city+d gL environment+d) e “ilida environment (A S
2 Egy: 5l Gl Aoy Al e AQNRa Ry 85 ey
.§ Eng: [ mean the environment differs from the environment of the big city.
é (i) | [CSWRrewrites] Modify Arabic words in translation
E CSW: optical field+d! somehow related = s =% bachelor project+dl s» [HES]
%" Egy: @omadl Jiaally b ja Lo JS Jay 58 ol = ATl ¢ 5550 58 [HES)
E Eng: [HES] my bachelor project is actually somehow related to the optical field
% @g) | [CSRWreorder] Modify the order between Arabic and English words
§ 62 38kl (uima two objectstd) G s 1 elS (p ALl saa i Lin) () Lgadiins 5385 Ama 34k A stereo camera Lxie 5l (I
O |csw: Sali
Egy: £aLa3 (g2 Bl Corioma Cozaced O o 1 pelSU (0 Bilasal a5 Ui ¢ Lgadiins 5 Aima 5yl (b s el Liic ) (0
But if we have a stereo camera and in certain ways we can use it to estimate the distance between the camera and
Eng: the specific two objects this way, okay?
(L9) | [CSRWsyle] Handle repetitions in segments with syntactic divergence
CSW: el bachelor project+d) .. J) e UlSas (Sas ub okay (Sl
Egy: Sle Uy 7 Haill g 5 e . ) e WSS (S b ol Jile
Eng: Ok,well,can you tell us about your..your bachelor project?
CSW: animal .. animal farm = my favorite books .. J) Ji| e .. ySI [HES] ol
Egy: el de j3a de e g laid) S U SSH e . ST HES] o
Eng: Yes [HES] the most .. one of the most .. my favourite books I mean .. animal animal farm.

Table 3: Translation examples following different guideline rules.
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working life +)! gets translated to &g} 3L |
(with two definite article instances).

* Given that Arabic is a gender-marking lan-
guage, gender reinflection is sometimes
needed to guarantee fluent translation into
Arabic. See Table 3 (h).

* Modifying Arabic prepositions following En-
glish words. See Table 3 (i).

[CSWR, .orqer] We allow changing the order be-
tween the original Arabic and English words to
handle syntactic divergences between the two lan-
guages and achieve better fluency. See Table 3 (j).

[CSWR ] The SRy tule gets further com-
pounded in the case of CSW when repetition occurs
at a location where there is syntactic divergence be-
tween both languages, such as adjectival phrases
in our language pair. In this case, since the or-
der of words changes during translation, the word
to be repeated at that position could also change.
Following our fluency preference, we prefer the
translation that gives higher fluency over providing
an accurate literal translation. See Table 3 (k).

[CSWR jis fluency]l Another interesting transla-
tion challenge arises in the context of CSW when
speakers repeat words using different languages.
In the case of explicatory CSW, where the English
and Arabic words have the exact same meaning, we
allow translating the English word into the same
present Arabic word, treating it as a case of rep-
etition due to disfluency. In the case of elabora-
tory CSW, where CSW is used to further elaborate
on meaning, we ask the translator to find another
translation of the word that would better capture
the subtle difference between both words. If that is
not possible, we allow the repetition of the word.

S Benchmarking Baseline Systems

In this section, we discuss the ASR, MT, and ST
baseline systems. We describe the experimental
setup for each and present the results in Table 4.

5.1 Experimental Setup

We follow the same train, dev, and test splits de-
fined in Hamed et al. (2020). For all the experi-
ments, we use ArzEn-ST dev set (1,402 sentences)
for tuning and ArzEn-ST test set (1,470 sentences)
for testing. For training, we use ArzEn-ST train set
(3,344 sentences), in addition to other monolingual
data which we mention below.

Automatic Speech Recognition We train a joint
CTC/attention based E2E ASR system using ES-
Pnet (Watanabe et al., 2018). The encoder and
decoder consist of 12 and 6 Transformer blocks
with 4 heads, feed-forward inner dimension 2048
and attention dimension 256. The CTC/attention
weight (A1) is set to 0.3. SpecAugment (Park et al.,
2019) is applied for data augmentation. For the
Language Model (LM), the RNNLM consists of
1 LSTM layer with 1000 hidden units and is trained
for 20 epochs. For decoding, the beam size is 20
and the CTC weight is 0.2.

In addition to using ArzEn-ST for training, we
also train the ASR system and LM using Callhome
(Gadalla et al., 1997), MGB-3 (Ali et al., 2017), a
5-hours subset from Librispeech (Panayotov et al.,
2015), and a 5-hours subset from MGB-2 (Ali et al.,
2016).” We perform Alif/Ya normalization (Ara-
bic), remove punctuation and corpus-specific anno-
tations, and lower-case English words.®

Machine Translation We train Transformer
models using Fairseq (Ott et al., 2019) on a single
GeForce RTX 3090 GPU. We use the hyperparame-
ters from the FLORES benchmark for low-resource
machine translation (Guzmaén et al., 2019). The hy-
perparameters are given in Appendix A. For each
MT model, we use a BPE model trained jointly on
source and target sides. The BPE model is trained
using Fairseq with character_coverage set to 1.0.
We tune the vocabulary size for each experiment
for the values of 1k, 3k, bk, 8k, and 16k.

In addition to ArzEn-ST, we also train the
MT system using 324k extra Egyptian Arabic-
English parallel sentences obtained from the
following parallel corpora: Callhome Egyptian
Arabic-English Speech Translation Corpus (Ku-
mar et al., 2014), LDC2012T09 (Zbib et al., 2012),
LDC2017T07 (Chen et al., 2017), LDC2019T01
(Chen et al., 2019), LDC2020T05 (Li et al., 2020),
and MADAR (Bouamor et al., 2018).” These ex-
tra corpora include 15k sentences with CSW in-
stances. When translating into En, we use all these
extra corpora as Arabic-English training. However,
when translating into Egy, we use these extra cor-
pora as English-Arabic training, but we exclude
the 15k sentences producing CSW Arabic as our
reference does not have CSW sentences. Data pre-

"We followed the setup used in (Hamed et al., 2022a).

8For the Callhome corpus, we removed partial words.

°For corpora with no defined data splits, we follow the
guidelines provided in Diab et al. (2013).
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ASR MT ST
CSW—En | CSW—Egy | CSW—En | CSW—Egy
Training Set WER | CER BLEU BLEU BLEU BLEU
ArzEn-ST 579 | 362 8.6 48.0 4.5 13.0
ArzEn-ST + Extra | 34.7 | 20.0 343 79.8 16.5 31.1

Table 4: Summary of results for baseline systems evaluated on ArzEn-ST test set. We present baseline systems for
both settings: (1) training using ArzEn-ST data only and (2) training using ArzEn-ST data with Extra monolingual
speech corpora for the ASR system and Extra monolingual Egyptian Arabic-English parallel sentences for the MT
systems. We report Word Error Rate (WER) and Character Error Rate (CER) for ASR systems, and BLEU score
(Papineni et al., 2002) using SacrebleuBLEU (Post, 2018) for MT and ST systems.

processing involved removing all corpus-specific
annotations, URLs and emoticons, lowercasing,
running Moses’ (Koehn et al., 2007) tokenizer,
MADAMIRA (Pasha et al., 2014) simple tokeniza-
tion (DO0) and Alif/Ya normalization (Arabic).

Speech Translation We build a cascaded speech
translation system, where we train an ASR sys-
tem and use an MT system to translate the ASR
system’s outputs. We opt for a cascaded system
over an end-to-end system due to the limitation of
available resources to build an end-to-end system,
in addition to the fact that cascaded systems have
been shown to outperform end-to-end systems in
low-resource settings (Denisov et al., 2021).

5.2 Results

Table 4 presents the results for the MT and ST base-
line systems. We also report results for the ASR
system used to build the cascaded ST system.'? We
report results for both settings: (1) when training
only using ArzEn-ST corpus and (2) when train-
ing using ArzEn-ST corpus in addition to the extra
monolingual data specified for each task (Extra).
As expected, adding extra monolingual data greatly
improves results. We observe that translating into
Arabic achieves higher BLEU scores than translat-
ing into English. This is expected, as in the case of
translating from CSW text, Arabic words (around
85% of words) remain mostly the same with possi-
ble slight modifications required. We also observe
that for the ST models, the performance is nearly
reduced by half compared to the MT results. This
highlights the difficulty of the task. Given that
CSW ST has only been slightly tackled by other
researchers, we hope that this corpus will motivate
further research on this task.

19ASR results are different than those reported in Hamed
et al. (2022a) as we limit the data to publicly-available corpora,
use different preprocessing, and different data splits.

6 Conclusion and Future Work

Code-switching has become a worldwide preva-
lent phenomenon. This created a need for NLP
systems to be able to handle such mixed input.
Code-switched data is typically scarce, which is
evident in the limited number of available cor-
pora for machine translation and speech transla-
tion tasks. In this paper, we extend the previously
collected ArzEn speech corpus with translations to
both its primary and secondary languages, provid-
ing a three-way code-switched Egyptian Arabic-
English speech translation corpus. We have dis-
cussed the translation guidelines, particularly with
regards to issues arising due to the spontaneous
nature of the corpus as well as code switching. We
reported benchmark results for baseline ASR, MT,
and ST systems. We make this corpus available to
motivate and facilitate further research in this area.

For future work, we plan on improving the cor-
pus and using it for code-switching linguistic in-
vestigations as well as NLP tasks. With regards to
corpus improvements, we plan on adding additional
translation references and CODAfying (Habash
et al., 2012a; Eskander et al., 2013) the corpus.
From a linguistic perspective, having signals from
the monolingual Arabic and English translations,
we plan to further understand why code-switching
occurs at the given points. Finally, we plan to use
this corpus for NLP tasks, working on data aug-
mentation for the purpose of improving machine
translation and speech translation.
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A MT Hyperparameters

The following is the train command:

python3 fairseq_cli/train.py $DATA_DIR —source-
lang src —target-lang tgt —arch transformer —share-
all-embeddings —encoder-layers 5 —decoder-layers
5 —encoder-embed-dim 512 —decoder-embed-dim
512 —encoder-ffn-embed-dim 2048 —decoder-ftn-
embed-dim 2048 —encoder-attention-heads 2 —
decoder-attention-heads 2 —encoder-normalize-
before —decoder-normalize-before —dropout 0.4 —
attention-dropout 0.2 —relu-dropout 0.2 —weight-
decay 0.0001 —label-smoothing 0.2 —criterion la-
bel_smoothed_cross_entropy —optimizer adam —
adam-betas ’(0.9, 0.98)’ —clip-norm 0 —Ir-scheduler
inverse_sqrt —warmup-updates 4000 —warmup-
init-Ir le-7 —Ir le-3 —stop-min-Ir le-9 —max-
tokens 4000 —update-freq 4 —max-epoch 100 —save-
interval 10 —ddp-backend=no_c10d

130



Maknuune: A Large Open Palestinian Arabic Lexicon

Shahd Dibas,” Christian Khairallah,* Nizar Habash*

Omar Fayez Sadi,” Tariq Sairafy,” Karmel Sarabta,” Abrar Ardah*
"University of Oxford, ¥New York University Abu Dhabi
“University College of Educational Sciences - UNRWA

shahd.dibas@ling-phil.ox.ac.uk,christian.khairallah@nyu.edu, nizar.habash@nyu.edu

Abstract

We present Maknuune & };(e, a large open lex-

icon for the Palestinian Arabic dialect. Maknu-
une has over 36K entries from 17K lemmas,
and 3.7K roots. All entries include diacritized
Arabic orthography, phonological transcription
and English glosses. Some entries are enriched
with additional information such as broken
plurals and templatic feminine forms, associ-
ated phrases and collocations, Standard Arabic
glosses, and examples or notes on grammar,
usage, or location of collected entry.

1 Introduction

Arabic is a collective of historically related vari-
ants that co-exist in a diglossic (Ferguson, 1959)
relationship between a Standard variant and geo-
graphically specific dialectal variants. Standard
Arabic (SA, il 4y ) is typically used to
refer to the older Classical Arabic (CA) used in
Quranic texts and pre-islamic poetry, all the way to
Modern SA (MSA), the official language of news
and culture in the Arab World. Dialectal Arabic
(DA) is classified geographically into regions such
as Egyptian, Levantine, Maghrebi, and Gulf. The
dialects, which differ among themselves and SA,
are the primary mode of spoken communication, al-
though increasingly they are dominating in written
form on social media. That said, DA has no official
prescriptive grammars or orthographic standards,
unlike the highly standardized and regulated MSA.
In the realm of natural language processing (NLP),
MSA has relatively more annotated and parallel re-
sources than DA; although there are many notable
efforts to fill gaps in all Arabic variants (Alyafeai
et al., 2022).

In this paper, we focus on Palestinian Arabic
(PAL), which is part of the South Levantine Ara-
bic dialect subgroup. PAL consists of several sub-
dialects in the region of Historic Palestine that vary
in terms of their phonology and lexical choice (Jar-
rar et al., 2016). PAL, like all other DA, has been

historically influenced by many languages, specifi-
cally, in its case, Syriac, Turkish, Persian, English
and most recently Modern Hebrew (Halloun, 2019),
as well as other Arabic dialects that came in interac-
tion with PAL after the Nakba. While this research
effort was originally motivated by the need to docu-
ment and preserve the cultural heritage and unique
identities of the various PAL sub-dialects, it has
expanded to cover PAL’s ever-evolving nature as a
living language, and provides a resource to support
research and development in Arabic dialect NLP.

Concretely, we present Maknuune & 5;.(.:,1 a

large open lexicon for PAL, with over 36K entries
from 17K lemmas, and 3.7K roots.?2 All entries
include diacritized Arabic orthography and phono-
logical transcription following Habash et al. (2018),
as well as English glosses. Important inflectional
variants are included for some lemmas, such as bro-
ken plural and templatic feminine. About 10% of
the entries are phrases (multiword expressions) in-
dexed by their primary lemmas. And about 67% of
the entries include MSA glosses, examples, and/or
notes on grammar, usage, or location of collected
entry. To our knowledge, Maknuune is the largest
open machine-readable dictionary for PAL. Maknu-
une is publicly viewable and downloadable.’

We discuss some related work in Section 2, and
highlight some PAL linguistic facts that motivated
many of our design choices in Section 3. Section 4
presents our data collection process and annotation
guidelines. We present statistics for our lexicon
and evaluate its coverage in Section 5.

'S },&a /makniine/ is a PAL farming term that refers to an

egg intentionally left behind in a specific location to encourage
the chicken to lay more eggs in that location. We hope that the
lexicon will encourage other researchers and citizen linguists
to contribute to it.

%In this initial phase of Maknuune, we focus on the PAL
sub-dialects spoken in the West Bank, an area with dialectal
diversity across many dimensions such as lifestyle (urban,
rural, bedouin), religion, gender, and social class.

Swww . palestine-lexicon.org

131

Proceedings of the The Seventh Arabic Natural Language Processing Workshop (WANLP), pages 131 - 141
December 8, 2022 ©2022 Association for Computational Linguistics


www.palestine-lexicon.org

2 Related Work

Linguistic Descriptions There are several lin-
guistic references describing various aspects of
PAL (Rice and Sa’id, 1979; Herzallah, 1990; Hop-
kins, 1995; Elihai, 2004; Talmon, 2004; Bassal,
2012; Cotter and Horesh, 2015). These are mostly
targeting academics and language learners. We
consulted many of these resources as part of devel-
oping our annotation guidelines.

Dialectal Corpora We can group DA corpora
based on the degree of richness in their annota-
tions. Some noteworthy examples of unannotated
or lightly annotated corpora of relevance include
the MADAR Corpus (Bouamor et al., 2018), com-
prising 2K parallel sentences spread across 25 di-
alects of Arabic, including PAL (Jerusalem variety)
and the NADI corpus for nuanced dialect identi-
fication (Abdul-Mageed et al., 2021). The Shami
Corpus (Abu Kwaik et al., 2018) includes 21K
PAL sentences, and the Parallel Arabic Dialect
Corpus (PADIC) contains 6.4K PAL sentences
(Meftouh et al., 2015). In the spirit of genre di-
versification and wider coverage across dialects, El-
Haj (2020) introduced the Habibi Corpus for song
lyrics, which comprises songs from many Arab
countries including all Levantine Arab countries.

Public and freely available morphologically an-
notated corpora are scarce for DA and often do not
agree on annotation guidelines. A notable anno-
tated dataset for PAL is the Curras corpus (Jarrar
et al., 2016), a 56K-token morphologically anno-
tated corpus. Other annotated Levantine dialect ef-
forts include the Jordan Comprehensive Contempo-
rary Arabic Corpus (JCCA) (Sawalha et al., 2019),
the Jordanian and Syrian corpora by Alshargi et al.
(2019), and the Baladi corpus of Lebanese Arabic
(Al-Haff et al., 2022).

We consulted some of the public corpora as part
of the development of Maknuune. However, most
of the above datasets are based on web scrapes,
which limits the amount of actual lemma coverage
that they could attain.

Dialectal Lexicons Examples of machine-
readable DA lexicons include the 36K-lemma
lexicon used for the CALIMA EGY fully inflected
morphological analyzer (Habash et al., 2012),
based on the CALLHOME Egypt lexicon (Gadalla
etal., 1997), and the 51K-lemma Egyptian Arabic
Tharwa lexicon (Diab et al., 2014), which provides
some morphological annotations.

The Palestinian Colloquial Arabic Vocabulary
comprises 4.5K entries including expressions (You-
nis and Aldrich, 2021), and the MADAR Lexicon
contains 2.7K entries dedicated to the Jerusalem
variety of PAL, including lemmas, phonological
transcriptions, and glosses in MSA, English and
French (Bouamor et al., 2018).

In addition to the above there are a number of
dictionaries for Levantine Arabic variants, e.g., Eli-
hai (2004) (9K entries and 17K phrases for PAL),
Halloun (2019) (for PAL), Freiha (1973) (ca. 5K
entries for Lebanese Arabic), and Stowasser and
Ani (2004) (15K entries for Syrian Arabic). These
resources include base lemma forms, occasional
plural forms, verb aspect inflections, and expres-
sions; however, none of them are available in a
machine-readable format, to the best of our knowl-
edge.

The lexicon presented in this work strives to be a
large-scale and open resource with rich entries cov-
ering phonology, morphology, and lexical expres-
sions, and with a wide-ranging coverage of PAL
sub-dialects. The lexicon may never be complete,
but by making it open to sharing and contribution,
we hope it will become central and useful to NLP
researchers and developers, as well as to linguists
working on Arabic and its dialects.

3 Linguistic Facts

In this section we present some general linguistic
facts about PAL and highlight specific challenging
phenomena that motivated many of our annotation
decisions.

3.1 Phonology and Orthography

Like all other DA, and unlike MSA, PAL has no
standard orthography rules (Jarrar et al., 2016;
Habash et al., 2018). In practice, PAL is primarily
written in Arabic script, and to a lesser extent in
Arabizi style romanization (Darwish, 2014). Some
of the variations in the written form reflect the
words’ phonology, morphology, and/or etymologi-
cal connections to MSA. Orthogonal and detrimen-
tal to the orthography challenge, PAL has a high
degree of variability within it sub-dialects in phono-
logical terms. We highlight some below, noting that
some also exist in other DA.

Consonantal Variables A number of PAL conso-
nants vary widely within sub-dialects. For example,
the voiceless velar stop /k/ is affricated to the palatal
/tsh/ in many PAL rural varieties (Herzallah, 1990),
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e.g., uw/ kayf ‘how’ appears as /k ee f/ (urban)

or /tsh ee fI (rural).* Similarly, the MSA voice-
less uvular stop /g/ in the word g_,\lﬁ gal.b ‘heart’

is realized either as glottal stop /2 a [ b/ in urban
dialects, as a voiceless velar stop /k a [ b/ in rural
dialects, or a voiced velar stop /g a [ b/ in Bedouin
dialects (Herzallah, 1990). It should be noted that
there are some exceptions that do not conform to
the above generalizations. For example, in Beit
Fajjar,’ the word oﬁ.e gah.wah ‘coffee’ typically
varying elsewhere as /{2,q,g,k} a h w e/ is realized
as /tsh h ee w al/. Moreover, some words do not
have varying pronunciations such as Lj\.;.; S.qaAl

/3 g aa l/ ‘Egal headband’.

Monophthongization Some PAL diphthongs
shift to different monophthongs in different loca-
tions. For example the /a y/ diphthong in C..ﬂ Sayx
/sh a 'y kh/ ‘Sheikh’ shifts often to /ee/ (/sh ee kh/),
but also to /ii/ (/sh ii kh/).5 Following the CODA*
guidelines for diacritizing DA (Habash et al., 2018),
we spell the /oo/ and /ee/ sounds using ¢ aw and

s ay (without a sukun on the g w or (¢ y), respec-

tively, e.g., ¢ jf kawm Ik oo m/ ‘pile’ and = bayt
/b ee t/ ‘house’.

Metathesis In some rural dialects in villages near
Tulkarem, Jenin and Ramallah, there are words
with consonant pairs within a syllable that appear
in a different order than is the norm in PAL, e.g., a
word like U ;,;f kah.rabaA lk a h r a b a/ ‘electricity’

realizesas/karhab al.

Epenthesis PAL exhibits systematic epenthesis
of the /i/ or /u/ sounds producing paired word al-
ternations such as /b a 3 d/ and /b a 3 i d/ for
A= ‘still;after’ or /kh u b z/ and /kh u b u z/ or

/kh u b i 7/ (in different sub-dialects) for ‘A= ‘bread’.
We opted to use the fully epenthesized forms in the
lexicon, i.e., A= bagid, jo xubuz, and = xubiz,

for the above mentioned examples.

*Arabic orthographic transliteration is presented in the
HSB Scheme (italics) (Habash et al., 2007). Arabic script
orthography is presented in the CODA* scheme, and Arabic
phonology is presented in the CAPHI scheme (between /../)
(Habash et al., 2018).

5A Palestinian town located 8 kilometers south of Bethle-
hem in the West Bank.

®In the Palestinian village of Ramadin, near Hebron in the
West Bank.

3.2 Morphology

Like other DA, PAL has a complex morphology em-
ploying templatic and concatenative morphemes,
and including a rich set of morphological features:
gender, number, person, state, aspect, in addition to
numerous clitics. We highlight some specific mor-
phological phenomena that we needed to handle.

Ta Marbuta The so-called feminine singular suf-
fix morpheme, or Ta Marbuta (6 &), is a morpheme

that can be used to mark feminine singular nomi-
nals, but that also appears with masculine singular
and plural nominals. Morphophonemically, it has
a number of forms in PAL that vary contextually.
First, in some PAL sub-dialects, the Ta Marbuta is
pronounced as /a/ when preceded by an emphatic
consonant, velars, and pharyngeal fricatives, e.g.,
B baT~ah Ib at. t. al ‘duck’; otherwise it re-

alizes as /e/, e.g., & bis~ih /b i s s e/. In some

northern PAL dialects, the /e/ variant appears as /i/;
and in some southern PAL dialects, the distinction
is gone and all Ta Marbutas are pronounced /a/.
Second, the Ta Marbuta turns into its allomorph
/i ¢/ in Idafa constructions, e.g., /b i s s i t/ ‘the/a
cat of’. Finally, for some active participle deverbal
nouns, the Ta Marbuta realizes as /aa/ or /ii t/ wher)
followed by a pronominal object clitic, e.g., o\;:'{

kaAt.baAh [k aa t b aa (h)/ or »c}:g”.:ﬁzrkaAt.biy.tuh or
lkatbiitu(h) ‘she wrote it’.

Complex Plural Forms Besides the common
use of broken plural (templatic plural) in DA, we
encountered cases of blocked plurals where a typi-
cal sound plural or templatic plural is not generated
because another word form is used in its place
(Aronoff, 1976). One example from Ramadin, is
the plural form of the word J;:- say~il I3ayyill

‘child [lit. dependent]’, which is blocked by the
word form (3 gxs D.cuwf /dh. 3 uu f “children [lit.

weaklings]’.

3.3 Syntax

Previous research on Arabic dialects reveals that
the syntactic differences between these dialects are
considered to be minor compared to the morpho-
logical ones (Brustad, 2000). One particular chal-
lenging phenomenon we encountered is a class
of nouns used in adjectival constructions, but vi-
olating noun-adjective agreement rules, which in-
volve gender, number and rationality (Alkuhlani
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and Habash, 2011). For instance, the word 4’u>,

xiyxah /kh ii kh a/ ‘weak/lame’ does not typically
agree with the nouns it modifies unlike a normal ad-

jective such Juf k.biyr [k b ii v/ ‘old [human]/large
[nonhuman]’. So, the words SJl;..« siy~aArah ‘car
[f.s.]’, JJ’}- surus ‘wedding [m.s.]’, and U,JU naAs
‘people [m.p]’ can all be modified by dx.= xiyxah;
however, they need three different forms of J\f

kbiyr: 58 kbiyrih, xS kbiyr, and &S k.baAr,
respectively. We mark the POS of such nominals
as ADJ/NOUN in our lexicon, as it is a class that
deserves further study.

3.4 Figures of Speech and Multiword
Expressions

PAL has a rich culture of figures of speech and mul-
tiword expressions (compounds, collocations, etc.)
that has not been well documented. We highlight
some phenomena that we cover in Maknuune.

Collocations As part of working on Maknuune,
we encountered numeorus collocations (words that
tend to co-occur with certain words more often
than they do with others). For example, the verbs
used for trimming off the tough ends of some veg-
etables vary based on the vegetable: Ll c:.;u
Iy Qammi3#baamy el ‘trim off the
tough ends of okra’, be r}u lyqarrim
#faas. uul |y al ‘trim off the tough ends of green

beans’, uj,<; u&;:/ysakkzb#mkkuub/
‘remove the thorns from artichoke (Gundelia)’, and
555 Cab sl fy . art if#Dural “cut the blossom
ends of the maize stalks’.

Compounds We encountered many composi-
tional and non-compositional compounds. Exam-
ples include J.u 5\s= jawaAz safar 1] a w aa z
# s a fa rl ‘[lit. permission-of-travel, passport]’,
which is also used in MSA. Some words appear in
many compounds with a wide range of meaning,
e.g., the word < bayt ‘[lit. house]’ appears in
compounds referring to celebrations, funerals, bath-
rooms, and whether or not a family has children
(see the examples in Table 3).

Synecdoches It has been widely observed that
PAL speakers use synecdoches’ in their dialects

7A figure of speech in which a term for a part of something
is used to refer to the whole, or vice versa.

(Seto, 1999). Examples include the use of ‘o.i ; S
lkoom#1a7iml‘[lit. a pile of meat]’,
S\ /k a b aa b ii sh/ “[lit. plural of hair]” to

and

mean ‘children’.

Euphemisms PAL speakers use many eu-
phemistic expressions. For example, in some vil-
lages in Nablus, the expression dz\?: ¢ s /yoom#
t hannal ‘[lit. the day he felt happy]’ to mean
‘the day he passed away In other areas in the West
Bank, the phrase u‘f u..c-/3 eeno#kariimel
‘[lit. his eye is generous] to mean ‘one-eyed’; and
the phrase & ui /b ee 1 #kh aal 1 if “[lit. my

aunt’s house]’ means ’prison’.

4 Methodology

In this section, we discuss the methodology we
adopted in data collection for Maknuune, as well as
the guidelines we followed for creating the lexicon
entries.

4.1 Data Sources

The current work spans over five years of effort,
and a large number of volunteering informants, lin-
guistics students, and citizen linguists (over 130
people). The data was collected from many differ-
ent sources.

First are interviews with (mostly but not en-
tirely) elderly people who live in rural areas such as
villages and towns or in refugee camps in the West
Bank. The researchers went to the field and met
with several people. They attended several social
gatherings and participated in different events, e.g.
weddings, funerals, field harvests, traditional cook-
ing sessions, sewing, etc. They asked the language
users several questions pertaining to the following
themes: weddings, funerals, occupations, illnesses,
cooking traditional dishes, plants, animals, myths,
games, weather terms, tools and utensils, etc. They
were particularly interested in documenting terms
and expressions that are used mainly by the old
generation.

Secondly, to achieve the needed balance in the
lexicon, the researchers consulted an in-house bal-
anced corpus, that contains ~40,000 words. The
corpus comprises data that was transcribed from
several recorded conversations that revolve around
the same themes as above, written chats and texts,
and some internet material (both written and spo-
ken). Common words including verbs, adjectives,
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adverbs, and function words (e.g., prepositions,
conjunctions, particles) were taken from the bal-
anced corpus. At a later stage in the development
of Maknuune, we consulted with the Curras Corpus
(Jarrar et al., 2016) to identify additional missing
lemmas, with limited yield. We compare to Curras
in terms of coverage in Section 5. All of the above
was also supplemented by methodical rounds of
well-formedness checking to improve consistency
across all fields, i.e., diacritization, transcription,
root validity, etc.

Finally, in addition to the previous two methods,
the researchers employed their linguistic intuition
skills, knowledge of Palestinian Arabic (as native
speakers) and the knowledge of the language users
to provide additional word classes and multiword
expressions that are associated with the existing
lemmas.

It should be noted that whether an MSA lemma
cognate of a PAL lemma (with similar or exact pro-
nunciation, or meaning) exists was not considered
a factor in including the PAL lemma in the lexicon.
We focused on creating a representative sample of
PAL including all its sub-dialects.

4.2 Lexical Entries

Each entry in the Maknuune lexicon consists of six
required and three optional fields. The six required
fields are the Root, Lemma, Form, Transcription,
POS & Features, and English Gloss. The optional
fields are the MSA Gloss, Example and Notes.
Figure 1 presents an example of a number of entries
coming from the same root.

4.2.1 Root, Lemma, and Form

The Root, Lemma and Form represent three de-
grees of morphological abstraction. The root in
Arabic in general is a templatic morpheme that in-
terdigitates with a pattern or template to form a
word stem that can then be inflected further. Roots
are very abstract representations that broadly de-
fine the morphological family a word belongs to at
the derivational and inflectional level. Lemmas on
the other hand are abstractions of the inflectional
space that is limited by variations in the morpho-
logical features of person, gender, number, aspect,
etc. Lemmas are the central entries of the lexi-
con. Forms are base words (i.e., without clitics)
that are inflected in a specific way. We follow the
same general guidelines of determining lemmas
as used in large Arabic morphological analyzers
(Graff et al., 2009; Habash et al., 2012; Khalifa

et al., 2017). There are of course some construc-
tions that have grammaticalized into new lemmas,
e.g., OLis casaAn can be treated as the noun L3

SaAn ‘situation;status’ with a proclitic, or the sub-
ordinating conjunction meaning ‘because’.

For nouns and adjectives, we provide the lemma
in the masculine singular form, unless it is a fem-
inine form that does not vary in gender, in which
case it is provided in the feminine singular. Very in-
frequently, some nouns only appear in plural form,

which become their lemma, e.g. u"‘ji AawaAgiy

/2 aw aa 3 il “clothes’. We do not list the sound
plural and sound feminine inflections of nouns and
adjectives. However, broken plurals and templatic
feminine forms are provided and linked through
the same lemma as the singular form.

For verbs, we provide the lemmas in the third
masculine singular perfective form as is normally
done in Arabic lexicography. We provide three
forms linked to the lemma: the third masculine
singular perfective, the third masculine singular
imperfective, and the second person masculine im-
perative (command) forms. These are provided
for completeness to identify the basic verbal inflec-
tional paradigm (albeit, not completely).

These three representations are provided in Ara-
bic script. Since PAL does not have an official
standard orthography, we intentionally decided to
follow the Conventional Orthography for Dialectal
Arabic (CODA*) (Habash et al., 2018). In addition
to being used in developing Curras (Jarrar et al.,
2016), CODA* has been adopted by a website for
teaching PAL to non-native speakers.®

4.2.2 Transcription with CAPHI++

One of CODA*’s limitations is that it abstracts over
some of the phonological variations. As such, we
follow the suggestions by Habash et al. (2018) to
use a phonological representation, CAPHI, to indi-
cate the specific phonology of the entries. CAPHI,
which stands for Camel Phonetic Inventory is in-
spired by the International Phonetic Alphabet (IPA)
and Arpabet (Shoup, 1980), and is designed to only
use characters directly accessible on the common
keyboard to ease the job of annotators.

Owing to the phonological variations that are
found in PAL, we extended CAPHI’s symbol set
with cover phonemes that represent a number of
possible interchangeable phones. We call our ex-
tended set CAPHI++. Table 2 presents the new 9

$https://www.palestinianarabic.com/
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@

(b)

(©

(d)

©

(8)
(h)

Root |Lemma| Form |Transcription| POS:Features English MSA Example Notes
C.Q}.u C“Z CLZ tuffaa? NOUN:MS apples C\Z St 8 i eXts JBT C“Z 4 | Collective Noun

Dao| s iels |tuffaa7a |NOUN:ES apple wly| ot s “'!’L"’ ‘-"U’_O | of Unit Noun
T 539de Calbs
C.J.u s C_:L; tafafii? NOUN:P apple

—_ @
. 2| w. #ltuffaa7it# . , Slam gl Sl pal dals s

o il (:\ el 2aadam NOUN:PHRASE | Adam's apple AU e § ey R o
oo| mm | s [mtaffi7  |ADIMS reddish and healthy & J3 o) 5 oy i s
C.C).Q CZ‘ c:: taffa7 VERB:P turn reddish and healthy é-‘) J; ) Ok N 5| A gy C;
C.J.Q C: é; ytaffi7 VERB:I turn reddish and healthy
C.J.o C: é: taffi7 VERB:C turn reddish and healthy

Table 1: Eight entries from Maknuune that share the same root, and are paired with four distinct lemmas.

CAPHI CAPHI++
CAPHI+ |CAPHI Transcription CODA | Transcription
o |z [ any o
D d dh diib#dhiib «3|Diib
J jdj rijjaal#ridjdjaal dli,)/ riJJaal
Z |zdh |zanb/dhanb _3|zanb
T tth timm/thimm wf‘/Timm
S sth thawra/sawra S;;? Sawra
Z. z.dh. [2azunn/2adh.unn 3£T2aZun
D. |d.dh |beed./beedh. as|beeD.
K ktsh |keef/tsheef &S |Keef

Table 2: The CAPHI++ symbols set and its expanded
CAPHI symbols, with examples.

symbols we introduced. All of these symbols are to
be presented in upper case, while normal CAPHI
symbols are in lower case. The new CAPHI++ sym-
bols represent specific sets of mostly two variants
in common use in different PAL sub-dialects. For
example, instead of including four entries for the

word 0 galam (lgalaml, lkalaml,/2alaml,

/g a l a m/), we only provide one form (/Q a l a m/).
Exceptional usages that do not conform to the spe-
cific generalizations of the CAPHI++ cover sym-
bols are listed independently, e.g., a second entry
for the above example is provided for the Beit Faj-
jar pronunciation of /tsh a [ a m/.

We acknowledge that the transcriptions provided
may not represent the full breadth of PAL sub-
dialects. We make our resource open so that addi-
tional forms and variants can be added in the future,
as needed.

4.2.3 POS and Features

The analysis cell in every entry indicates the POS
and features of the word form. We use 35 POS tags
based on a combination of previously used POS
tagsets in Arabic NLP (Graff et al., 2009; Pasha
et al., 2014; Khalifa et al., 2018). Our closest rel-
ative is the tagset used by (Khalifa et al., 2018)
for work on Emirtai Arabic annotation. See the
full list of POS tags in Table 6 in Appendix A.
However, we extend their POS list with three tags:
ADJ/NOUN (for adjectives with exceptional agree-
ment), NOUN_ACT (active participle deverbal
noun), and NOUN_PASS (passive participle de-
verbal noun).

For features, we use MS (masculine singular),
FS (feminine singular), and P (plural) for nom-
inals, and P (perfective), I (imperfective) and C
(command) for third masculine singular verb forms
only.

4.2.4 Phrases

In addition to basic word forms, we overload the
use of the form cells to list phrases (multiword
expressions, collocations, and figures of speech)
that are paired with the lemma. In such cases, the
POS:Features cell is given the POS of the lemma,
with the extension PHRASE, e.g., line (d) in Ta-
ble 1, and Table 3.

4.2.5 Glosses, Examples and Notes

We provided the English gloss equivalents of all
the PAL words. The MSA gloss was provided
for about a third of the entries at the time of writ-
ing. In cases where no single word in MSA or En-
glish can encode a culturally specific concept, the
annotators translated the whole situation/concept.
For example, in Ramadin, there are two words for
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Root |Lemma [Form Transcription POS:Features |English MSA Example
. o [ . . the parents have many children,
S Syl Gyae S beet#maD.wi NOUN:PHRASE especially males
g .,.;. ul:.l; Q.x_: beet#malyaan |NOUN:PHRASE |the parents have many children
g ;,; uL:: ;,.; beet#rummaan |NOUN:PHRASE |the parents have many children
Ao there are no children at all in the
e Cu| s cu|beet#m3attim  [NOUN:PHRASE [house # the parents did not give
birth to any children
all of the children are females # ) o e . oLk
g ;,; Iy ;,; beet#kharaab NOUN:PHRASE |there are no male children in the bdl ool e c_Sf;@ 'i’:
house 25
s ca| Jecslbeet#3aamir  [NOUN:PHRASE |*house thatis full of gatherings and
= e - happy celebrations
ceseo|  ca| o0F cilbect#3amraan  |NOUN:PHRASE |2 house thatis full of gatherings and
g happy celebrations
NP cu|  Alcalbect#2alir NOUN:PHRASE | funeral syl en ol o Ak
R e S . pay for the necessaties and needs of LT ML
S Syl S pstlyifta7#bect NOUN:PHRASE a family rﬂ)lm S oy [PRAR IR
o il e lsitt#beet NOUN-PHRASE housewife # the wife who can cook e | b g il ge suoy 21 2
= - - and clean the house very well A S
gvs| | 2ol ca|beet#2i1khaari) [NOUN:PHRASE |bathroom G|l cu el e 0 €
& x| @2 » : f Mgy Slale
g x| AMcslbeet#2ilmayy |NOUN:PHRASE |bathroom ¢C~ BUSU IR
S ;,5,/ L;Jl; g,.; beet#khaalti NOUN:PHRASE | prison o L,;/JL:’ Sl ol ke o
g ca| sllcilbeet#ilmoone |NOUN:PHRASE |pantry pib o B e s o) S L

Table 3: Examples of NC compounds in Maknuune for the lemma . ‘house’.

‘baby camel’” depending on its age: jj.; daluwl

/dh a l uu l/, ‘barely a few days old’ and j =
H.way~ir |7 wayyirl ‘around 14-15 months
old’. Another complex example is the word > 5
tal.jiym /t a | J ii m/ ‘[lit. harnessing or bridling]’
which can refer also to ‘reciting some verses from
the Quran (Surat Al-Takweer, Ayat Al-Kursi or
Surat Al-Hashr) on a razor or a thread and closing
the razor or tying the thread and leaving them aside
until a lost or missing riding animal has returned
home.

Finally, we provide usage examples for some
entries, as well as grammatical or collection notes.
Notes vary in type from Collective Noun and Col-
lected near Nablus, to Vulgar.

5 Coverage Evaluation

We approximate the coverage of our lexicon by
comparing it with the Curras corpus (Jarrar et al.,
2016), the largest resource available for PAL.’
Since Curras is a corpus and our resource is a lex-
icon, the analysis is carried out in such a way to
account for that difference. We present next some

% Al-Haff et al. (2022) describe a revised version of that
corpus, but it was not made available at the time of writing.

Unique
POS Type lemma:POS |Entries | Forms |Phrases
Nominals 10,871| 16,258| 13,449 2,809
Verbs 6,179 19,622 18,982 640
Other 254 324 263 61
Proper & Foreign 65 98 65 33
Total 17,369 36,302( 32,759| 3,543

Table 4: POS type and entry statistics in Maknuune.

high-level corpus statistics and then a detailed com-
parison between Maknuune and Curras. Then, we
provide some comparison between Maknuune and
the lexicons of two morphological analyzers for
MSA and EGY.

5.1 Maknuune & Curras Statistics

Maknuune POS Types Table 4 shows some
basic statistics about Maknuune, dividing entries
across four basic POS types (see Table 6). Maknu-
une has about three times more verb entries than
verb lemmas, reflecting the fact that almost each
verb appears in all three aspects (perfective, imper-
fective, and command) in third person masculine
singular form. Similarly for nominals (nouns, ad-
jectives, etc.), the ratio of 1.2 forms per lemma
reflects the inclusion of plural entries for many
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Curras
Statistics Maknuune | Lexicon
All All entries 36,302 16,067
Entries | ynique lemma:POS 17,369| 8,448
Unique lemma:POSType 17,083 8,161
Unique lemmas 16,821 7,925
Unique POS 35 33
Unique roots 3,703
Entries per root 9.6
Unique lemma:POS per root 4.5
Inflected | All inflected forms 32,759 16,067
Forms  |Unique POS:features 76 224
Phrases |All phrase entries 3,543
Unique POS 25

Table 5: Side-by-side view of the statistics of both
Maknuune and the lexicon extracted from Curras.

nominals. Phrasal entries account for 10% of all
Maknuune entries, and close to three quarters of
them are associated with nominals (63% of all lem-
mas).

The Curras Lexicon In order to compare
Maknuune with Curras, we extract a lexicon, hence-
forth Curras Lexicon, out of the Curras corpus by
uniquing its entries based on lemma, inflected form,
POS, and grammatical features (for Curras, aspect,
person, gender, and number). We compare the Cur-
ras Lexicon to Maknuune in Table 5.

Firstly, Curras does not include roots; and al-
though it is a corpus, it does not identify phrases
in the way Maknuune does. As such, we do not
compare them in those terms in Table 5.

Secondly, by virtue of being a lexicon, Maknu-
une possesses more unique lemmas, weighing
in at 17,369 lemmas taking POS into account
(lemma:POS), while the total number of inflected
forms is at 32,759, both of which are about 50%
more than in the Curras Lexicon. This clearly show-
cases Maknuune’s richness in terms that go beyond
the day-to-day language that one sees frequently
in corpora like Curras. In contrast, Curras being a
corpus, its extracted lexicon showcases a greater in-
flectional coverage with 224 unique word analyses
as opposed to 76 for Maknuune.

Finally, as inferable from the difference between
the number of unique lemmas and lemma:POS,
548 lemmas are associated to more than one POS
in Maknuune.

5.2 Corpus Coverage Analysis

In the interest of estimating how well our lexicon
would fare with real-world data, we perform an
analysis between the Curras and Maknuune lem-
mas, to see how many of the Curras lemmas Maknu-
une actually covers. From an initial investigation,
we note that there are numerous minor differences
that need to be normalized to ensure a more mean-
ingful evaluation. As such, we first pre-process all
lemmas (in both lexicons) by stripping the ) j.(.u

sukun diacritic, stripping all the 4> diacritics that
appear before a | A, converting the Jog 5508 T4 to
| A, and stripping the § 5 (i) and =3 (a) diacrit-

ics if they appear before 5 4. We then compare all

the annotated lemma:POSType in Curras (56,004
tokens and 8,315 normalized types) to the lemmas
in Maknuune.

We exclude 12,673 (23%) of the tokens pertain-
ing to punctuation, digits and proper noun POS,
none of which were especially targeted by Maknu-
une. Of the remaining 43,331 entries, 49% have
exact match in Maknuune. We sample 10% of the
unique entries with no exact match (433 types and
1,965 tokens), and manually annotate them for their
mismatch class. We found that 74% of all the sam-
pled types (80% in tokens) are actually present in
Maknuune, but with slight differences in orthogra-
phy mainly in the presence or absence of diacritics
but also some spelling conventions. For about 20%
of sampled types (17% in tokens), the lemma type
is not one that we targeted such as foreign words
and proper nouns that are differently labeled in
Curras, or MSA words. Finally, 6% of sampled
types (3% in tokens) are entries that are admittedly
missing in Maknuune and can be added.

This suggests that we have very good cover-
age although the annotation errors and differences
make it less obvious to see. A simple projected
estimate assuming that our 10% sample is repre-
sentative would suggest that Maknuune’s coverage
of Curras’ lexical terms (other than proper nouns
and punctuation) is close to 94% (97% in token
space); however a full detailed classification would
be needed to confirm this projection.

5.3 Overlap with MSA and EGY

In this section we conduct an evaluation similar to
the one carried out in Section 5.2 but with an MSA
lexicon (Calimapsg 4), and an Egyptian Arabic lex-
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icon (Calimaggy).'? The analysis reveals that
44% of Maknuune overlaps with Calimaysg 4 at the
lemma:POSType level (63% if all entries are dedia-
critized),!! and that 49% of Maknuune overlaps
similarly with Calimaggy (75% dediacritized).
Taking into account that Maknuune spelling fol-
lows the CODA* guidelines, the analysis sug-
gests that the 37% of Maknuune lemma:POSTypes,
which do not exist in the MSA lexicon we used,
are heavily dialectal. The overlap with EGY is
predictably higher, and the 25% of Maknuune
lemma:POSTypes (dediacritized) not existing in
EGY highlights the differences between the two
dialects despite their many similarities.

5.4 Observations on Lexical Richness and
Diversity

The quantitative analyses we presented above allow
us to see the big picture in terms of lexical richness
and diversity in Maknuune and its complementarity
to existing resources. However, we acknowledge
that such an approach misses a lot of details that are
collapsed or lost when ignoring subtle differences
in semantics, phonology and morphology.

We first point at homonyms showing semantic
changes and spread, such as ¢ 5\ /2 aa w a/ which

is ‘thread a needle’ in PAL and ‘shelter sb’ in both
MSA and PAL, % /b a t. ./ which means ‘very

small olives that people find hard to pick’ in some
villages in Palestine and ‘ducks’ in both MSA and
PAL, and b'J>'\ /2 aa kh r e/ which means ‘desserts’

in Nablus and ‘the Day of the Judgment’ in both
MSA and PAL, albeit with a different pronuncia-
tion. Clearly, additional entries are needed to mark
these difference.

Furthermore, the majority of the entries in
Maknuune are actually pronounced differently
from MSA even if spelled the same without di-
acritics and thus warrant entries of their own, with
clear phonological specifications.

Finally, if we consider morphology (which is
not modeled here per se), many PAL lemmas that
have MSA lemma cognates are actually inflected
differently, e.g., X mad~ ‘extend;stretch’ (in PAL

OFor  MSA, we  compared  with  the
calima-msa-s31_0.4.2.utf8.db version
(Taji et al., 2018) based on SAMA (Graff et al,
2009) and for EGY we only compared to the
calima-egy-c044_0.2.0.utf8.db based on
Habash et al. (2012). For EGY, only CALIMA analyses entries
are selected.

""The shadda (~) is not included in dediacritization.

and MSA), has different inflections for some parts
of the paradigm: the 2nd person masculine plural is
‘j.ui; mad~aytuwA in PAL and &5 X% madad.tum
in MSA. Hence, each lemma in our lexicon heads
a morphological paradigm which differs from its
MSA counterpart.

6 Conclusion and Future Work

We presented Maknuune, a large open lexicon for
the Palestinian Arabic dialect. Maknuune has over
36K entries from 17K lemmas, and 3.7K roots.
All entries include Arabic diacritized orthogra-
phy, phonological transcription and English glosses.
Some entries are enriched with additional infor-
mation such as broken plural and templatic fem-
inine forms, associated phrases and collocations,
Standard Arabic glosses, and examples or notes on
grammar, usage, or location of collected entry.

In the future, we plan to continue to expand
Maknuune to cover more PAL sub-dialects, more
entries, and richer annotations, in particular for lo-
cations of usage, and morpholexical features such
as rationality. We hope that by making it public,
more researchers and citizen linguists will help en-
rich it and correct anything missing in it.

We also plan to make use of Maknuune as part
of the development of larger resources and tools for
Arabic NLP. The phonological transcriptions can
be helpful for work in speech recognition and the
morphological information for developing morpho-
logical analyzers and POS taggers. Furthermore,
we plan to utilize Maknuune to develop pedagogi-
cal applications to help teach PAL to non-Arabic
speakers and to children of Palestinians in the dias-
pora.
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A POS Type Mapping and Examples

POS Type |POS Examples
Nominals |ADJ sy lage g
ADJ_COMP ol S
ADJ/NOUN T (e ki s
NOUN i V5 s oY) o)
NOUN_ACT €
NOUN_PASS ok
NOUN_QUANT BT o e
Verbs  |VERB Al el el
Proper |NOUN_PROP Ak o
Other  |ABBREV el
ADJ NUM o b (B eyl
ADV S cdls cels O
ADV_INTERROG el
ADV_REL o
CONJ pe
CONJ_SUB d
INTERJ Y o o
NOUN_NUM w3k o) el
PART ok
PART DET Ji
PART FOCUS X
PART FUT &
PART INTERROG S
PART NEG T (e
PART PROG r‘
PART RESTRICT y|
PART_VOC G
PREP Gedeepegn
PRON w\ by ol
PRON_EXCLAM "
PRON_DEM Gets e om0 dlls
PRON_INTERROG S e e oS
PRON_REL g d
VERB_NOM Fil o)
VERB_PSEUDO eyl

Table 6: Mapping of part-of-speech (POS) types to POS
tags used to annotate base words in Maknuune, and
associated examples.
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Abstract

This paper sheds light on an in-progress work
for building a morphological analyzer for
Egyptian Arabic (EGY). To build such a tool, a
tag-set schema is developed depending on a
corpus of 527,000 EGY words covering
different sources and genres. This tag-set
schema is used in annotating about 318,940
words, morphologically, according to their
contexts. Each annotated word is associated
with its suitable prefix(s), original stem, tag,
suffix(s), glossary, number, gender,
definiteness, and conventional lemma and stem.
These morphologically annotated words, in
turns, are used in developing the proposed
morphological analyzer where the
morphological lexicons and the compatibility
tables are extracted and tested. The system is
compared with one of best EGY morphological
analyzers; CALIMA.

1 Introduction

After the emergence of social media networks, and
specially, after the Arab Spring revolutions, the
data has become available everywhere. This led to
have an increased attention in the field of Natural
Language Processing (NLP) for Colloquial Arabic
Dialects (CADs) where the adopted NLP tools for
Modern Standard Arabic (MSA) are not suitable to
process and understand them (Harrat, Meftouh, &
Smaili, 2017).

An important challenge for working on these
dialects is to create morphological analyzers or
tools that provide all possible analyses for a
particular written word out of its context (Salloum
& Habash, 2014) since it is an essential step in most
NLP applications such as machine translation,
information retrieval, text to speech, text
categorization ...etc. (Habash, Eskander, &
Hawwari, 2012).

Morphological segmentation is the process of
converting the surface form of a given word to its
lexical form with additional grammatical

information such as parts of speech, gender, and
number (Joseph & Chang, 2012). In Morphological
Analyzer (MA) tool, the morphemes along with
their morphological information of a given word
are provided for all its possible analyses out of its
context.

This paper presents an in-progress work for
building a morphological analyzer for Egyptian
Arabic. To build such a tool, a Part-of-Speech
(POS) tag-set schema is developed depending on
different criteria to be used in annotating our corpus
morphologically. The annotated data is used in
detecting the different analysis solutions of each
word, extracting the morphological lexicons and
the compatibility tables to allow only valid
morphological analysis solutions to be generated
by the proposed morphological analyzer.

The rest of this paper is organized as follows. In
Section 2, the related works are reviewed, then the
used corpus and the process of developing the tag-
set schema are discussed in Section 3. In Section 4,
the proposed morphological analyzer and the
prosses of the automatic extraction of the used
morphological tables and the compatibility tables
are discussed. The discussion of the system current
status, coverage and evaluation are reviewed in
Section 5. Finally, the discussion of conclusion and
future work are listed in Section 6.

2 Related Works

Whereas there are many trials for defining tag-set
schemas for MSA, for example, Khoja’s Arabic
Tag-set (Khoja, Garside, & Knowles, 2001; Khoja
S. , 2003), ARBTAGS Tag-set (Algrainy, 2008),
and Penn Arabic Treebank (PATB) Part-of-Speech
Tag-set (Maamouri & Bies, 2004), only few trials
interested in EGY; (Maamouri, Krouna, Tabessi,
Hamrouni, & Habash, 2012) who present a tag-set
schema (ARZATB tag-set) that is based on the
PATB guidelines (Maamouri M. , Bies, Krouna,
Gaddeche, & Bouziri, 2009). They compare tags
for Egyptian (ARZ) with those used in MSA. The
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tags specify the forms of the morphemes used in
constructing a word, but do not address
discrepancies between morpheme form and
functions. For example, the broken plural nouns in
this tag set are treated the same as singular nouns:
‘A /riggal+eh/  ‘men’ is tagged as
NOUN+NSUFF _FEM _SG. A new POS tag-set
(CAMEL POS) is opted to be used in (Khalifa, et
al., 2018). It is inspired by the ARZATB tag-set and
guidelines. It is designed as single tag-set for both
MSA and the dialects to facilitate research on
adaptation between MSA and the dialects, support
backward compatibility with previously annotated
resources and enforce a functional morphology
analysis that is deeper and more compatible with
Arabic morphosyntactic rules than form-based
analysis.

The lexicon and rules are the core knowledge
base of any morphological analysis/generation
system (Habash, 2010). The trials for modeling
dialectal Arabic (DA) morphology have followed
one of two directions. The first direction interested
in extending MSA tools to cover dialectal
phenomena. Some trials built their Egyptian
colloquial lexicon for morphological analyzer on
the top of Buckwalter Arabic Morphological
Analyzer (BAMA) Version 2.0 (Buckwalter,
2004); (Shaalan, Bakr, & Ziedan, 2007), (Abo
Bakr, Shaalan, & Ziedan, 2008), (Salloum &
Habash, 2011), (Habash, Roth, Rambow, Eskander,
& Tomeh, 2013), (Habash & Rambow, 2005), (Al-
Sabbagh & Girju, 2010), (Diab, et al., 2014),
(Maamouri M. , et al., 2006) and (Al Ameri &
Shoufan, 2021). The second direction interested in
modeling DA morphology directly; (Kilany, et al.,
2002), (Habash & Rambow, 2006), (Habash,
Eskander, & Hawwari, 2012), (Habash, Diab, &
Rambow, 2012), (Mohamed, Mohit, & Oflazer,
2012), (Eskander, Habash, & Rambow, 2013),
(Maamouri M. , et al., 2014), (Samih & Kallmeyer,
2017), (Zalmout, Erdmann, & Habash, 2018) and
(Habash, Marzouk, Khairallah, & Khalifa, 2022).

Handling the problem of lacking standard
orthography for colloquial Arabic dialects is very
important for building the morphological
analyzers. There are few works proposed the EGY
to offer a set of orthographic rules, standards, and
conventions for dialectal Arabic varieties;
(Darwish, et al., 2018) is an attempt to
conventionalize the orthography close to the
dialectal pronunciation as much as possible
regardless of the way a word is typically written.

(Habash, Diab, & Rambow, 2012) provides
detailed description of Conventional Orthography
for Dialectal Arabic (CODA) as applied to EGY. A
unified common set of guidelines and meta-
guidelines that help in creating dialect specific
conventions is presented in (Habash, et al., 2018)
applied to 28 Arab city dialects including Cairo,
Alexandria, and Aswan.

Lacking annotated resources considered as the
bottleneck for processing and building robust tools
and applications. =~ However, low-resource
languages still lack datasets, such as the Arabic
language and its dialects. EGY has received a
growing attention for building corpora that may be
useful for many purposes such as dialect
identification or sentiment analysis, for example,
but only (Abo Bakr, Shaalan, & Ziedan, 2008),
(Maamouri M. , et al., 2014), (Al-Sabbagh & Girju,
2012), (Bouamor, et al., 2018), and (Darwish, et al.,
2018) are interested in building multi-dialect,
multi-genre, morphologically annotated corpora
that include EGY.

However, these annotated corpora have few
shortcomings: none of them are freely available for
use; they also do not represent enough variety of
resource. Moreover, some of them normalize the
orthography to MSA-like standards which fail to
grasp the dialectal orthography differences, e.g.,
‘i /kitiir/ normalized as ‘5 /kaeir/. Since
MSA and the colloquials share a large proportion
of their lexicon, the MSA tags are considered as
much as possible as in (Maamouri, Krouna,
Tabessi, Hamrouni, & Habash, 2012) and (Khalifa,
etal., 2018). Nevertheless, we prefer to develop our
own tag-set schema since we differ from
(Maamouri, Krouna, Tabessi, Hamrouni, &
Habash, 2012) in that we detect the tag according
to its paradigmatic forms alongside its syntagmatic
functions, as in (Khalifa, et al., 2018), as much as
possible rather than depending on the morpheme
form only. In addition, we opted to add more
detailed tags in order to be more suitable to
describe EGY, such as adverb of time, adverbs of
place and adverbs of manner, and combine or split
other tags that are described in the previously
related-work tag-set schemas. Moreover, we feel
the need to build a larger and more robust corpus,
adding more various resources and genres.
Consequently, this motivates us for building a new
morphologically annotated resource for EGY to
help in building the proposed morphological
analyzer. It provides the conventional orthography
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guidelines and develops a more suitable POS tag
set for the EGY. For accessing our corpus, follow
the link in®.

3 The Corpus

The corpus used in developing the tag-set schema
and the morphological analyzer consists of about
527,000 words representing about 82,700 tokens.
The texts were selected from different sources such
as social media, books and other web articles
written in EGY (From Jan 2011- June 2019). In
addition, these selected texts cover more than one
genre. Lack of the standard orthography form in
dialectal Arabic is handled by assigning for each
word the conventional EGY Lemma and the
conventional stem to be close to the EGY
pronunciation as much as possible regardless the
way a word is typically written. To improve the
speed and accuracy of the manual morphological
annotation, an interface is developed that allows
the annotators to concentrate on the task of
providing the best morphological analysis of each
word according to its context. Six skilled linguistic
annotators are trained to morphologically annotate
the corpus. The conventional orthography
guidelines, the annotation process and the inter-
annotation agreement are reviewed in (Fashwan &
Alansary, 2021).

3.1 The Morphological Features

The morphological annotation process includes
adding features to a word in context, including its
morphology, semantics, and other aspects. In the
current used corpus, each document is saved in a
database where there are several features that are
added to each word. These features are: Raw Word,
Edited Word, EGY Conventional Lemma, MSA
Lemma, Person, Gender, Number, Definiteness,
Gloss, POS tags and Conventional Stem.

The EGY Conventional Lemma is detected
depending on the conventional orthography
guidelines discussed in (Fashwan & Alansary,
2021). It is undiacritized, in this stage, due to the
difference in the pronunciation among EGY sub-
dialects, which is reflected in how a word may be
diacritized, but, in the next stage, it is planned to be
diacritized depending on one variety.

Not all EGY Lemmas have a corresponding
MSA Lemma. For example, the origin of the word
/maeSelif/ ‘Gil=e’ ‘sorry/excuse’ is /ma: Seelajhi

! https://forms.gle/3cpulorvydohrosB9

J&j?/ ‘e i 4de W In this case, the MSA Lemma is
assigned as combined ‘CMB’. It is worth
mentioning that not all combined words are
handled in the same manner; some words are split
into more than one word assigned with their
suitable POS tags according to the conventional
orthography guidelines. Another case is the
loanwords that are adopted in EGY and do not have
MSA Lemma, for example, the word /nifzjjaer/
¢ 38 ‘we share’. In this case, the MSA Lemma is
assigned as ‘LNW’. In addition, there are some
words that are used in EGY, but its linguistic source
is unknow. These words may have a counterpart
meaning in MSA, consequently, the MSA Lemma
is assigned. For example, the counterpart MSA
lemma of the word /?iddee:/ ‘sl “give;provide’ is
[RaeStee:/ ‘el

The Gender takes two values: 1) “M” for
Masculine, or 2) “F” for Feminine. The number
takes one of four values: 1) “S” for Singular, 2)
“D” for Dual, 3) “P” for Plural, or 3) “B” for
Broken Plural /j&em$ at-teksi:r/ ‘mSill aen’. The
Definiteness takes one of three values: 1) “D” for
Definite, 2) “I” for Indefinite, or 3) “E” added
through being the governor of an EDAFAH
possessive construction /2ida:faeh/ ‘4zl

The following sub-section defines the tag-set
design schema used in assigning the suitable pos
tag for all prefixes, suffixes, and stems in the
compiled corpus.

3.2 The Tag-Set

The used POS tag-schema, in this work, specifies
the suitable tags and sub-tags for prefixes, suffixes
and stem. The current representation treats affixes
and stems as separate tokens. It resembles the
BAMA’s representation (Buckwalter, 2004;
Habash, Eskander; Hawwari, 2012). Depending on
the linguistic characteristics of EGY and general
POS tag-set design criteria in (Atwell, 2008) such
as mnemonic tag names, the underlying linguistic
theory, classification by form or function,
categorization problems, tokenization issues,
...etc., there are several decisions are considered
while defining the current POS tag-set design
criteria:

e Since MSA and the Colloquials share a large
proportion of their lexicon (Parkinson,
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1981), the MSA tags are considered as much
as possible.

e The tag is intended to remain readable by

linguists.
e The tag is detected according to its
paradigmatic forms alongside its

syntagmatic functions as much as possible.

e No ‘combined tags’ are used. Consequently,
some words are needed to be split into their
component morphemes where each
morpheme is tagged separately.

o Since not all tags in MSA are suitable for the
linguistic characteristics in EGY, more
detailed compatible tags are needed.

In what follows, the POS of stem, prefixes and
suffixes of the word are detailed in addition to its
attributes:

1. Stem:

Nouns: The three main classified tags of MSA,
namely: Noun, Verb, and Particle are applied in the
current POS tag design schema. In (Al-Dahah,
1989), nouns are classified into 21 sub-classes, and
other classifications overlap. In the current design
schema, the noun is classified into 16 sub-classes.
Appendix A provides a description of noun types as
classified in the current proposed schema with their
examples. In noun POS tags, the only tag that does
not follow the Traditional Arabic Grammar is the
adverb of degree.

Verbs: The verbs in Arabic are of two types:
inflected and non-inflected. The inflected verb is
classified, depending on its voice, into two types:
active and passive. While active verb is classified,
depending on the tense and the morphological
forms, into three groups: Perfect Verb (PV),
Imperfect Verb (IV) and Imperative Verb (RV), the
passive verb is classified into two groups only:
Perfect Verbs (PV) and Imperfect Verbs (IV). The
non-inflected verbs, also known as non-conjugated
verbs, appear in perfect, imperfect, or imperative
form. In the current design schema, the verbs are
classified into four sub-classes as Appendix B
shows. Three types are defined depending on the
classical Arabic classification and only the Pseudo
Verb tag is defined depending on the linguistic
nature of EGY texts.

Particles: They are words that do not belong to
nouns or verbs, but they add specific meaning to
them in a sentence or connect two or more

sentences. In traditional Arabic, the particles may
also be classified into two groups according to their
effect on nouns or verbs. The governing particles
/al-huru:f al-Sa:milaeh/ ‘Al 5 a1 that affect
the form of the following noun or verb; and the
non-governing particles /al-huru:f ¥ajr al-
Sa:milaeh/ ‘“Alalall e sl which do not affect the
form of the following noun or verb (Al-Dahah,
1989). Appendix C indicates how particles are
defined and classified in EGY.

Others (Residual): Others (residuals) include
foreign words, non-Arabic words, punctuation
marks, Emojis, abbreviations, numbers, in addition
to words that express the speaker’s reaction to a
particular suggestion or sentence. E.g., /hhhh/
‘“geeed’, /tict/ ‘@’ and /joh/ ‘e’ as Appendix D
shows.

2. Prefixes:

In the current design schema, the prefixes are
defined depending on the previously described
stems particles in addition to newly defined tags, as
Appendix E indicates. As concerning to imperfect
and imperative particles, information about verb
person, gender, and number (PGN) of the verb
subject are added since these particles are
represented in prefixes for imperfect and
imperative verbs only.

3. Suffixes:

Two types of suffixes tags are defined depending
on the previously described tags of stem. In
addition, the noun’s suffix inflections are defined
where the nouns may be inflected for suffixes of
person, gender, definiteness, number such as ‘(x’
fim/, ‘S Jact/, ° t/, etc. They are given the tag
‘NSUF’ alongside their gender, number, and
definiteness (GND). It is worth mentioning that the
same suffix may be attached with different gender,
number, or definiteness since we detect the tag
according to its functions rather than its form. For
example, the %’ /t/ ‘taa marbouta’ may be assigned
‘NSUF _FS’ as in ‘4w’ /madrasa/ ‘school’,
‘NSUF MS’ as in ‘4’ usaimz/ ‘Osama’,
‘NSUF_MB’ ‘A& /rigga:lee/ ‘men;people’, etc.
In case the noun is not inflected for suffix as in ‘y’
/weeled/, a word is given ‘null/NSUF’ in POS
annotation alongside its stem’s (GND).

The verb inflections are represented in suffixes
for all verb tenses and information about verb
person, gender, and number (PGN) of the verb
subject are added.

Since the case endings are dropped out in EGY
writing except the case morpheme ‘V’ /2elif at-
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teenwiin/ ‘cp sl Cai” “Alif for nunnation’ that may
be written in some words, for example, /[ukraen/
‘8% ‘thanks’, /gidden/ ‘12’ ‘very much’, and
/meeseelen/ >’ ‘for example’, there is a need to
add a tag that represents this information, although
it is a syntactic rather than morphological.
Consequently, the tag ‘CASE’ is added to the
previous enclitic tags. For more details about used
suffixes in the current POS tag-set schema, check
as Appendix F.

3.3 Corpus Annotation Current State

As a first step, about 318,940 words are annotated
morphologically. These annotated words are the
milestone for the automatic extraction of the
morphological lexicons and the compatibility
tables wused for developing the proposed
morphological analyzer. They are also planned to
be used to extend the annotation to the remaining
words of the EGY corpus, automatically. Table 1
shows the frequencies of POS tags in the currently
annotated corpus. After the residuals that are
annotated in the whole corpus data, the most
frequent tags in the corpus are the nominals (NOU,
NOU_NUM, NOU_SUP, and NOU_PRP).

Tag Frequency

Others (Residuals) 72,330
Nouns (Nou, NOU_NUM,

81,981
NOU_SUP and NOU_PRP)
Prepositions (PRP) 33,345
Pronouns (PRN, PRN_DEM and

29,880
PRN_REL)
Verbs (VER_ACT, VER_PSV,

24,658
VER_DFC and VER_SUD)
Other  Particles  (PRT_NEG,
PRT_FUT, PRT_VER, PRT_INT, 18.629
PRT_VOC, PRT_AUG, PRT_EXC ’
and PRT_EMP)
Adverbs (ADV_PLC, ADV_TIM, 15.453
ADV_TPL and ADV_DGR) ’
Adjectives (ADJ, ADJ_SUP and

13,790
ADJ_NOM)
Conjunctions (CNJ and CNJ_SUB) 9,659
Interrogative Pronouns (PRN_INT) 4,847

Table 1: POS Tag Frequencies.

The annotated data contains about 12,100
unique conventional EGY lemmas representing
about 18,400 MSA lemmas. Each EGY lemma is

associated with different stems and each stem is
associated with their different tags and
conventional stems according to their contexts.

4 The Morphological Analyzer

EGY Arabic words are rarely written with diacritic
marks; consequently, they may have many
morphological analyses, and the number of these
analyses differs from one word to another. Since
the morphological analyzer deals with words out of
their contexts, it should be able to produce all
possible analyses of each form, identify the part-of-
speech of each analysis solution of the word (i.e.,
noun, verb, and particle) and identify the
morphological features (i.e., gender, number, time,
and person). It is not an easy task to capture all
analysis solutions of each word, but the annotated
corpora one of the most important resources that
can be helpful in detecting these solutions
depending on the different contexts of the same
word.

We follow a concatenative lexicon-driven
approach for the annotation of our morphological
corpus. The concatenation can be defined as a
sequence of prefix(es), stem and suffix(es) or as a
sequence of proclitic(s), word form and enclitic(s),
where the morphological segments are recognized
and processed as part of the annotation process. We
adopt the former scheme, where the plan is to allow
for the conversion between the two in our
morphological analyzer.

The focus in this paper is on the prefix(es), stem
and suffix(es) representation. Our approach
resembles the adopted one in Buckwalter Version
2.0 (Buckwalter, 2004) who uses a simple prefix-
stem-suffix representation where the stem is used
as the base form and morphotactics and
orthographic rules are built directly into the lexicon
itself instead of being specified in terms of general
rules that interact to realize the output. It has three
components: the lexicon, the compatibility tables,
and the analysis engine.

4.1 Extracting the Morphological Lexicons
and Compatibility Tables

These lexicons need to meet certain specifications
such as high coverage, high level of quality,
directly reusable in NLP tools, and freely available
to potential users (Sawalha, 2011). The
morphological lexicons are essential for generating
all possible combinations of morphemes. The
wrong combinations of morphemes of lexicons are
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the major problem of generation. Consequently, the
compatibility tables are needed for filtering out
these wrong combinations.

The unique solutions of the morphologically
annotated words in our corpus are used to
automatically generate the morphological lexicons:
the prefixes lexicon (dictPrefixes), the stems
lexicon (dictStems), the suffixes lexicon
(dictSuffixes) and the out of vocabulary (OOV)
lexicon (dictOOV). In addition, the compatibility
tables combAC, combAC and combBC are
extracted to help in obtaining the wvalid
concatenations among the different morphological
categories of Prefixes, Stem and Suffixes lexicons.

For extracting these lexicons and the
compatibility tables, we start with the unique
annotated solutions in our corpus as a combination
of (EGY lemma, MSA Lemma, conventional stem,
[prefix+stem+suffix] and features). Figure 1 shows
the process for extracting the features needed for
building the lexicons from these solutions.

Generate the Morphological Categories of combAB

Generate the Morphological Categories of combAC

Generate the Morphological Categories of combBC

Figure 1. Lexicons and Compatibility Tables
Extraction Process.

The extracted information in each Lexicon are as
follows:

1. Stems Lexicon (dictStem)

In this lexicon, one of three keys appears at the
beginning of each line to represent a specific
morphological feature while parsing the stems
lexicon. These keys are as follows:

[3 9

e ¢;; ”: what follows this key represents the
conventional EGY lemma for the subsequent

lines till the next “;; * key.

e ‘35- 7 what follows this key represents the
MSA diacritized lemma for the subsequent
lines till the next ‘;;- > key. The same EGY
lemma may have a different MSA lemma due
to the different diacritization of the MSA
lemma.

e ¢;;-- . it is the default key for representing
the stem entry and its conventional
orthography. If it is the only written key, then
the stem entry, the output stem, and the
conventional stem are the same. If there are
other keys found within the line after it, this
means that there are more details while
handling the stem and its conventional
orthography. This helps in handling many
processes such as transformation, omission,
and assimilation that occur for the analyzed
words. For Example, the ‘** key may appear
within the line after *;;-- ’ key, then the word
before it may represent different
morphological information. For example, it
could represent a stem’s morpho-
phonological changes due to the assimilation
when the word is attached to an enclitic: (;;-
Serde /Sl Sela:/ ‘onjabove’) as in the
word ‘e’ /Sxlej+je/ ‘on me’ where the
stem ends with /&:/ ‘¢’ and the enclitic
begins with /j/ ‘s’, which leads to an
assimilation process where the two
conceding /&:j/ ‘" are transformed to /jj/

[P

[

e When none of the previous keys appear at the
beginning of the input line, a line is parsed as
it consists of three tab-delimited fields: 1) the
morphological category that controls the
compatibility of prefixes-stem-suffixes, 2)
the English gloss(es) of stem in addition to
information about the number, gender, and
definiteness (in case the stem is a noun,
adjective or adverb), or the person of the
stem (in case of verbs only and pronouns)
and 3) the selective POS tags that appear in
the analysis output. The morphological
category of each stem is extracted
automatically depending on the suffixes that
are attached to each solution. For example,
the “N-ap-I” category refers to the indefinite
nouns that are attached to “s/NSUF (GN)I”
as in “4w)n” /meedresa/ ‘school’ and the
“IV-y-0”  category refers to  the
“¢/IVSUF_2F” suffix that is not attached to
another suffix as in “~i” /ti-btisim—+i:/
‘you + smile’.

2. Prefixes and Suffixes  Lexicons
(dictPrefixes) and (dictSuffixes)

In these lexicons, all used prefixes and suffixes

of the annotated words are listed. They consist of

four tab-delimited fields: 1) the prefix/suffix entry
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in Arabic orthography without any diacritics, 2) the
morphological category that controls the
compatibility of prefixes-stems-suffixes, 3) the
English gloss(es) of each prefix/suffix part in the
prefix/suffix entry, and 4) the selective POS tags
that appear in the analysis output. The
morphological category of each prefix in the
corpus is detected automatically depending on the
prefixes’ parts in addition to the tag of the stem that
is attached to them. For example, the ‘IVPrf-wa-bi-
n’ category represents the ‘sCNJ’ prefix in
addition to progressive particle ‘/PRT PRG’ and
I person plural prefix that are attached to
Imperfect Verbs ‘O/IVPRF 1P’ as in ‘awiy’
/wibni-rsim/ ‘and + we + draw;trace;sketch’. The
morphological category of each suffix in the corpus
is detected automatically depending on the
suffixes’ parts in addition to the tag of the stem that
is attached to them. For example, the ‘ADSuf-nl-h’
category represents the 3™ person pronouns that
may be attached to the adverbs as in ‘4w’ /bem-+uh/
‘between;among + him’.

3. Out of Vocabulary Lexicon (dictOOV):

This lexicon is created to be used in predicting
the OOV words. It consists of three tab-delimited
fields: 1) the unique stem patterns, 2) the
morphological category that controls the
compatibility of prefixes-stems-suffixes and 3) the
selective POS tags that appear in the analysis
output. For detecting the stem patten of each stem,
the consonants are represented by the placeholder
"." while weak letters ‘“Axll a5 =" /huru:f al-Sillah/
and hamazat (‘i’, 8, ‘6, ‘¢”) are kept as they
are. For example, the stem pattern of ‘Jdee!” /iSmil/
‘dojact;make’, ‘w_»!” /ihrab/ ‘run away’ and ‘<SP
/iktib/ " is “---.

4. The Compatibility Tables

The compatibility table (combAB) lists the two
compatible morphological categories of Prefixes
and Stems. It consists of two tab-delimited fields:
1) Prefix Morphological Category and 2) Stem
Morphological Category that appear together in the
annotated data. The compatibility table (combAC)
lists the two compatible morphological categories
of Prefixes and Suffixes. It consists of two tab-
delimited fields: 1) Prefix Morphological Category
and 2) Suffix Morphological Category that appear
together in the annotated data. The compatibility
table (combBC) lists the two compatible
morphological categories of Stems and Suffixes. It
consists of two tab-delimited fields: 1) Stem
Morphological Category and 2)  Suffix

Morphological Category that appear together in the
annotated data. The morphological categories that
are not listed in the compatibility tables are simply
incompatible.

4.2 The Analyzer

The current morphological analyzer goes through
four main steps to get all possible morphological
analyses of the input words:

1) Text Preprocessing and Lexicons Parsing:
in this step, it is important to detect the word
boundaries of the input text since it is essential step
for the word segmentation process. In addition, the
‘dictPrefixes’ and ‘dictSuffixes’ lexicons are
parsed to get the four tab-delimited fields in
dictionaries where the prefix/suffix entry is the
default key for these dictionaries. Each line in
‘dictStems’ lexicon is parsed in different manner
depending on the key used at the beginning of each
line as mentioned above (section 4.1). The
conventional stem in this lexicon is handled to get
all possible stem variations of the input word. For
example, the stem variations (‘’, ‘&, ‘&, <&V,
‘S, <&, .. etc.) are generated automatically from
the conventional stem ‘.’ /2ile:/ ‘to;towards’ to
avoid writing all these expected stem variations in
the lexicon. The stem variations that cannot be

predicted automatically are added to the
‘dictStems’  lexicon  with  their  suitable
morphological category.

2) Word Segmentations and Compatibility
Check: For suggesting different segmentations of
the same word, the dictionaries of the parsed
lexicons are used. The three morphological
categories of the three components are checked in
the compatibly tables as figure 2 shows. If they are
found together, then they are compatible, and this
is a valid solution. Else, they are incompatible, and
this is not valid solution.

3) Dealing with OOV Words: For handling the
OOV words, the analyzer tries, first, to split the
input word depending on its beginning and end. For
Example, it splits OOV word that begin with /ja:/
‘L’ since attaching it to another word is a common
spelling mistake in EGY writings as in ‘<)L’ /ja:
rabb/ ‘Oh, Lord” and ‘23wl /ja: seelaim/ ‘really’.
To keep the original word and the split words in
output analysis, another feature is added;
normalized word ‘norm_word’. All possible
solutions for each part are detected regardless of
the solutions of the two parts are compatible
according to their context or not. In case there is no
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rule for splitting the OOV word or it is split but
only one of its parts has analysis solution, the
analyzer tries to detect the prefix and the suffix of
the input word. If they are predicted, the stem is
converted to its corresponding pattern as
mentioned above. If the stem pattern is found in the
‘dictOOV’, the morphological categories of prefix,
suffix, and the suggested stem pattern are checked
in the compatibly tables. If they are found together,
then they are compatible, and this is a wvalid
solution, but no lemma or gloss are detected.

4) Output Solutions: After getting all possible
solutions of the input text for all words and
handling the OOV words, the output valid solutions
are saved in XML format.

5 The Current Status

The extracted morphological stem lexicon contains
39K stems corresponding to about 12,100 EGY
Lemmas and about 18,400 MSA lemmas. The
extracted prefixes and suffixes lexicons contain

This is valid analysis solution for this word

]

Add this solution to the Solutions Dictionary +

Figure 2: Workflow for Suggesting Words’
Segmentations and Get Valid Solutions.

324 complex prefixes and 661 complex suffixes
(unique undiacritized form and POS tag
combinations). Since the annotation process of our
corpus is still in progress, the covered stems,
prefixes, suffixes and lemmas are still limited
compared to CALIMA analyzer (Habash,
Eskander, & Hawwari, 2012) that has 100K stems
corresponding to 36K lemmas in addition to 2,421
complex prefixes and 1,179 complex suffixes
(unique diacritized form and POS tag
combinations).

5.1 Coverage Evaluation

We tested our analyzer against a sample of our
manually annotated EGY corpus of 5,000 words
which was not used as part of its development, i.e.,
a completely blind test. This evaluation is a POS
recall evaluation. It is not about selecting the
correct POS answer in context. We do not consider
whether the EGY lemma or the MSA Lemma
choice are correct or not. We compare our system
results with CALIMA coverage. The results are
reported in Table 2. The ‘Correct Answer’ column
indicates the percentage of the test words whose
correct analysis in context appears among the
analyses returned by the analyzer. The ‘No Correct
Answer’ column presents the percentage of time
one or more analyses are returned, but none
matching the correct answer. The ‘No Analysis’
column indicates the percentage of words returning
no analyses.

Correct No oov
Answer Correct
Answer
Our 66.9% 10.3% 22.8%
System
CLIMA 82.1% 9.6% 8.3%

Table 2: Comparing Results with CALIMA.

6 Conclusion and Future Work

The POS tag-set schema is developed and about
318,940 words are morphologically annotated, and
the morphological lexicons and the compatibility
tables are automatically extracted. The analyzer
output is compared to CALIMA output. We plan to
make this tool public so it can be used by other
people working on EGY NLP tasks, from
annotating corpora to building morphological
disambiguation tools. To enhance our results, we
plan to continue improving the coverage of our
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analyzer using a variety of methods. First, we are
investigating techniques to automatically fill in the
tag categories gaps using information from
multiple entries in our annotated corpus belonging
to different lemmas that share similar
characteristics, e.g., hollow verbs. Another
direction is to increase the stems entries by
checking stems, in BAMA’s stems lexicon, for
those words that are common between EGY and
MSA and adapting their morphological category to
be more suitable for EGY. Furthermore, we plan to
add additional features such as the diacritized EGY
lemmas and the diacritized stems.
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A Nouns

Noun Sub Classes

Description and Example

Noun ‘~¥V /al-ism/
(NOuv)

It is the common noun that refers to entities and concepts that have a more
general reference than sub-tags.

A s G psall US55 90 gl (8 4le e dlas y20 ) A
wil-weeled ra:h medrestu maSe mamtu fi: 2ewwil j6m wi-kull al-
mudarrisi:n reeheebu: bich

Proper Noun ‘alall aul” /ism
al-Sxlem/
(NOU_PRP)

It is a noun that has a unique referential meaning in a context that is mutually
exclusive with other entities. It refers to names of people, geographical
entities, months, and acronyms.

A )] 8 e 5 US 530S ()l el Js 02 22K I8 ) 8 ess
mahemmed huwwe illi: 2a:1li: al-kela:m deeh fi: 2ewwil feehr ma:ris kide
wi-kunna: wee?taehe fi: 2iskindirijjee

Numeral Noun ‘3= aul /ism
al-Sedaed/
(NOU_NUM)

It is a noun that indicates the quantity and order of countable nouns by
transferring the numbers into the correct form of Arabic words.

tafaa) s @il Gile aY)
al-2ahli: y&elab az-zema:lik wa:hid/sifr

Adjective ‘4l /ag-gifae/
(ADJ)

It is a noun that describes or clarifies the meaning of the immediately
preceding noun.

Liale wIS s 3, i)
al-bint af-[a:tree tismae$ keela:m ma:mitha:

Numeral Adjective ¢4l
221 Jas-sife al-Sedad/
(ADJ_NUM)

It is an adjective that indicates the quantity and order of countable nouns by
transferring the numbers into the correct form of Arabic words.

e Aplal) L))
al-hika:jeeh al-ha:dijete Sefer

Nominal Adjective * daall
¥ /ag-sifee al-ismijje/
(ADJ_NOM)

It is a noun that describes or clarifies the meaning of a noun, but it appears as
the main predicate of a nominal phrase in the sentence.
Sl LA iy il L (g pee 5 dlien s cilS

ka:nit hae?i:2i: geemi:lee wi-Sumri: ma: fuft bint fi: 2&exa:?ha:

Superlative Adjective © 44a
Jeadt” /sifaet teefdi:l/

(ADJ_SUP)

It is a noun that is used for the comparative and superlative when comparing
persons or things. It describes the immediately preceding noun.

Sl ) 5 @S ranss ) Leland A s YY) Aslal)
al-ha:ge al-2zehle: illi: timilha: 2innak tisma$ al-kela:m wi-2intee sa:kit

Superlative Noun ‘Jaadi aul’
fism teefdi:l/
(NOU_SUP)

It is a noun that is used for the comparative and superlative when comparing
persons or things, but it appears as the main predicate of a nominal phrase in
the sentence.

(s 8 ilan dala Jaal calS o dl
wal-lehi: di: ka:nt 2egmeel ha:ge heselitli: fi: heja:ti:

Adverb of Place ‘OlSall aul
fism al-maeka:n/
(ADV_PLC)

It is a noun that indicates where the action of a verb is or was carried out.
sl Jsha ) 3 5a 2a
2@Sed juwwe al-bert tu:l al-jom
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Noun Sub Classes

Description and Example

Adverb of Time ‘a3l aul’
/ism az-ze&ma:n/
(ADV_TIM)

It is a noun that indicates when the action of a verb happened. It expresses a
point in time, and it can also indicates how long something lasted or lasts.

N Y38 Al adpil Haia Gile ey 2 bl 4l 4l AUl
wal-lzehi: lissz fa:jfuh 2imba:rih wi-mif $arif hae-2deer 2efu:fuh ta:ni: bukree

weelle le?

Adverb of both Time and
Place ‘Ol gl and’ [ism
maka:n wa-zema:n/
(ADV_TPL)

It is a noun that could be used as an adverb of time or place according to its
context.
all Glals s S8 Jle gl die =) S
ka:n ra;jih $eend as-su:baer ma:rkit jigi:b ha:ga:t lil-bert
oalld Qi) gl (oo Adaalll die 4

wi-Send al-lehz'e di: al-weaed§ it2eleb xa:lis

Adverb of Manner ‘J»’
Mma:l/
(ADV_MNN)

It is a noun that describes the circumstances under which an action takes place.
s s el il SIS (a5 (5 58 Alaad Al S
kunt ga;jje teSba:nae 2eewi: wi-min kutr at-teSeb 2eSedt sarha:nae

Adverb of Degree ¢ <k
Jall ds s 5l JsI /z5rf al-
ha:l 2@w dereget al-ha:l/

It is a noun that indicates the intensity of a verb, adjective, or another adverb.

It is not found in MSA, but it is added to EGY in the current tag-set schema.
Jas iy b Ul

(ADV_DGR) 2&na; ha?i:2i: bahibbak jidden
o 3aa) 5 S @lia gl i S
Ka:n nifsi: 2eesma$ minnak kilma wa:he baes
Pronoun  ‘exl”  /ad- | It is a word that acts as the subject of a sentence instead of a noun. The
demi:r/ pronouns in this category are the disconnected pronouns.
(PRN) The pronouns in this category are:

Ul 2a&ena:, sl 2ihna:, <) 2intz, <) 2inti:, » huwwz, < hijje, W humma;,
and 54 2intu:

Relative Pronoun * auY!
Jsasall” Jal-ism al-meews
u:l/
(PRN_DEM)

It is a noun that introduces relative clauses. It connects two sentences to give
a full meaning.

e oS oLl g I L3Il
al-keela:m illi: 2ulna:h ka:n saehh

Demonstrative Pronoun ¢ au!
5)LEYP /ism al- 2ifare/
(PRN_REL)

It is a noun that is used for proximal or distal reference. It is indicated by a
tangible sign a person, an animal, a thing, or a place.

oala aalii J g0 Guldll 5 S5 dransd 3 ke (e 02 48] 8 )
illi: 2ultu: deeh mif Saejzee 2@esmaSu: ta:ni: win-na:s dil tinsa:hum xa:lig

Interrogative Pronouns ¢ as!
Aediny)” /ism al- istifha:m/
(PRN_INT)

It is a noun that introduces a question about something or an action.
3zl J g3 palll (a5 el 5 51 Jomn 0248 jle (e Uil
2ena: mif Sa:rfee deh hesel 2izza:j wi-2imtee: Wi-mi:n an-na:s dil 2eslen

B Verbs
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Verb Sub Classes

Description and Example

Active Verb ¢ sl Jadll

esall’ /al-fi€l al-meebni: lil-

meSlu:m/
(VER_ACT:<tense>)

It indicates the subject of the verb is doing the action.
VER ACT:PV i s a0 2SI Citan U
2ena: semaét al-kela:m deh min hadd 2urejjib
VER ACT:V oS Jasy I o (o
haesen huwwee illi: bi-jismil kidee da:;jmaen
VER ACT:RV Gall Jgb clie dl
bil-lzh Sli:k 2u:l al-ha?

Passive Verb ¢ sl Jadll
Jsenall’
/al-fi€l al-mabni: lil-
meghu:l/
(VER_PSV:<tense>)

It indicates the subject of the verb undergoes the action rather than doing it. It
is rarely used in EGY where the pattern /2infaSal/ ‘=& or /2itfasSel/ < Jas
is used instead.

VER PSV:IV 8 gl
al-baeledi: ju:kael

VER PSV:PV pud s e 3 dala
ha:ge kidee Sele: ma: 2usim
Nevertheless, some passive verbs from MSA are used in some levels of EGY,

for example, the passive /qi:le/ ‘J# ‘be said’.

Non-Conjugated Verb ¢ J=éll

B patiall ye

lal-fisl yaejr al-mutageerrif/,

also known as frozen verb
(VER_FRZ:<tense>)

It indicates the non-inflected verbs, also known as frozen verbs, that are
restricted to one tense only. Whereas non-conjugated verbs in MSA may be
restricted to perfect, imperfect or imperative tenses, they may be restricted, in
EGY, to the perfect or imperative tenses only:

VER FRZ:PV dala Jany e g Jad 335 J 03 2DISI 4L 8 Ul U1
wal-lehi: 2e&ena: 2ultilu al-kela:m deh 2abl kideh leSel wi-Sesa: jismil
hagaeh

VER FRZ:RV  oxdlas Al cla
ha:t illi: meSa:k deh

Pseudo Verb ¢Jadll 4n&’
[feebi:h al-fisl/

It is a word that has the same syntactic behavior as verbs in that they take a
subject and a predicate, or a sentential complement.

(VER_SUD) clile ol a8 i g
bas bae?a: kidaeh haera:m Saletk
maSelif] ja: habi:bi: hesel xerr
C Particles

Particle Sub Classes

Description and Example

Conjunction ‘—ihe o s’
/heerf Seetf/
(CNJ)

A group of particles used to connect elements of
equal status in pronunciation or in meaning.
deal b dene 1y 538 JB (e 3l i
mif mute2aekkidee mi:n 2a:1 kideeh ja: meehemmeed ja: 2eehmaed
¢ dala day e e gl dasie dB3le A 530
ad-duxul fi: Sela:qae mutSibaeh 2w mif muri:hah ha:ge saeSba 2aewi:

Subordinating Conjunction
‘day ) 8 /heerf rebt/
(CNJ_SUB)

A group of particles is used to link two clauses in the sentence or two
sentences. Some of these articles are still used in EGY:
Jekleha: megnu:nah lekinnaeha: fi: muntehe: al-Sa?l
Others are found but are never used as subordinating conjunction:
ka:n 2emelu jingeh beas lil-2esef meahase/ Others are not found in
traditional Arabic:

iy G5 S it gl
Seefa:n tixelli:ni: zikree: fi: deeftaerik
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Particle Sub Classes

Description and Example

Vocative Particle ‘sl <aa’
/heerf nida:?/
(PRT_VOC)

A group of particles is used to call or alert a person
addressed. A noun preceded by a vocative article is called a vocative noun.
Lshdal b oS cluds (8 ilesie s by
ja: haebi:bti: meeti¢mili:f fi: neefsik kideeh bir-ra:hee fiwejjeh

Preposition ‘ > <>’ /haerf
geaerr/
(PRP)

A group of particles that is used with a noun, pronoun, or noun phrase to show
direction, location, or time or introduce an object.
5% on s il
heetla:?i:ni: hina:k min badri:
oV A s sl e s gage
mawgu:d Sele: al-meakteb 2eew fi: ad-durg

Augment Particle ‘1) < s’
/heerf za:2id/
(PRT_AUG)

A group of particles that do not affect the meaning if removed from the
sentence, but it is added to denote affirmation.

Al lga e, ell lgia Ul La
ma: 2ena; gibteha: le-k mif gibteha: lek

Exceptive Particle © <2~
Uiiul> /heerf istiona: 2/
(PRT_EXC)

A group of particles used to exclude the following
noun from the scope of the words before it.
Al il 5325 Y1 41
kulluh 2illa: kideh wal-lehi: hera:m
G5t o 4a hase LAY A
wi-fi: al-2a:xir mehaddif jeh yerr nu:ri:n
Yl 6 g el g )l i)
le2eitik 2aerd meetdummif siwee: al-meeta:ri:d

Emphatic Particle © <~
A8 & /heerf tewki:d/
(PRT_EMP)

A group of particles that used to put emphasis on intention.
A8 4 il s L
2e@mma: Si:dna: an-nabi: rebbuh ka:fi:h

Futurity Particle © <~
Jusiul” /heerf istigba:l/
(PRT_FUT)

It is a particle that modifies the verb tense from the present tense to the future.
It is not usually used in EGY.

Sl sial) bin G o3 5l U8
2abl 2zjj fer? sewfe 2usqit ad-dustu:r al-ha:li:

Negative Particle & <8 ,s’
/heerf naefj/
(PRT_NEG)

A group of particles is used to negate the proposition
expressed after them, or to deny its affirmation.

835 Galld sla g £ i szl
al-maewdu:§ kide bewwaexwi-mif hilw xa:lig
palls gla (S L ol
al-film ma: kenf hilw xa:lig
e e ¥

lz? mif saehh
Gl ga aansd ¥ g @l gl 5 5e Y Ul
2@ena: la: Sajze 2efufek wela: 2esmas sitek

Explanation Particle ¢ <~
ead? [heerf tefsi:r/
(PRT_XPL)

A group of particles used to ask to explain the preceding word, phrase or
sentence. It is not commonly used in EGY.

Dhill e amy o) J1 s (a8 a g B
fi: jom Seefere min fewwa:l 2] basd Si:d al-fitr

Interrogative Particle < <~
eledinl” /haerf istitha:m/
(PRT_INT)

A group of particles is used to elicit understanding, conception, or approval.
The noun that follows an interrogative particle is called an interrogative noun.

1) g Libia s Lin) 58 oS08 2a (Saa A
hael mumkin haedd fi:kum ji2ulli: 2ihna: weegelna: li-hina: 2izza;j
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Particle Sub Classes

Description and Example

Verb Particle ‘J=é <’

A group of non-governing particles that precede the perfect or imperfect verbs

/heerf fisl/ and do not affect their mood.
(PRT_VER) alid Gl Y1 el B
wee- qeed 2@ebate al-2irha:b fefeluh
O e g s gall 05 8
geed jiku:n al-maewdu:§ veeri:b haebbitemn
D Residuals
Residuals Description and Example
Abbreviation It is a shortened form used in place of the whole word or phrase to save space and time,
(ABR) avoid repetition of long words and phrases, or simply to conform to conventional usage.

For example, /d/ ‘2’ express the word /duktr/ 582" “doctor’.

Emojis (EMO)

Any of various small images, symbols, or icons used in texts to express the emotional
attitude of the writer, convey information concisely, convey a message playfully, without
using words, etc.

Examples: @ @ §) &

Latin Words All non-Arabic words are written in other alphabets. ‘good’, ‘responsibility’, and
(LTN) ‘s’Joe’.
Foreign Words Non-Arabic words that are written in Arabic alphabets as spoken in another language
(FRN) with no morpholohical changes or adoptations.
For example, /werr 2zr ju: go/ s> 52 )l s,
Numbers (NUM) | All alphanumeric numbers.

Punctuation

They include full stop, comma, colon, semicolon, parentheses, square brackets,

Marks (PNC) quotation mark, dash, question mark ... etc.
Interjections Words that express the speaker’s reaction to a particular suggestion or sentence.
(INJ) For example, /hhhh/ ‘4geeer’, /tirt/ ‘<’ and /jh/ o,
E Prefixes
Prefix Description and Example

Conjunction © <~
ahe’ /haerf Seetf/
(CNJ)

A group of Prefixes that is attached to the beginning of another word to connect
elements of equal status in pronunciation or meaning.

Al ol (Jsi ol b Jduas ) 4y ddllg oxic sl s
ruht liheedd $aenduh wi-sa?ltuh 2erh illi: haegel fe-reefaed ji2u:lli: 2ajj ha:gaeh

Definiteness

Particle ‘i s 312

Rada:t tasri:f
(DET)

It is a definite article that is attached to the beginning of another noun or adjective and
makes them definite, rather than indefinite.

Lo £ MY IS5 Tan Alaen il (o0 clyl) () e La g Aglsal)
al-hika:jaeh wi-ma: fi:ha: 2inn al-bint di: ka:nit geemi:laeh gidden wi-kull af-fa:ri§
bijhibbaeha:

Causative Particle

A group of particles that is attached to the beginning of an imperfect verb to express

‘Jalai s /haerf and confirm the logic of an argument. It is worth mentioning that it is not used in all
teeSli:l/ levels of Arabic in Egypt.
(PRT_CST) Ul Y e oL 3] (38 o 3Y

la:zim nittifi2 2innuh ja:? li-jeehmi:na: la: li-jeegharna:
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Prefix

Description and Example

Preposition ¢ <~
7 /heerf gaerr/
(PRP)

A group of particles that is attached to the beginning of another noun, or pronoun to
show direction, location, or time, or to introduce an object. In traditional Arabic, there
are three prepositions that are still used in EGY: /ka:f/ ‘<, /ba:2/ ‘< and /la:m/ ‘J’.
el dala JS A Sa Lagly cul€ s Ll e (BaduaS (S
ka:n kee-saedi:q muqeerraeb li:ha: wi-ka:nt da:jmaen tihki: lu-h kull ha:gaeh biat-tefsi:1
In EGY, the prepositions /bi:/ ‘.’ and /li:/ < are attached to pronouns:
ygha Jhiga ) L il oo
hijjee ka:nit li:-ha: rumu:J tewi:lah
Giia ) Le g 8 3e (e ST g daah Jsla
ha:wil yittigil bi:-ha: 2e&ekter min merreh
The prepositions /fi/ ‘<", /See/ ‘¢’ that are variations of /fi/ ‘* and /Sale:/ ‘le’,
respectively, are now used, in EGY, as prefixes.
A adld Y5 L GiSalle dplu cuS SU e
mif fa:kir kunt sa:;jbuh Sal-makteb hina: wella: fil-Seraebijjeh

Emphatic Particle
CAS 55 s
/heerf tewki:d/
(PRT_EMP)

A group of particles that is attached to the beginning of a perfect or imperfect verb to
put emphasis on intention.
O e g2l b gy o
2iwse: le-jnassuk ja: weledi: magr mi:n
s Lol UL 3 ) il dlaad (o) Jaxi Y 1l
wal-1zhi: 15la: tedexxul al-geif li-hima:jit as-sewraeh la-kunna: li:bja: gidi:deeh

Futurity Particle

Jhiiul <’ /heerf

istigba:l/
(PRT_FUT)

It is a particle that is attached to the beginning of an imperfect verb to represent the
future tense.
The traditional future particle /se/ ‘-’ is rarely used in EGY and the /h&/ ‘z’, /See/ ‘¢’
and /ha/ ‘o’ are used instead.
Joan ) e ST GgSan e

mif hee-jku:n 2eekter min illi: hegel

(A e i I
wi-2a:1li: sgeeddae?i:ni: mif he-tindemi:

e G ol ad e
Se-tis2eeli:ni: leth baelemlim fi: al-xeleg (Example from Upper Egypi)

Progressive Particle
¢ g laall Caja
aisall” /heerf lil-
muda:ri§ al-
mustamirr/
(PRT_PRG)

A group of particles that is not used in traditional Arabic and is attached to the
beginning of an imperfect verb to express the incomplete action or state in progress at
a specific time.

Lpd JS @S G2y 5 S OIS
ka:n bi-j$i:d wi-jzi:d fi: al-keela:m kull fiwejjech

Jussive-governing
Particle ‘> <’
/heerf gaezm/
(PRT_JSV)

A group of particles that is attached to the beginning of an imperfect verb only to
express a required action to do. It is rarely used in EGY.

oaoa JS A lall Gilaal) gl
weel-nuta:bi§ al-2&hda:s al-ga:rijjeeh bikull hirg
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Prefix

Description and Example

Negative Particle
‘s heerf
naefj/
(PRT_NEG)

A group of particles that is attached to the beginning of another word to negate it or
deny its affirmation. This is newly added in EGY. It is not used in traditional Arabic.
(i sliae Allie dudiy oazmy a5l aa e g dalivg Laall d (lidaa
me-heddif fi: ad-dunja: jista:hil wime-fi;[ heedd al-wa:hid jideehhi: binefsuh
Caefa:nuh ma-jistehlu:fi:

Vocative Particle
fanii g elai Ca g’

A group of particles that is attached to the beginning of a noun to call or alert a person
addressed.

/haerf nida:? A - Sl — alal — (Al
witenbi:h/ 2e-heaebi:bti: - 2&-sa:hbi: - 2a-zmi:li: - 2a-hu:

(PRT_VOC)
Imperative Verb A group of particles (< «s «v <) that are attached to the beginning of the infinitive verb
Particles and change it to the present tense without changing its basic form. They are represented
¢ ya¥l Cagya? in word-form in proclitic-word-form-enclitic representation.

/auru:f al-2a&mr/

RVPRF_2MS e

RVPRF_(PGN) IVPRF_2FS kel
IVPRF_ 2MP  Iskel
Imperfect Verb A group of particles (< «s «o <) that are attached to the beginning of the infinitive verb
Particles and change it to the present tense without changing its basic form. They are represented
‘Ao juadl Cagya’ in word-form in proclitic-word-form-enclitic representation.
/huru:f al- IVPRF_1S J sl
muda:riSah/ IVPRF_3MS Jsi
IVPRF_(PGN) IVPRF_3MP sl
(rarely used in EGY) IVPRF_3FP ol
IVPRF_1P Jsis
IVPRF_2MS or IVPRF_3FS Jsi
IVPRF_2FS  Js
IVPRF_ 2MP 14
Ol (rarely used in EGY) IVPRF_2FP
F Suffixes
Suffix Description and Example
Negative Particle | A group of particles that is attached to the end of another word to negate it or deny its
‘s <’ herf affirmation. This is newly added in EGY; it is not used in traditional Arabic. It is
naefj/ always accompanied with the prefix negative particle /mz/ ‘2’ or the negative particle
(PRT_NEG) /ma:/ ‘W,
o liura Ailie dndy iy 2l ) aa lala g Jaling Liall b Glaaa
me-haeddif fi: ad-dunja: jista:hil wimee-fi;[ heedd al-wa:hid jideehhi: binefsuh
Caefa:nuh mae-jisteechlu:[i:
Pronoun ¢ el A group of pronouns that is attached to the end
J=idl /ad-deemi:r | of a verb and represents its subject or object. It may also be attached to a noun or a
al-mutteegil/ preposition (stem or prefix preposition).
(PRN) O M o2 Sl 5 3 yha Wl Gile (e s Jite lediliga ol 03 ¢ gain sall 7 jlaa) (1a aSigad (e Ul

2@na: mif nebbihtu-kum min 2imba:rih lil-maewdu:¢ deh 2eehu: mubajil-ha: mae?fu:l
wi ma-heddif Sa:rif lae-ha: teri:? wil-hika:je di: fi:-ha: 2inne
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Suffix

Description and Example

Noun Suffixes
NSUF_(GND)

A letter or a group of letters (morphemes) that are added to the end of a stem and
change the noun gender or number. They are represented in word-form in proclitic-
word-form-enclitic representation.

‘Cileal” Qummaha:t/ “<W/NSUF_FP’, <leif [2zbbaeha:t/ ‘<<w/NSUF_MP’

‘e’ Lelamat/ ‘<l/NSUF_FP’, ‘<\iS” /kutuba:t/ ‘</NSUF_MB’

‘“4as )’ frehmah/ S/INSUF_FS’, “4alsa’ /xewa:gaeh/ S/INSUF_MS’

‘oS [Kita:bem/ ‘G/NSUF_MD?, “odies’ /mumeessili:n/ ‘0/NSUF_MP’

‘S’ /maefakil/ ‘null/NSUF_FB’, ‘=i’ /2aerd/ “null/NSUF_FS’, etc.

Perfect Verb
Suffixes
PVSUF_(PGN)

A letter or a group of letters (morphemes) that are added to the end of a stem and
change the perfect verb gender, number or person. They are represented in word-form
in proclitic-word-form-enclitic representation.

‘cal’ /fuft/ ‘</PVSUF_2MS’ or ‘</PVSUF_1S’, ‘wily’ /fa:fit/ ‘</PVSUF_3FS’
948 2alu/ Vs/PVSUF_3MP’, ‘e’ /Semeel/ ‘null/PVSUF 2MS’, etc.

Imperfect Verb
Suffixes
IVSUF_(PGN)

A letter or a group of letters (morphemes) that are added to the end of a stem and
change the imperfect verb gender, number or person. They are represented in word-
form in proclitic-word-form-enclitic representation.

9558 fjikunu:/ V/PVSUF_3MP’, < 5589 /tiktibu:/ ¢ s/PVSUF_2MP’

‘Use” Jjihun/ “null/PVSUF_3MS’, etc.

Imperative Verb
Suffixes
RVPRF_(PGN)

A letter or a group of letters (morphemes) that are added to the end of a stem and
change the imperative verb gender, number or person. They are represented in word-
form in proclitic-word-form-enclitic representation.

‘S8 2uliz/ ‘e/RVSUF_2FS’, ‘am )V /irsim/ ‘null/RVSUF_2MS’,

‘a5 /ruchu:/ s/ RVSUF_2MP’, etc.
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Abstract

Developing a system for sentiment analysis is
very challenging for the Arabic language due to
the limitations in the available Arabic datasets.
Many Arabic dialects are still not studied by
researchers in Arabic sentiment analysis due to
the complexity of annotators’ recruitment pro-
cess during dataset creation. This paper covers
the research gap in sentiment analysis for the
Kuwaiti dialect by proposing a weak supervised
approach to develop a large labeled dataset.
Our dataset consists of over 16.6k tweets with
7,905 negatives, 7,902 positives, and 860 neu-
trals that spans several themes and time frames
to remove any bias that might affect its con-
tent. The annotation agreement between our
proposed system’s labels and human-annotated
labels reports 93% for the pairwise percent
agreement and 0.87 for Cohen’s kappa coeffi-
cient. Furthermore, we evaluate our dataset us-
ing multiple traditional machine learning clas-
sifiers and advanced