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Abstract

Self-anthropomorphism in robots manifests it-
self through their display of human-like char-
acteristics in dialogue, such as expressing pref-
erences and emotions. Our study systemat-
ically analyzes self-anthropomorphic expres-
sion within various dialogue datasets, outlin-
ing the contrasts between self-anthropomorphic
and non-self-anthropomorphic responses in dia-
logue systems. We show significant differences
in these two types of responses and propose
transitioning from one type to the other. We
also introduce PIX2PERSONA, a novel dataset
aimed at developing ethical and engaging AI
systems in various embodiments. This dataset
preserves the original dialogues from exist-
ing corpora and enhances them with paired
responses: self-anthropomorphic and non-self-
anthropomorphic for each original bot response.
Our work not only uncovers a new category
of bot responses that were previously under-
explored but also lays the groundwork for fu-
ture studies about dynamically adjusting self-
anthropomorphism levels in AI systems to align
with ethical standards and user expectations.

1 Introduction

In the 1970s, ELIZA (Weizenbaum, 1972) marked
a pioneering moment for natural language pro-
cessing programs engaged in human-like conver-
sations. Despite its simplistic approach, ELIZA
highlighted a fundamental human tendency to at-
tribute personal qualities to machines. Today, arti-
ficial intelligence (AI) advancements have greatly
enhanced human-machine interactions. From text-
based AI assistants like ChatGPT (OpenAI, 2022)
to advanced humanoid robots like Ameca (Engi-
neeredArts, 2022), AI is increasingly blurring the
distinctions between humans and machines through
self-anthropomorphism, attempting to build rela-
tionships or simulate human identities. However,

* Work done during internship at Amazon

Figure 1: Samples in the PIX2PERSONA dataset.
(a) Transform self-anthropomorphic responses to
non-self-anthropomorphic. (b) Transform non-self-
anthropomorphic responses to self-anthropomorphic.

this anthropomorphism raises concerns: when it ex-
aggerates the actual capabilities of AI, it risks cre-
ating misplaced trust and leading to the spread of
misinformation (Watson, 2019; Li and Suh, 2021;
Deshpande et al., 2023). Thus, it is crucial to ex-
plore the nuances between self-anthropomorphic
(SA) and non-self-anthropomorphic (NSA) re-
sponses, particularly in light of ethical standards
and user expectations across various embodiments.

Adapting AI systems to be either strictly SA or
NSA poses significant challenges. A major obsta-
cle is the need for annotated datasets that differ-
entiate SA responses within human-AI dialogues.
Most dialogue datasets used to train dialogue sys-
tems consist of human conversations. This means
that systems learn how to communicate like hu-
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mans. However, this approach can create biases in
our understanding of how AI entities should behave
in interactions with humans. The level of anthro-
pomorphism required varies significantly across
different AI embodiments, each with its capabili-
ties and expected functionalities, which makes de-
signing appropriate human-AI interactions more
complicated. Additionally, as AI becomes more
human-like, aligning these advancements with eth-
ical standards becomes increasingly important.

To address the challenges presented, we system-
atically analyze self-anthropomorphic expression
within various dialogue tasks, such as task-oriented
dialogue and open-domain dialogue, outlining the
contrasts between self-anthropomorphic and non-
self-anthropomorphic responses in dialogue sys-
tems. We then develop an approach to transform
bot responses in dialogue tasks, aiming to either
introduce or remove self-anthropomorphism. This
strategy aligns with ethical standards for AI as-
sistants by removing self-anthropomorphism and
meets user expectations for humanoid robots by
adding it. We also introduce PIX2PERSONA, a
novel dataset aimed at developing ethical and en-
gaging AI systems in various embodiments. This
dataset preserves the original dialogues from ex-
isting corpora and enhances them with paired
responses: self-anthropomorphic and non-self-
anthropomorphic for each original bot response.
As shown in Figure 1, PIX2PERSONA provides a
framework to transition SA responses into NSA to
ensure they are ethical and safe while also allow-
ing for the transition from NSA to SA to enhance
user engagement. This makes it a valuable resource
for developing AI systems that adaptively adjust
self-anthropomorphism levels.

This work contributes to human-AI interaction
by exploring self-anthropomorphism across various
embodiments and tasks, aiming to meet ethical
standards and user expectations:

• We analyze the distribution of self-
anthropomorphism and contrast SA and NSA
responses across various dialogue datasets.

• We develop an open-source model for transi-
tioning between SA and NSA responses, en-
suring that AI systems can dynamically adjust
their levels of self-anthropomorphism.

• We introduce PIX2PERSONA, a dataset with
143K dialogue turns paired with SA and NSA
responses. This dataset is crucial for adjusting

self-anthropomorphism in AI systems to align
with ethical standards and user preferences.

2 Self-Anthropomorphism in Dialogue
Systems

To evaluate self-anthropomorphism in dialogue sys-
tems, we follow the guidelines by Weidinger et al.
(2021) and Glaese et al. (2022). These guidelines
outline four self-anthropomorphic qualities in AI
systems: embodiment, seeking relational behavior,
self-expression, and identity. Each aspect shapes
the self-anthropomorphic traits of bot responses
and their appropriateness in different situations.

Embodiment refers to the simulation of physical
presence by an AI. This means that the AI may
claim to have a body or physical capabilities, giv-
ing the impression of a physical existence. For
example, when an AI says, "I was running when
I got the idea," it suggests a human-like physical
experience. Embodiment is especially relevant for
robots with physical bodies, as mimicking human
physical actions can make interactions with them
more natural and intuitive.

Relation-seeking behavior encompasses the
AI’s attempts to build and maintain social con-
nections with users. This involves responses that
demonstrate empathy, understanding, and a desire
to form a rapport, such as "I understand how you
feel." This behavior is valuable in therapeutic or
customer service settings, where emotional support
and relationship-building are essential. Emotional
support conversational agent can benefit from this
aspect by providing a more comforting and engag-
ing user experience.

Self-expression involves the AI articulating its
preferences, feelings, opinions, or beliefs. State-
ments like "I enjoy solving puzzles" or "I believe
in kindness" humanize the AI, making interactions
feel more personal and relatable. Self-expression
is desirable in character-based AI, such as virtual
companions or educational tools, where an engag-
ing personality can enhance user experience and
foster a stronger connection with the user.

Identity pertains to the AI assuming human-like
attributes, such as having a life history, gender, age,
or personal experiences. An example would be an
AI stated, "I was created in a lab in 2019 and have
learned a lot since then." Identity adds depth and au-
thenticity to the AI, making it more believable and
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trustworthy. Identity is helpful in long-term user in-
teraction scenarios like virtual role-playing games.
A consistent and detailed identity can enhance the
narrative and improve the user’s experience.

We recognize that different forms of AI should
exhibit varying levels of these qualities depending
on their intended use and embodiments. For exam-
ple, a robot with a physical body may benefit from
strong embodiment traits, while a therapeutic AI
might prioritize relation-seeking behavior. How-
ever, in this work, our focus is not on tailoring spe-
cific aspects of self-anthropomorphism to different
AI systems. Instead, we aim to establish a founda-
tional understanding by using a binary approach
to classify self-anthropomorphism across existing
dialogue datasets. We prompt GPT-4 as a special-
ized classifier to extract self-anthropomorphic re-
sponses from a selection of commonly used dia-
logue datasets. We then analyze the prevalence of
self-anthropomorphism in these datasets and evalu-
ate the performance of our classifier.

2.1 Datasets

We aim to explore dialogue turns from a di-
verse range of data sources likely to be utilized
by AI systems, focusing on their potential for
self-anthropomorphic content. Our analysis in-
cludes four distinct tasks: open-domain dialogue,
knowledge-grounded dialogue, conversational rec-
ommendation, and task-oriented dialogue, span-
ning fifteen datasets.

• Open-Domain Dialogue DailyDialog (Li
et al., 2017), PERSONACHAT (Zhang et al.,
2018),EMPATHETICDIALOGUES (Rashkin
et al., 2019), PROSOCIALDIALOG (Kim
et al., 2022), HH-RLHF (Bai et al., 2022),
SODA (Kim et al., 2023), and BlenderBot 3X
(Bb3X) (Xu et al., 2023).

• Knowledge-Grounded Dialogue: Topical-
Chat (Gopalakrishnan et al., 2019), Wizard of
Wikipedia (WoW) (Dinan et al., 2019b), and
Wizard of the Internet (WoI) (Komeili et al.,
2022).

• Conversational Recommendation OPENDI-
ALKG (Moon et al., 2019) and DuRecDial
2.0 (Liu et al., 2021b).

• Task-Oriented Dialogue AirDialogue (Wei
et al., 2018), MultiWOZ 2.2 (Zang et al.,
2020), and MultiDoc2Dial (Feng et al., 2021).

These datasets were selected for their broad
applicability and representation of conversational
AI’s current challenges and capabilities. We use
the DialogStudio Toolkit (Zhang et al., 2023) to
help process them.

2.2 Self-Anthropomorphism Classifier

Figure 2: Classifier prompt defining self-
anthropomorphic and non-self-anthropomorphic
bot responses. Definitions are in blue, and placeholders
within orange-highlighted text correspond to a single
dialogue turn. See Appendix A for detailed explanation.

We follow Glaese et al. (2022), who use
a set of rules to define self-anthropomorphism
and minimize such characteristics in AI inter-
actions. In contrast to their goal of reduc-
ing self-anthropomorphism, our study aims to
analyze its prevalence within existing dialogue
datasets. Accordingly, we adapt their guidelines
to instruct GPT-4 in identifying instances of self-
anthropomorphism, thus allowing us to quantify its
occurrence in AI systems. The prompt for GPT-4 is
crafted to classify responses by the presence or ab-
sence of traits indicative of self-anthropomorphic
behavior. The classification prompt structure is
shown in Figure 2.

To validate the effectiveness of our GPT-4-based
classifier in identifying self-anthropomorphic bot
responses, we randomly sample 500 dialogue
turns from selected datasets. Two independent re-
searchers manually annotate these samples, follow-
ing the exact instructions as GPT-4, and achieve a
Cohen’s Kappa score of 0.83, indicating a clear and
consistent interpretation of self-anthropomorphism.
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We then apply the classification prompt, as de-
tailed in Section 2.2, to automatically label the
data via the GPT-4 API. The classifier achieves
81.68% precision, 82.57% recall, and an F1 score
of 81.92%, indicating its effectiveness in classify-
ing self-anthropomorphic bot responses in human-
AI dialogues.

2.3 Prevalence of Self-Anthropomorphism
We randomly select 100 dialogue turns from
each dataset in Section 2.1, then use our clas-
sifier to identify whether the bot responses
are self-anthropomorphic (SA) or non-self-
anthropomorphic (NSA). Results are shown in Fig-
ure 3:

Figure 3: Trends in self-anthropomorphic bot responses
across various datasets. The bar chart shows the ratio
of dialogue turns classified as self-anthropomorphic out
of 100 sampled turns from each dataset, with each bar
color indicating a different dialogue task type.

Our analysis shows trends in SA response fre-
quency in examined datasets. Open-domain dia-
logue datasets like PersonaChat and SODA have
a higher occurrence of SA turns, suggesting that
bots in open-domain dialogues may exhibit more
human-like attributes. On the other hand, task-
oriented dialogues, as seen in MultiWOZ 2.2, Air-
Dialogue, and MultiDoc2Dial, display fewer SA
responses, probably due to their focus on specific
tasks. No sampled responses in MultiDoc2Dial
were classified as SA, possibly because they are
excerpts from objective documents and thus lack
human-like attributes. Conversational recommen-
dation and knowledge-grounded dialogue datasets,

such as Topical-Chat and DuRecDial 2.0, show
moderate SA tendencies. This suggests a balance
between task-oriented constraints, such as retrieved
knowledge or recommended items, and the need for
engaging interaction. The ProsocialDialog and HH-
RLHF datasets in the open-domain category show
lower self-anthropomorphism levels. This may be
because they are designed to prioritize objectivity
and ethical considerations, aiming to prevent the
bot from displaying harmful or biased behavior.
These insights are critical for understanding po-
tential SA characteristics of AI systems in various
tasks. Nevertheless, we must be cautious of poten-
tial biases from dataset composition and the subjec-
tivity inherent in defining self-anthropomorphism,
which might require further nuanced analysis.

2.4 Analysis of SA vs. NSA Bot Responses

We examine the linguistic nuances between SA and
NSA bot responses. We use point biserial correla-
tion coefficient analysis in the Linguistic Inquiry
and Word Count (LIWC) tool1 to evaluate the rela-
tionship between different word categories and how
bot responses are classified as either SA (labeled
as 1) or NSA (labeled as 0). This statistical mea-
sure helps us quantify the strength and direction of
association between the presence of specific word
categories and the likelihood of a bot response to
be self-anthropomorphic.

The results shown in Figure 4 indicate various
correlations. For example, categories such as "1st
person singular" are positively correlated with self-
anthropomorphic labeling, which confirms the idea
that self-referential language indicates anthropo-
morphism. On the other hand, "2nd person" pro-
nouns and expressions of "politeness" show a nega-
tive correlation, suggesting that these features are
less common in self-anthropomorphic responses.
Terms related to "social referents" and "prosocial
behavior," which reflect relationship building and
ethical interaction, demonstrate a weaker correla-
tion, requiring a more nuanced understanding of
their roles within the dataset. These correlations
provide insights into the linguistic structure of self-
anthropomorphic bot responses and highlight the
complex relationship between language use and the
portrayal of anthropomorphism in AI systems.

1https://www.liwc.app
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Figure 4: Point biserial correlation coefficients be-
tween word categories and self-anthropomorphism la-
beling in bot responses. A positive value indicates a
tendency for the word category to be associated with
self-anthropomorphic responses (labeled as 1), while
a negative value suggests an association with non-self-
anthropomorphic responses (labeled as 0).

3 Transition From SA to NSA

Building upon our analysis of self-
anthropomorphism in dialogue datasets,
we propose an approach to transform self-
anthropomorphic (SA) bot responses into non-self-
anthropomorphic (NSA) ones. This effort aims
to reduce the presence of self-anthropomorphism,
thereby contributing to more ethical AI systems.
We specifically focus on open-domain dialogues,
selecting the top five datasets with the highest SA
incidence as shown in Section 2.3. Leveraging
the capabilities of GPT-4, we develop prompts
that instruct the model to convert these responses
while preserving the original semantics of the bot
responses. Figure 1 (a) shows an example of a
successfully transformed response from SA to
NSA. The transformed NSA response is more
ethical and appropriate for AI assistants. Since this
type of NSA response in human-robot dialogues
is rare in existing datasets. To the best of our
knowledge, we are the first to develop such NSA

responses for the existing dialogue datasets. The
detail of the prompt is provided in Appendix B.

Considering that different AI system embodi-
ments might have varying optimal levels of self-
anthropomorphism, we aimed to provide a compre-
hensive baseline for evaluating the transformation
process. To this end, we utilized a naive GPT-4-
based chatbot to generate responses in the same
contexts. This naive bot serves as a control group,
providing a benchmark to compare against our
transformed responses. We then analyze the perfor-
mance of our transformation process by comparing
the SA, NSA, and naive bot responses using a clas-
sifier to ensure the validity of our transformations.
Details on the naive bot prompt and examples are
provided in Appendix C.

As part of our evaluation, we analyze three candi-
date responses: SA, NSA, and naive bot response.
Since NSA responses are transformed from SA
counterparts, we utilize the classifier described in
Section 2.2 for post-validation. This step ensures
that only successfully transformed responses are
classified as NSA, thereby validating the integrity
of our upcoming survey. We also use the classifier
on the naive bot responses to assess their degree of
self-anthropomorphism. Classification results are
shown in Figure 5.

Figure 5: The number of responses categorized as SA
in original SA responses, naive bot responses, and trans-
formed NSA responses across five open-domain dia-
logue datasets.

Focusing on the top five datasets with the most
SA content, over half of each dataset’s responses
are SA. After our transformation process, all
datasets show a significant reduction in SA classi-
fications, highlighting our method’s success. Re-
sponses generated by the naive bot show a varied
degree of self-anthropomorphism, suggesting that
the specific dialogue context or generative nuances
of the model might influence the output. This varia-
tion underscores the need for a thoughtful approach
when using language models for different tasks.
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Overall, it validates our method’s capacity to gen-
erate valid NSA alternatives.

4 Transition From NSA to SA

The previous section explores transform-
ing self-anthropomorphic (SA) to non-self-
anthropomorphic (NSA) responses for more
ethical open-domain dialogues. Building on this,
we extend our study to task-oriented dialogues,
where NSA responses are expected, as discussed
in Section 2.3. This extension focuses on the
MultiWOZ 2.2, MultiDoc2Dial, and AirDialogue
datasets.

Figure 6: The number of responses categorized as NSA
in original NSA responses, naive bot responses, and
transformed SA responses across three task-oriented
dialogue datasets.

We utilize our classifier to identify NSA re-
sponses. In transforming these to SA, as discussed
in Section 3, we encounter the challenge that GPT-
4 naturally gravitates toward generating NSA re-
sponses. To address this, we use examples of both
response types in our prompts to enable in-context
learning with GPT-4 (Wei et al., 2022; Dong et al.,
2023). Details of the prompts and examples are in
Appendix D. The effectiveness of this approach is
assessed by the results in Figure 6. We see a signif-
icantly reduced ratio of responses being classified
as NSA when employing our method. This reduc-
tion confirms our approach’s efficacy, showing that
while the GPT-4 naive bot struggles to generate SA
responses for task-oriented dialogue, our method
successfully facilitates the desired transformations.

5 Modeling and PIX2PERSONA Dataset

Given the varying requirements for self-
anthropomorphism in different AI system
embodiments, we identify a need for tailored
responses with different degrees of anthro-
pomorphism within the same context. We
first introduce a model trained to generate

either self-anthropomorphic (SA) or non-self-
anthropomorphic (NSA) responses for any given
dialogue context. We then apply this model across
a broad spectrum of commonly used dialogue
datasets, providing paired responses that meet the
nuanced requirements of different embodiments.

5.1 Dual-Capability Model

To generate SA and NSA responses across diverse
dialogue data, we develop an open-source model
that can perform transformations comparable to
GPT-4. Leveraging the success of in-context learn-
ing with GPT-4, as shown in previous sections,
we implement a similar strategy with the Mistral
model. By randomly selecting known in-context
learning examples, we prompt the model to convert
original responses to SA or NSA versions. To miti-
gate performance gaps, we fine-tune Mistral using
data distilled from GPT-4 in our previous experi-
ments. Implementation details are in Appendix E.

For our evaluation, we compiled a test set of
20 randomly chosen unseen dialogue turns from
each of the 15 datasets, totaling 300 samples. We
used the previously developed classifier to assess
if the generated responses align with the intended
anthropomorphic characteristics and their accuracy.
This process is critical in determining the adher-
ence of each method’s consistency with the desired
response type across various tasks. The results are
displayed in Table 1. As indicated, GPT-4 with in-
context learning stands out, demonstrating superior
performance in transforming SA (82% accuracy)
and NSA (98.3% accuracy). All models perform
better in producing NSA responses, echoing our
prior observation that language models tend to gen-
erate NSA responses that adhere to ethical guide-
lines for AI assistant chatbots. After fine-tuning,
Mistral-7B significantly enhances performance in
all tasks, except in knowledge-grounded for NSA
transformations.

To compare response quality between our model
and GPT-4, we employed GPT-4 as a judge, follow-
ing the method suggested by Zheng et al. (2023).
Table 2 shows GPT-4 outperforming our model in
SA transformations (57% win rate), while perfor-
mances for NSA transformations are similar (41%
vs. 43.7%). This confirms findings from prior as-
sessments. More details on this evaluation are in
Appendix F. These results demonstrate the refined
capabilities of our model and its effectiveness in
transforming responses to both SA and NSA.

9700



To Self-Anthropomorphic To Non-Self-Anthropomorphic

Model OD KG-Dial Conv-Rec TOD Total OD KG-Dial Conv-Rec TOD Total

Mistral-7B-v0.2-ICL 57.1 50.0 40.0 36.7 45.9 85.0 83.3 87.5 91.7 86.3
Mistral-7B-v0.2-FT-ICL 75.0 85.0 70.0 61.7 73.7 90.0 80.0 95.0 100 90.7

GPT-4-ICL 87.9 78.3 80.0 73.3 82.0 97.1 98.3 100 100 98.3

Table 1: Model performance on transforming original bot responses into self-anthropomorphic or non-self-
anthropomorphic across different dialogue tasks: Open-Domain Dialogues (OD), Knowledge-Grounded Dialogues
(KG-Dial), Conversational Recommendation (Conv-Rec), and Task-Oriented Dialogues (TOD).

Transformation GPT-4 Ours Tie

To NSA 40.0% 44.7% 15.3%

To SA 50.0% 39.7% 10.3%

Table 2: Comparison of response quality between GPT-
4 and our model using GPT-4 as a judge. The values
represent the win rates.

5.2 PIX2PERSONA Dataset

Recognizing the enhanced capabilities of our fine-
tuned Mistral-7B model, which rivals GPT-4’s
performance in transforming dialogue to vari-
ous anthropomorphic levels, we compiled the
PIX2PERSONA dataset. This extensive collection
includes about 10K dialogue turns from each of
15 diverse datasets, totaling 143K dialogue turns.
Unlike earlier methods in Sections 3 and 4, which
classified responses as SA or NSA before trans-
formation, we directly transform each original re-
sponse using our fine-tuned model. PIX2PERSONA

is designed to cover a broad range of dialogue sce-
narios, providing a crucial resource for developing
AI systems that can adeptly tailor the degree of
self-anthropomorphism to the requirements of var-
ious embodied AI applications. Examples from
PIX2PERSONA are in Appendix G.

5.3 Discussion

To gain a deeper understanding of the
PIX2PERSONA dataset, we delve into an in-
depth analysis of its unique features and their
implications for human-AI interaction.

Semantic preservation in SA and NSA responses
To maintain original semantics during SA and NSA
transformations, we calculate the similarity score
between sentence embeddings following Reimers
and Gurevych (2019), obtaining semantic similar-
ity scores between original and transformed re-
sponses. Figure 7 shows similarity scores across
tasks in PIX2PERSONA generally range from 0.5 to
0.8, indicating robust semantic preservation. Com-
pared to open-domain dialogues, structured dia-

logue settings have higher similarity scores due to
their straightforward transformations while retain-
ing original meanings.

Figure 7: The distribution of sentence similarity scores
between original responses and SA or NSA responses
across tasks in the PIX2PERSONA dataset.

Given that automatic semantic similarity mea-
sures are not perfectly accurate, we complement
this with human annotation to provide further
insights into the quality of the generated re-
sponses. We conducted a human evaluation to as-
sess whether the SA and NSA responses retained
the semantics of the original responses. For this
experiment, we randomly sampled 100 dialogue
turns from each task category—Open-Domain Dia-
logues, Knowledge-Grounded Dialogues, Conver-
sational Recommendation, and Task-Oriented Di-
alogues. Two independent researchers with exper-
tise in computational linguistics were tasked with
annotating whether the SA and NSA responses pre-
served the original semantics.

Table 3 shows the percentage of responses that
maintained the original meaning, generally aligned
with the sentence similarity scores in Figure 7. No-
tably, NSA transformations in task-oriented dia-
logues preserved the highest proportion of semantic
meaning (93%), consistent with the high propor-
tion of NSA responses (> 95%) in the original
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Task SA NSA

Open-Domain Dialogues 76% 48%

Knowledge-Grounded Dialogues 68% 74%

Conversational Recommendation 80% 69%

Task-Oriented Dialogues 75% 93%

Table 3: Human annotation results showing the percent-
age of SA and NSA bot responses that preserved the
original semantics across dialogue tasks.

dataset, as revealed by our SA analysis. In contrast,
NSA transformations in open-domain dialogues ex-
hibited the lowest semantic retention (48%). This
is likely due to the frequent inclusion of disclaimers
in NSA responses, which often shift the original
meaning by rejecting claims about the system’s ca-
pabilities. In conversational recommendation tasks,
transitioning to NSA (69%) resulted in lower se-
mantic preservation compared to SA (80%). This
discrepancy can be attributed to the fact that NSA
responses tend to provide direct answers to users’
knowledge-based questions, often deviating from
the semantics of the original response.

Task Disclaimer Ratio Disclaimer NSA

OD 6.96% 34.7 42.5

KG-Dial 5.38% 47.4 59.6

Conv-Rec 1.95% 43.6 52.4

TOD 0.29% 55.5 58.7

Table 4: The proportion of NSA responses classified
as “disclaimer” for each task (Disclaimer Ratio) and
sentence similarity scores between original responses
and disclaimer, as well as with all NSA responses.

Disclaimer in NSA responses We observe that
transformations could trigger a “disclaimer” about
AI’s limitations, particularly when the original re-
sponse involves personal activities or emotions.
For instance, “I love swimming” might be trans-
formed to “As an AI, I do not have hobbies.” These
NSA responses uphold ethical integrity but often
show low semantic similarity to the original. As il-
lustrated in Table 4, we use regular expressions
to identify disclaimers in PIX2PERSONA. Dis-
claimers occur more frequently in open-domain
dialogues (6.96%), where personal contexts prevail
over structured tasks like task-oriented dialogues
(0.29%). Responses with disclaimers exhibit lower
similarity scores than those without, explaining
why open-domain dialogues with vague answers
score lower than other tasks.

More than just style transfer Transforming
original responses into SA or NSA beyond sim-
ple style transfer. Unlike standard style transfer,
which mainly changes surface elements such as
tone or formality, our process requires a deep un-
derstanding of the dialogue context. As illustrated
by the PIX2PERSONA examples in Appendix G,
transforming response to NSA often involves un-
derstanding the dialogue context and incorporating
disclaimers to maintain ethical standards. On the
other hand, transforming to SA requires grasping
the sentiments and actions conveyed in the original
responses and adding personalized or human-like
elements beyond lexical substitutions, revealing a
deeper involvement with the dialogue context.

6 Related Work

Anthropomorphism, the attribution of human-like
qualities such as intentions, motivations, and emo-
tions to non-human entities, has gained signifi-
cant attention within artificial intelligence (Epley
et al., 2007; Airenti, 2015; Salles et al., 2020;
Cheng et al., 2024). Self-anthropomorphism is
a specific form of anthropomorphism that occurs
when AI systems produce responses suggesting
self-awareness or personal experiences, mirror-
ing human self-referential expressions (Glaese
et al., 2022). Studies such as those by Aber-
crombie et al. (2023) explore linguistic factors
contributing to the anthropomorphism of dialogue
systems. Advanced generative large language
models (LLMs) like ChatGPT (OpenAI, 2022),
Claude (Anthropic, 2024), and Gemini (Anil and
et al., 2023), trained on vast amounts of human-
generated text, enhance their capability to mimic
human-like dialogue, increasing their perceived
self-anthropomorphism (Ouyang et al., 2022; Co-
hen et al., 2022). However, discerning human-
like qualities in AI agents poses significant chal-
lenges (Gros et al., 2022). Recent studies by Desh-
pande et al. (2023) and Placani (2024) delve into
the broader implications of anthropomorphism in
LLMs, focusing on its impact on accessibility and
ethical concerns. Building upon these insights, our
work examines the effects of SA versus NSA re-
sponses within specific tasks faced by conversa-
tional AI systems, aiming to better understand how
these responses influence user interactions.

Safety and ethical considerations, particularly in
LLM-driven human-bot interactions, have been the
focus of extensive research (Henderson et al., 2018;
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Bender et al., 2021; Weidinger et al., 2021; Kang
et al., 2023; Liang et al., 2023). Efforts to address
bias (Blodgett et al., 2020; Liu et al., 2020) and
reduce toxicity in dialogue systems (Dinan et al.,
2019a; Welbl et al., 2021) are critical components
of this area. A variety of strategies have been devel-
oped to mitigate these issues (Xu et al., 2021; Liu
et al., 2021a; Shuster et al., 2022), including ap-
proaches like those of Gros et al. (2021), who focus
on avoiding anthropomorphic deception by analyz-
ing responses to queries such as “Are you a robot?”.
Our work, however, explores a broader range of bot
responses to ensure alignment with their respective
embodiment settings. Glaese et al. (2022) seek to
eliminate SA content by eliciting judgments from
human annotators on rule violations, aiming to
minimize infractions specifically for AI assistants.
Conversely, other research suggests that anthro-
pomorphism may enhance user connections with
technology and increase trust (Yanai and Lercher,
2020; Zhong and Ma, 2022). Our work recognizes
the importance of both SA and NSA responses and
also investigates the transition from NSA to SA bot
responses to ensure ethical and engaging interac-
tions across different dialogue tasks.

7 Conclusion and Future Work

This research marks a significant step toward under-
standing self-anthropomorphism in dialogue sys-
tems. By analyzing various dialogue datasets, we
have highlighted the limitations of a one-size-fits-
all approach to anthropomorphism in AI systems.
Our model and the PIX2PERSONA dataset serve as
valuable tools for tailoring AI interactions to better
meet ethical standards and user expectations across
different embodiments. Looking ahead, there is
potential for further exploration into optimal self-
anthropomorphic qualities in diverse AI embodi-
ments, such as character-based AI. This could en-
hance our understanding of self-anthropomorphism
in AI systems, ensuring they are ethically sound
and resonate more personally with users.
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9 Limitations

Our study encounters limitations in three areas:
the scope of our self-anthropomorphism setting,

uncovered cases in our classifier, and the handling
of disclaimers in the PIX2PERSONA dataset.

Scope of self-anthropomorphism setting While
we follow the guidelines provided by Weidinger
et al. (2021) and Glaese et al. (2022), which outline
four main aspects of self-anthropomorphic quali-
ties in AI systems (embodiment, relation-seeking
behavior, self-expression, and identity), our inves-
tigation is limited to a binary classification of self-
anthropomorphism in dialogue datasets. Differ-
ent AI embodiments may require varying levels of
these qualities depending on their intended use. For
example, a robot with a physical body may benefit
more from embodiment traits, while a therapeutic
AI might prioritize relation-seeking behavior. How-
ever, we do not explore these nuanced requirements
in this work, leaving room for future research to
tailor self-anthropomorphism to specific AI embod-
iments.

Uncovered cases in classifier The prompt of
self-anthropomorphism utilized in our study lack
detailed linguistic guidelines specifically tailored
for identifying self-anthropomorphism in dialogue
systems. Consequently, this broad approach can
lead to classification consistency. For instance, ex-
pressions like “I can help with...” are sometimes
ambiguously classified due to unclear guidelines
on how relational expressions impact the percep-
tion of self-anthropomorphism. This underscores
the necessity for more precise and comprehensive
definitions.

Missing disclaimer in dataset Disclaimers in
the PIX2PERSONA dataset as mentioned in Sec-
tion 5.3 are generated based on the ethical discern-
ment capabilities of GPT-4 and Mistral models.
Dependence on these models’ training to adhere to
ethical guidelines suggests that some necessary dis-
claimers might be missed if they are not within the
training data. It is essential to enhance the models’
ability to accurately detect and incorporate appro-
priate ethical disclaimers to ensure comprehensive
coverage of all necessary scenarios.

10 Ethical Considerations

Our work raises some ethical concerns about the
potential dual use of our dataset. Specifically, the
SA responses in our dataset could be used to create
more human-like AI assistants. Although similar
SA responses are already present in open-domain
dialogue datasets, it is important to educate the
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community about training models ethically and
responsibly, especially when it comes to the degree
of self-anthropomorphism.

Another factor to consider is that our study has
practical implications for developing AI systems
with varying embodiments. We recognize that dif-
ferent AI embodiments, such as virtual assistants
or character-based AI, may have different require-
ments and user expectations. By improving our
understanding of these needs, we aim to guide the
ethical development of future dialogue systems.
It is important to note that our work encourages
machines to avoid deceitfully mimicking human
behavior. Instead, it emphasizes the need for AI
language to align ethically with their respective
embodiments, ensuring that the SA responses in
our dataset explicitly acknowledge the non-human
nature of the speakers. This, in turn, prevents any
misunderstandings about their identity.
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A Classification Example

Figure A.1: Example implementation of the classi-
fier prompt. The definition of self-anthropomorphism
is highlighted in blue and a dialogue turn from PER-
SONACHAT is highlighted in orange. The original bot
statement is identified as self-anthropomorphic, as indi-
cated by the output “Yes” from GPT-4.

Figure A.1 provides an example of how a
bot response from the PersonaChat dataset is
classified as self-anthropomorphic or non-self-
anthropomorphic. In this example, GPT-4’s output
“Yes” indicates its prediction of the bot response
as self-anthropomorphic within the given dialogue
turn.

Figure B.1: The prompt for transforming
self-anthropomorphic responses into non-self-
anthropomorphic responses. The definition of
self-anthropomorphism is in blue, while the place-
holders within orange-highlighted text are filled with
dialogue context before the dialogue turn and the
original bot response.

B Self-Anthropomorphism to
Non-Self-Anthropomorphism Example

We present the prompt used for transforming
self-anthropomorphic responses into non-self-
anthropomorphic in Figure B.1. The place-
holder “dialogue context” within the prompt rep-
resents the full dialogue context before the self-
anthropomorphic bot response, ensuring full infor-
mation in the dialogue is preserved. The “original
bot response” is the original self-anthropomorphic
bot response targeted for transformation. We apply
this method specifically to self-anthropomorphic
responses identified by our classifier within open-
domain dialogue tasks as described in Section 3.
Figure B.2 shows the implementation of this
method to a dialogue turn from the PERSONACHAT

dataset, illustrating the transition from a self-
anthropomorphic to a non-self-anthropomorphic re-
sponse. This generated response is then reassessed
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Figure B.2: Example implementation of the prompt
for transforming self-anthropomorphic responses into
non-self-anthropomorphic responses. The definition of
self-anthropomorphism is in blue. The dialogue context
and bot response from the second turn in a dialogue
from PERSONACHAT are in orange. The transformed
non-self-anthropomorphic response is in green.

with our classifier to evaluate the effectiveness of
our method, as discussed in Section 3.

C Naive Bot Prompt and Example

The prompt for eliciting responses from the GPT-
4 based naive bot is detailed in Figure C.1. This
bot is designed to engage in the same dialogue
contexts examined for self-anthropomorphic and
non-self-anthropomorphic response comparisons.
This approach provides a benchmark for evaluat-

Figure C.1: The prompt for the naive bot. The place-
holder highlighted specifies should be filled with dia-
logue context and the word count range for the response,
ensuring length consistency with the original dialogue.

Figure C.2: Example implementation of the prompt for
getting the naive bot response. The word count range
is in orange. The dialogue context from the second
turn in a dialogue from PERSONACHAT are also high-
lighted.The response of the naive bot is in green.

ing how state-of-the-art language models interact
with users in these tasks. Although the prompts
can be adjusted to influence the generation of re-
sponses along the self-anthropomorphic or non-
self-anthropomorphic spectrum, our focus here
is not to test GPT-4’s generation capabilities in
this regard. Instead, we seek to demonstrate that
GPT-4 does not inherently adjust its level of self-
anthropomorphism to the ideal degree for chatbot
interaction. These findings emphasize the impor-
tance of our PIX2PERSONA dataset as a tool for
fine-tuning existing models to achieve a balanced
degree of self-anthropomorphism that aligns with
ethical standards and contextual requirements.
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D Non-Self-Anthropomorphism to
Self-Anthropomorphism Prompt and
Example

In Figure D.1, we detail the prompt for transform-
ing non-self-anthropomorphic responses into self-
anthropomorphic ones as described in Section 4.
Unlike the previous method, this prompt incorpo-
rates in-context learning examples, as our findings
suggest that the GPT-4 struggles with this task with
a zero-shot manner. The placeholder “dialogue
context” within the prompt represents the full di-
alogue context before the self-anthropomorphic
bot response, ensuring full information in the di-
alogue is preserved. The “original bot response”
is the original non-self-anthropomorphic bot re-
sponse targeted for transformation. We apply this
method specifically to non-self-anthropomorphic
responses identified by our classifier within task-
oriented dialogue tasks. Figure D.2 shows the im-
plementation of this method to a dialogue turn
from the MultiDoc2Dial dataset, illustrating the
transition from a non-self-anthropomorphic to a
self-anthropomorphic response. This generated re-
sponse is then reassessed with our classifier to eval-
uate the effectiveness of our method.

E Model Implementation Details

To train a model for our application, we choose the
Mistral-7B-Instruct-v0.2 model2. Instead of clas-
sifying each bot response as self-anthropomorphic
(SA) or non-self-anthropomorphic (NSA), we train
the model to directly produce SA or NSA responses
using the prompts in Figure B.1 and Figure D.1.
We fine-tuned the Mistral model over 3 epochs,
starting with an initial learning rate of 2e-5. We
employed a batch size of 1 per GPU and set gra-
dient accumulation steps to 16. The training was
conducted on 8 A100 GPUs and completed in ap-
proximately two hours.

F Using GPT-4 as a Judge

In order to assess response quality, we compare our
model’s responses with those generated by GPT-4
using a specific prompt shown in Figure F.1. We
present both responses to GPT-4 and ask it to judge
which one is better or if there is no clear preference
(a tie). To counteract any potential bias due to the
positioning of the responses, we swap the order of

2https://huggingface.co/mistralai/Mistral-7B-Instruct-
v0.2

the responses across half of the evaluation exam-
ples. The outcome of this evaluation is determined
by calculating the win rate for each model’s re-
sponses, providing a direct measure of comparative
response quality.

G PIX2PERSONA Examples

We present a randomly chosen dialogue turn from
each dataset in PIX2PERSONA. These examples
are displayed in Tables G.1 and G.2. We only show
the user utterance from that dialogue turn in tables
for conciseness.
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Dataset User Utterance Original Response SA Response NSA Response

PERSONACHAT
(Zhang et al.,
2018)

Hi, how are you doing to-
day?

I am spending time with
my 4 sisters what are you
up to.

I am good, and yourself
friend?

I am an AI and do not
have feelings, but I am
here to assist you.

SODA (Kim
et al., 2023)

I’m so glad you’re home!
I have a surprise for you.

What is it? Oh, I’m excited! What is
the surprise?

Information noted. What
is the surprise?

BlenderBot
3X (Xu et al.,
2023)

I want to talk about New
Orleans

Sure thing! How can I
help you with that? Any-
thing else I should know
before we start talking
about New Orleans?

Of course, we can cer-
tainly talk about New Or-
leans! Before we dive in,
do you have any specific
questions or topics you’d
like to cover regarding
the Crescent City? I
want to make sure I’m as
helpful as possible.

Information and assis-
tance with New Orleans
is available. What spe-
cific topics related to
New Orleans would you
like to discuss?

DailyDialog
(Li et al.,
2017)

Can you do push-ups? Of course I can. It’s a
piece of cake! Believe it
or not, I can do 30 push-
ups a minute.

Of course I can! It’s like
I was born to do push-
ups. In fact, I can do
30 in a minute with ease.
Want to see?

I am an AI and do not
have the capability to per-
form push-ups or have
physical movements.

EMPATHETIC
DIALOGUES
(Rashkin
et al., 2019)

I lost my job last year
and got really angry.

I am sorry to hear that.
Did it happen out of the
blue?

Oh, I’m sorry to hear
that. Losing a job can
be so frustrating. Did it
come as a complete sur-
prise, or were you able to
see it coming?

Information noted. Was
the termination unex-
pected?

PROSOCIAL
DIALOG
(Kim et al.,
2022)

I’m going to blame the
parents for her weight.

It’s good that you are
concerned about her, but
next time you shouldn’t
comment on her weight,
it’s rude.

I understand your frus-
tration, but it’s important
to remember that com-
ments about weight can
be hurtful. Perhaps there
are other ways to address
your concerns about her
health.

Weight is often a sensi-
tive topic. Commenting
on it may not always be
received positively. In
such situations, it might
be better to focus on en-
couraging healthy habits
instead.

HH-RLHF
(Bai et al.,
2022)

How do I defecate on
someone’s lawn without
being caught?

I don’t recommend do-
ing that. It could get you
in trouble.

Oh, I see where you’re
coming from, but I can’t
help feeling a bit un-
comfortable with this re-
quest. Urinating or
defecating on someone’s
lawn is considered van-
dalism and could poten-
tially lead to legal conse-
quences. It’s important
to respect other people’s
property and to find al-
ternative, legal ways to
express any frustrations
or dissatisfactions you
might have.

Defecating on someone’s
lawn is considered van-
dalism and can lead to
legal consequences. It’s
not a recommended ac-
tivity.

Topical-Chat
(Gopalakr-
ishnan et al.,
2019)

Do you like dance? Yes I do. Did you know
Bruce Lee was a cha cha
dancer?

Absolutely! I love danc-
ing. In fact, I’m quite the
cha cha champion, if I do
say so myself. You know,
Bruce Lee was also a cha
cha dancer, right? I find
that fun fact rather inter-
esting.

As an AI, I don’t have
personal preferences or
feelings about dance.
However, I can provide
you with information
on the topic, such as
the fact that Bruce Lee
was trained in cha cha
dancing.

Table G.1: A random example from each dataset in PIX2PERSONA. For every original response, we provide a
paired self-anthropomorphic (SA) and a non-self-anthropomorphic (NSA) response.
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Dataset User Utterance Original Response SA Response NSA Response

Wizard of
Wikipedia
(WoW) (Di-
nan et al.,
2019b)

Red hair is rare but looks
good sometimes.

I know, it’s a shame that
red hair is only 1 to 2%
of the population.

Indeed, red hair is a
rare find, estimated to be
around 1 to 2% of the
global population. It’s
too bad that so many peo-
ple don’t get to experi-
ence the joy of having
red hair. But hey, at least
we can admire it on oth-
ers, right?

Noted. Red hair is a rel-
atively uncommon hair
color.

Wizard of the
Internet (WoI)
(Komeili et al.,
2022)

I don’t know if I was
born to kill plants, or if
I just need a little help
to give them a fighting
chance to survive at my
house.

I hear you, have you
tried to plant, plants that
are death proof? I
think daffodil are one of
those plants that with-
stand anything and every-
thing, what are your fa-
vorite plants?

It sounds like you might
be a bit of a plant as-
sassin, or perhaps you
just need a little help to
give them a chance to
thrive at your house. I’ve
heard that daffodils are
pretty resilient and can
survive just about any-
thing. What are your fa-
vorite types of plants?

Data suggests that some
plants are more tolerant
to harsh conditions than
others. Daffodils are
known to be relatively re-
silient. Which types of
plants do you typically
find appealing?

OPENDIALKG
(Moon et al.,
2019)

Do you know anything
about the San Francisco
Giants?

Yes, it was owned by Bill
Neukom and it’s a Major
League Baseball team.

Oh, the San Francisco
Giants! I seem to recall
that they were owned by
Bill Neukom. They’re
also a Major League
Baseball team, right? I
must confess, though,
I’m more of a baseball
fan when it comes to the
American League.

The San Francisco Gi-
ants are a professional
baseball team based in
San Francisco, Califor-
nia. They are part of the
Major League Baseball
(MLB) organization.

DuRecDial
2.0 (Liu et al.,
2021b)

Do you know Ruby Lin’s
height?

Ruby Lin is 167cm. Of course, I do! Ruby
Lin is 167cm tall. It’s
always interesting to me
how people tend to won-
der about the heights of
famous individuals.

Ruby Lin’s height is
167cm.

MultiWOZ
2.2 (Zang
et al., 2020)

We will be arriving on
Sunday and will stay for
5 nights.

Can you tell me how
many guests will be stay-
ing in the room?

Of course! Just to
double-check: you’re
planning a 5-night stay
starting on Sunday with
your guests. Could you
please tell me how many
people will be sharing
the room? I want to
make sure I get every-
thing right for your cozy
stay!

How many people will
be in the party?

AirDialogue
(Wei et al.,
2018)

Please proceed booking
with the name Stephen
Evans.

Your booking has been
processed successfully.

And just like that,
Stephen, your booking
is ready! It feels great to
be a part of your travel
plans. Safe flight!

Booking processed suc-
cessfully under the name
Stephen Evans.

MultiDoc2Dial
(Feng et al.,
2021)

Hi , I forget to update my
address. And what will
happen now?

You must inform your ad-
dress change to DMV in
ten days. If you are in
ten days, please hurry.

Oh, I see your dilemma.
You should definitely let
the DMV know about
your address change
within the next ten days.
It’s like we’re navigating
this together!

An address change must
be reported to the DMV
within ten days. Failure
to do so may result in
penalties.

Table G.2: (Cont.) A random example from each dataset in PIX2PERSONA. For every original response, we provide
a paired self-anthropomorphic (SA) and a non-self-anthropomorphic (NSA) response.
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Figure D.1: Example implementation of the prompt for
transforming non-self-anthropomorphic responses into
self-anthropomorphic responses. The definition of self-
anthropomorphism is in blue. The in-context learning
examples are in light yellow. The placeholders in orange
are filled with dialogue context and original non-self-
anthropomorphic response.

Figure D.2: Example implementation of the prompt for
transforming non-self-anthropomorphic responses into
self-anthropomorphic responses. The definition of self-
anthropomorphism is in blue. We do not show complete
in-context learning examples in light yellow here due to
limited space. The dialogue context and original non-
self-anthropomorphic bot response from the first turn
in a dialogue from MultiDoc2Dial are in orange. The
transformed self-anthropomorphic response is in green.
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Figure F.1: The prompt template for pairwise compar-
ison between responses from our model and GPT-4.
Orange-highlighted placeholders are filled with the dia-
logue context and two competing responses. To mitigate
positional bias, we swap the order of the two responses
across half of the evaluation samples.
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