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BOP: Benchmark for 6D object pose estimation
Goal: Capture and report the state of the art in estimating the 6D pose of rigid 
objects from RGB or RGB-D images
  

BOP currently comprises of:
● Evaluation methodology
● Online evaluation system at bop.felk.cvut.cz
● 12 datasets in a unified format

○ Texture-mapped 3D models of 199 objects
○ >700K training RGB-D images (mostly synthetic)
○ >100K test RGB-D images of scenes with graded complexity
○ Images are annotated with ground-truth 6D object poses
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6D object pose estimation

6DoF pose
(R, t)

Camera frame

Object model frame

Input image
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BOP publications
BOP: Benchmark for 6D Object Pose Estimation, ECCV 2018
T. Hodaň, F. Michel, E. Brachmann, W. Kehl, A. G. Buch, D. Kraft, B. Drost, J. Vidal,
S. Ihrke, X. Zabulis, C. Sahin, F. Manhardt, F. Tombari, T.-K. Kim, J. Matas, C. Rother

BOP Challenge 2020 on 6D Object Localization, ECCVW 2020
T. Hodaň, M. Sundermeyer, B. Drost, Y. Labbé, E. Brachmann, F. Michel, C. Rother, J. Matas

BOP Challenge 2022 on Detection, Segmentation and Pose Estimation of 
Specific Rigid Objects, CVPRW 2023
M. Sundermeyer, T. Hodaň, Y. Labbé, G. Wang, E. Brachmann, B. Drost, C. Rother, J. Matas

BOP Challenge 2023 on Pose Estimation of Seen and Unseen Rigid Objects
– in preparation
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Stages of a method

A computationally heavy 
stage that typically requires 

a large-scale training dataset 
and multiple GPUs for 

hours/days

Supervised methods trained 
for specific objects need to 

go through this stage

Onboarding of a new
object that may take

max 5 min per object
on 1 GPU

Few-shot learning
methods rely on 

this stage

Estimation of 6DoF object poses
ideally in real time

Training (hours/days) Onboarding (sec/min) Inference (online)



Task 1: Model-based 6D localization of seen objects – defined as in 2019, 2020, 2022

Task 2: Model-based 2D detection of seen objects – defined as in 2022

Task 3: Model-based 2D segmentation of seen objects – defined as in 2022
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2023 tasks on seen objects
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Task 4: Model-based 6D localization of unseen objects – introduced in 2023

Task 5: Model-based 2D detection of unseen objects – introduced in 2023

Task 6: Model-based 2D segmentation of unseen objects – introduced in 2023
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2023 tasks on unseen objects
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Pre-training dataset for Tasks 4–6
● 2M+ PBR images in BOP format showing more than 50K diverse objects
● Originally synthesized for MegaPose using BlenderProc
● Objects are from the Google Scanned Objects and ShapeNetCore datasets
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Evaluation of 6D localization tasks

The error of an estimated pose w.r.t. the GT pose is measured by:

1. VSD: Visible Surface Discrepancy
Error calculated over the visible part ⇒ indistinguishable poses are equivalent

2. MSSD: Maximum Symmetry-Aware Surface Distance
Measures the surface deviation in 3D ⇒ relevant for robotic applications

3. MSPD: Maximum Symmetry-Aware Projection Distance
Measures the perceivable deviation ⇒ relevant for AR applications

See bop.felk.cvut.cz for details

 

Estimated pose

Method

GT pose

How good is the 
estimated pose?
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Evaluation of 6D localization tasks
An estimated pose E is considered correct w.r.t. ground-truth pose G and 
pose-error function F, if F(E, G) < θ, where F is VSD, MSSD or MSPD, and θ is the 
threshold of correctness

● Average Recall w.r.t. function F: ARF = the average of recall rates calculated 
for multiple settings of threshold θ and tolerance τ for VSD
(Recall rate = the fraction of objects for which a correct pose is estimated)

● Average Recall on dataset D: ARD = (ARVSD+ ARMSSD+ ARMSPD) / 3

● Average Recall: AR = the average of per-dataset ARD scores

See bop.felk.cvut.cz for details
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Evaluation of 2D detection/segmentation tasks
We adopt metrics from the COCO Object Detection Challenge

The main metric is the Average Precision (AP) calculated at different Intersection 
over Union (IoU=.50:.05:.95) values

A method is required to detect/segment only objects that are visible from at least 
10%. If a method detects/segments also objects that are visible from less than 
10%, these are ignored and not counted as false positives
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2018
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BOP Challenge 2018
Classical pre-DNN (RGB-D and D) methods on the SiSo task
 

Pose error measured with only Visible Surface Discrepancy (VSD)
 

Methods based on Point Pair Features
Template matching methods,
Learning-based methods
Methods based on 3D local features
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BOP Challenge 2018
Classical pre-DNN (RGB-D and D) methods on the SiSo task
 

Pose error measured with only Visible Surface Discrepancy (VSD)
 

Methods based on Point Pair Features (PPF) performed best

Methods based on Point Pair Features
Template matching methods,
Learning-based methods
Methods based on 3D local features
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2019



Classical and DNN (RGB, RGB-D and D) methods on the ViVo task

Evaluation methodology as in BOP 2020 and 2022
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BOP Challenge 2019

# Method Image Average LM-O T-LESS TUD-L IC-BIN ITODD HB YCB-V Time (s)
1 Vidal-Sensors18 [1] D 0.569 0.582 0.538 0.876 0.393 0.435 0.706 0.450 3.220
2 Drost-CVPR10-Edges [2] RGB-D 0.550 0.515 0.500 0.851 0.368 0.570 0.671 0.375 87.568
3 Drost-CVPR10-3D-Edges [2] D 0.500 0.469 0.404 0.852 0.373 0.462 0.623 0.316 80.055
4 Drost-CVPR10-3D-Only [2] D 0.487 0.527 0.444 0.775 0.388 0.316 0.615 0.344 7.704
5 Drost-CVPR10-3D-Only-Faster [2] D 0.454 0.492 0.405 0.696 0.377 0.274 0.603 0.330 1.383
6 Félix&Neves-ICRA17-IET19 [3,4] RGB-D 0.412 0.394 0.212 0.851 0.323 0.069 0.529 0.510 55.780
7 Sundermeyer-IJCV19+ICP [5] RGB-D 0.398 0.237 0.487 0.614 0.281 0.158 0.506 0.505 0.865
8 Zhigang-CDPN-ICCV19 [6] RGB 0.353 0.374 0.124 0.757 0.257 0.070 0.470 0.422 0.513
9 Sundermeyer-IJCV19 [5] RGB 0.270 0.146 0.304 0.401 0.217 0.101 0.346 0.377 0.186

10 Pix2Pose-BOP-ICCV19 [7] RGB 0.205 0.077 0.275 0.349 0.215 0.032 0.200 0.290 0.793
11 DPOD (synthetic) [8] RGB 0.161 0.169 0.081 0.242 0.130 0.000 0.286 0.222 0.231



Classical and DNN (RGB, RGB-D and D) methods on the ViVo task

Evaluation methodology as in BOP 2020 and 2022
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BOP Challenge 2019

# Method Image Average LM-O T-LESS TUD-L IC-BIN ITODD HB YCB-V Time (s)
1 Vidal-Sensors18 [1] D 0.569 0.582 0.538 0.876 0.393 0.435 0.706 0.450 3.220
2 Drost-CVPR10-Edges [2] RGB-D 0.550 0.515 0.500 0.851 0.368 0.570 0.671 0.375 87.568
3 Drost-CVPR10-3D-Edges [2] D 0.500 0.469 0.404 0.852 0.373 0.462 0.623 0.316 80.055
4 Drost-CVPR10-3D-Only [2] D 0.487 0.527 0.444 0.775 0.388 0.316 0.615 0.344 7.704
5 Drost-CVPR10-3D-Only-Faster [2] D 0.454 0.492 0.405 0.696 0.377 0.274 0.603 0.330 1.383
6 Félix&Neves-ICRA17-IET19 [3,4] RGB-D 0.412 0.394 0.212 0.851 0.323 0.069 0.529 0.510 55.780
7 Sundermeyer-IJCV19+ICP [5] RGB-D 0.398 0.237 0.487 0.614 0.281 0.158 0.506 0.505 0.865
8 Zhigang-CDPN-ICCV19 [6] RGB 0.353 0.374 0.124 0.757 0.257 0.070 0.470 0.422 0.513
9 Sundermeyer-IJCV19 [5] RGB 0.270 0.146 0.304 0.401 0.217 0.101 0.346 0.377 0.186

10 Pix2Pose-BOP-ICCV19 [7] RGB 0.205 0.077 0.275 0.349 0.215 0.032 0.200 0.290 0.793
11 DPOD (synthetic) [8] RGB 0.161 0.169 0.081 0.242 0.130 0.000 0.286 0.222 0.231

Methods based on Point Pair Features



Classical and DNN (RGB, RGB-D and D) methods on the ViVo task

Evaluation methodology as in BOP 2020 and 2022
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BOP Challenge 2019

# Method Image Average LM-O T-LESS TUD-L IC-BIN ITODD HB YCB-V Time (s)
1 Vidal-Sensors18 [1] D 0.569 0.582 0.538 0.876 0.393 0.435 0.706 0.450 3.220
2 Drost-CVPR10-Edges [2] RGB-D 0.550 0.515 0.500 0.851 0.368 0.570 0.671 0.375 87.568
3 Drost-CVPR10-3D-Edges [2] D 0.500 0.469 0.404 0.852 0.373 0.462 0.623 0.316 80.055
4 Drost-CVPR10-3D-Only [2] D 0.487 0.527 0.444 0.775 0.388 0.316 0.615 0.344 7.704
5 Drost-CVPR10-3D-Only-Faster [2] D 0.454 0.492 0.405 0.696 0.377 0.274 0.603 0.330 1.383
6 Félix&Neves-ICRA17-IET19 [3,4] RGB-D 0.412 0.394 0.212 0.851 0.323 0.069 0.529 0.510 55.780
7 Sundermeyer-IJCV19+ICP [5] RGB-D 0.398 0.237 0.487 0.614 0.281 0.158 0.506 0.505 0.865
8 Zhigang-CDPN-ICCV19 [6] RGB 0.353 0.374 0.124 0.757 0.257 0.070 0.470 0.422 0.513
9 Sundermeyer-IJCV19 [5] RGB 0.270 0.146 0.304 0.401 0.217 0.101 0.346 0.377 0.186

10 Pix2Pose-BOP-ICCV19 [7] RGB 0.205 0.077 0.275 0.349 0.215 0.032 0.200 0.290 0.793
11 DPOD (synthetic) [8] RGB 0.161 0.169 0.081 0.242 0.130 0.000 0.286 0.222 0.231

DNN-based methods



Classical methods outperformed DNN methods, because of:

1. Insufficient number of real training images annotated with 6D object poses 
– annotation is expensive!

2. Large domain gap between real test images and the commonly used 
synthetic training images (objects rendered on random background)
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BOP Challenge 2019
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2020



21

BOP Challenge 2020
● BlenderProc4BOP – an open-source photorealistic (PBR) renderer
● 350K pre-rendered training images provided to the participants
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BOP Challenge 2020



23

BOP Challenge 2020

DNN-based methods finally caught up with PPF-based methods!
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2022
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18 methods from 2022 outperform CosyPose, the winner from 2020
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Overall SOTA moved from 0.698 AR (CosyPose) to 0.837 AR (GDRNPP)
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New tasks of 2D instance detection/segment.

Introduced to address the design of many recent object pose estimation methods, 
which first detect the objects and then estimate their poses from the detections:

6D localization2D segmentation2D detection

New New



2D object detection:

2D object segmentation:
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BOP Challenge 2022: 2D object det./seg.



2D object detection:

YOLOX from GDRNPP gains +16.8 AP over MaskRCNN from Cosypose!

2D object segmentation:

ZebraPose refines masks from CosyPose detections: +18.2 AP!

30

BOP Challenge 2022: 2D object det./seg.
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2023



32

BOP Challenge 2023 – Submissions
Submission system: bop.felk.cvut.cz, deadline: September 28, 2023

2400+ submissions since 2022 (submission = results of a method on a dataset)

The submission form stays open! All raw predictions are publicly available
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BOP 2023: Model-based 2D detection of seen objects
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BOP 2023: Model-based 2D detection of seen objects

+0.025 AP from GDRNPP_Det (YOLOX) to GDet2023 (YOLOv8)
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BOP 2023: Model-based 2D segmentation of seen objects
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BOP 2023: Model-based 2D segmentation of seen objects

 ZebraPoseSAT: +0.032 AP over their 2022 submission 
masks predicted from provided default detections

All methods still use RGB only
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6 new entries in Top 10
(including new Top 3)

BOP 2023: Model-based 6D localization of seen objects



0.856 AR (GPose2023 ) over 0.837 AR (GDRNPP) 
at 42.6% inference time

Accuracy is slowly saturating,
but runtime is still far from practical in most cases

BOP 2023: Model-based 6D localization of seen objects



Call for BOP’24 Datasets
Candidates for addition to the core set:

Want datasets with:
● Challenging materials (e.g. transparent, metallic)
● New environments (e.g. hand-object interactions)
● New tasks (e.g. templates for few-shot, multi-view)

40

    HouseCat6D      HOPE
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GPose trained purely synthetically outperforms
GDRNPP trained with real data

BOP 2023: Model-based 6D localization of seen objects
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Seen object detection + unseen object pose estimation = 0.792 AR
–0.059 AR against GPose2023 (best per object model) 

–0.008 AR against PFA (best per dataset model)

 If runtime is secondary:
no need to train a pose network on multiple known objects 

 

BOP 2023: Model-based 6D localization of seen objects
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BOP 2023: Model-based 2D detection of unseen objects

BOP 2023: Model-based 2D segmentation of unseen objects

CNOS: A Strong Baseline for CAD-based Novel Object Segmentation
Very strong baseline.



44

BOP 2023: Model-based 2D detection of unseen objects

BOP 2023: Model-based 2D segmentation of unseen objects

All entries are RGB-only and based on “foundation vision models”
(SAM, FastSAM, DinoV2)
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BOP 2023: Model-based 2D detection of unseen objects

BOP 2023: Model-based 2D segmentation of unseen objects

CNOS reaches 0.412 AP for unseen object segmentation in 0.22s
(with just 200 synthetic reference images per object)

Mask R-CNN (default 2022) reached 0.405 AP for seen object segmentation
(trained on 1M+ synthetic+real images) 
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BOP 2023: Model-based 6D localization of unseen objects
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BOP 2023: Model-based 6D localization of unseen objects

GenFlow achieves +0.046 AR and is 4x faster
than a variant of the first published method MegaPose from Dec’22

(MegaPose on BOP’23 uses CNOS detections and extra Teaserpp refinement)
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BOP 2023: Model-based 6D localization of unseen objects

The fastest method SAM6D is 10–30x faster
than MegaPose and the winner GenFlow
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BOP 2023: Model-based 6D localization of unseen objects

+0.104 AR by using the depth channel of test images
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BOP 2023: Model-based 6D localization of unseen objects

12/14 methods focus on pose estimation,
relying on default detections from CNOS
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Model-based 6D localization of seen vs unseen objects

Task 1: Model-based 6D localization of seen objects:

Task 4: Model-based 6D localization of unseen objects:
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Model-based 6D localization of seen vs unseen objects

Best method on Task 4 (GenFlow) achieves accuracy
on par with the best methods of 2020 on Task 1,

but require 3x runtime

Task 1: Model-based 6D localization of seen objects:

Task 4: Model-based 6D localization of unseen objects:



53

BOP Challenge 2023 Awards



BOP
2023

BOP Challenge 2023 Award
 

The Overall Best Method, The Best Method Using Default Detections,
The Best BlenderProc-Trained Method, The Best Method on Datasets

LM-O, T-LESS, ITODD, HB, IC-BIN, YCB-V
  

Task 1: Model-based 6D localization of seen objects

GPose2023
Ruida Zhang, Ziqin Huang, Gu Wang, Xingyu Liu,

Chenyangguang Zhang, Xiangyang Ji (Tsinghua University)
 

8th International Workshop on Recovering 6D Object Pose, ICCV 2023



BOP
2023

BOP Challenge 2023 Award
 

The Best Open-Source Method, The Best Fast Method
  

Task 1: Model-based 6D localization of seen objects

GDRNPP-PBRReal-RGBD-MModel
Xingyu Liu, Ruida Zhang, Chenyangguang Zhang, Bowen Fu, Jiwen Tang, Xiquan Liang, 

Jingyi Tang, Xiaotian Cheng, Yukang Zhang, Gu Wang, Xiangyang Ji (Tsinghua University)
 

8th International Workshop on Recovering 6D Object Pose, ICCV 2023



BOP
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BOP Challenge 2023 Award
 

The Best Single-Model Method
  

Task 1: Model-based 6D localization of seen objects

OfficialDet-PFA-Mixpbr-RGB-D
Xinyao Fan, Fengda Hao, Yang Hai, Jiaojiao Li, Rui Song,
Haixin Shi, Mathieu Salzmann, David Ferstl, Yinlin Hu

 
8th International Workshop on Recovering 6D Object Pose, ICCV 2023
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BOP Challenge 2023 Award
 

The Best RGB-Only Method
  

Task 1: Model-based 6D localization of seen objects

ZebraPoseSAT-EffnetB4
Praveen Annamalai Nathan, Sandeep Prudhvi Krishna Inuganti,

Yongliang Lin, Yongzhi Su,Yu Zhang, Didier Stricker, Jason Rambach
 

8th International Workshop on Recovering 6D Object Pose, ICCV 2023
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BOP Challenge 2023 Award
 

The Best Method on TUD-L
  

Task 1: Model-based 6D localization of seen objects

Coupled Iterative Refinement
Lahav Lipson, Zachary Teed, Ankit Goyal, Jia Deng

 
8th International Workshop on Recovering 6D Object Pose, ICCV 2023
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BOP Challenge 2023 Award
 

The Overall Best Detection Method,
The Best BlenderProc-Trained Detection Method

  

Task 2: Model-based 2D detection of seen objects

GDet2023
Ruida Zhang, Ziqin Huang, Gu Wang, Xingyu Liu,

Chenyangguang Zhang, Xiangyang Ji (Tsinghua University)
 

8th International Workshop on Recovering 6D Object Pose, ICCV 2023



BOP
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BOP Challenge 2023 Award
 

The Overall Best Segmentation Method,
The Best BlenderProc-Trained Segmentation Method

  

Task 3: Model-based 2D segmentation of seen objects

ZebraPoseSAT-EffnetB4
Praveen Annamalai Nathan, Sandeep Prudhvi Krishna Inuganti,

Yongliang Lin, Yongzhi Su,Yu Zhang, Didier Stricker, Jason Rambach
 

8th International Workshop on Recovering 6D Object Pose, ICCV 2023



BOP Challenge 2023 Award
 

The Overall Best Method, The Best BlenderProc-Trained Method,
The Best Single-Model Method, The Best Method Using Default 

Detections/Segmentations, The Best RGB-Only Method,
The Best Method on Datasets ITODD, IC-BIN, HB, YCB-V, T-LESS

  

Task 4: Model-based 6D localization of unseen objects

GenFlow
Sungphill Moon and Hyeontae Son

 
8th International Workshop on Recovering 6D Object Pose, ICCV 2023

BOP
2023



BOP Challenge 2023 Award
 

The Fastest Method, The Best Method on Dataset  LM-O
  

Task 4: Model-based 6D localization of unseen objects

SAM6D
Jiehong Lin, Lihua Liu, Dekun Lu and Kui Jia

 
8th International Workshop on Recovering 6D Object Pose, ICCV 2023

BOP
2023



BOP Challenge 2023 Award
 

The Best Open-Source Method
  

Task 4: Model-based 6D localization of unseen objects

MegaPose
Elliot Maître, Mederic Fourmy, Lucas Manuelli, Yann Labbé

 
8th International Workshop on Recovering 6D Object Pose, ICCV 2023

BOP
2023



BOP Challenge 2023 Award
 

The Best Method on Dataset TUD-L
  

Task 4: Model-based 6D localization of unseen objects

PoZe (CNOS)
Andrea Caraffa, Davide Boscaini, Fabio Poiesi

 
8th International Workshop on Recovering 6D Object Pose, ICCV 2023

BOP
2023



BOP Challenge 2023 Award
 

The Overall Best Detection Method, The Best BlenderProc-Trained Detection Method,
The Overall Best Segmentation Method, The Best BlenderProc-Trained Segment. Method

  

Task 4 and 5: Model-based 2D detection/segmentation of unseen objects

CNOS
Van Nguyen Nguyen, Thibault Groueix, Georgy Ponimatkin, Vincent Lepetit, Tomas Hodan

 
8th International Workshop on Recovering 6D Object Pose, ICCV 2023

BOP
2023


