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Artificial neural networks (ANNs) have very successfully been used in numerical simulations for a se-
ries of computational problems ranging from image classification to numerical approximations of partial
differential equations (PDEs). Such numerical simulations suggest that ANNs have the capacity to
very efficiently approximate high-dimensional functions and, especially, such numerical simulations in-
dicate that ANNs seem to admit the fundamental power to overcome the curse of dimensionality when
approximating the high-dimensional functions appearing in the above named computational problems.
Although there are numerous results on approximation capacities of ANNs such as, e.g., the universal
approximation theorem, most of them cannot explain the empirical success of ANNs when approximating
high-dimensional functions. In this talk I will explain recent theoretical developments which demonstrate
that ANNs can efficiently approximate solutions of high-dimensional PDEs. More precisely, I will present
results revealing that the minimal required number of parameters of an ANN to approximate solutions
of certain PDEs grows at most polynomially in both the reciprocal 1/ε of the prescribed approximation
accuracy ε > 0 and the PDE dimension d ∈ N. Those statements prove that ANNs do indeed have the
capacity to overcome the curse of dimensionality in the numerical approximation of PDEs.

Références

[1] Grohs, P., Hornung, F., Jentzen, A., von Wurstemberger, P., A proof that artificial neural
networks overcome the curse of dimensionality in the numerical approximation of Black-Scholes
partial differential equations, arXiv:1809.02362, (2018).

[2] Jentzen, A., Salimova, D., Welti, T., A proof that deep artificial neural networks overcome the
curse of dimensionality in the numerical approximation of Kolmogorov partial differential equations
with constant diffusion and nonlinear drift coefficients, arXiv:1809.07321, (2018).

[3] Hutzenthaler, M., Jentzen, A., Kruse, T., Nguyen, T. A., A proof that rectified deep neural
networks overcome the curse of dimensionality in the numerical approximation of semilinear heat
equations, arXiv:1901.10854, (2019).

[4] Hutzenthaler, M., Jentzen, A., Kruse, T., Nguyen, T. A., von Wurstemberger, P.,
Overcoming the curse of dimensionality in the numerical approximation of semilinear parabolic
partial differential equations, arXiv:1807.01212, (2018).

Philippe von Wurstemberger, ETH Zurich, Rämistrasse 101, 8092 Zurich, Switzerland
philippe.vonwurstemberger@sam.math.ethz.ch


